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Asymmetric e+-e- collider (√s = 10.58 GeV) 
• e+e- → Υ(4S) → BB 

Four-momenta of B are well known. 
Determination of the decay position 
allows time-dependent analysis.
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Belle II @ SuperKEKB

Luminosity Design Accomplished
Integrated 50 ab-1 (Belle x50) 531 fb-1

Peak 6.5 x 1035 /cm2/s 4.7 x 1034 /cm2/s
World Record!!

Run1 362 fb-1 
on resonance

Run2Long- 
shutdown

Central Drift Chamber 
spatial resolution: 100 µm 

dE/dx resolution: 5% 
PT resolution: 0.4%

EM Calorimeter, CsI(Tl) 
energy resolution: 1.6%-4%

Vertex Detector 
vertex resolution: 15 µm

Particle Identification 
K eff.: 90%, fake π rate: 5%

KL and µ Detection 
KL0 p resolution: 15 MeV 
µ identification eff.: ~90%

e- (7 GeV)
e+ (4 GeV)

https://www.belle2.org/research/luminosity/
https://www.belle2.org/project/super_kekb_and_belle_ii
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Determination of CKM parameters at Belle II
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Figure 1.1: Unitarity triangle

where the weak eigenstates of the down-type quarks relate to the mass eigenstates via348

the CKM matrix:349
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A 3×3 unitary matrix is characterized by three rotation angles and six complex phases.350

Since the mass terms and kinetic terms of quarks are invariant under the phase rotation of351

the individual quark Dirac fields, five phases of the CKM matrix are absorbed by rotating352

the relative phases between the six quark fields. Thus, four parameters are left free: three353

angles θij(ij = 12, 13, 23) and one complex phase δ. Defining sij ≡ sin θij, cij ≡ cos θij,354

we write the matrix as355

V =

⎛

⎝
1 0 0

0 c23 s23
0 −s23 c23

⎞

⎠

⎛

⎝
c13 0 s13e−iδ

0 1 0

−s13eiδ 0 c13

⎞

⎠

⎛

⎝
c12 s12 0

−s12 c12 0

0 0 1

⎞

⎠ (1.9)

=

⎛

⎝
c12c13 s12c13 s13e−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

⎞

⎠ .

δ is the only source of CP violation in the quark sector of the SM. The Wolfenstein356

parametrization is often used to explicitly show the hierarchy between the mixing angles357

1 ≫ s12 ≫ s23 ≫ s13:358

V =

⎛

⎝
1− λ2/2 λ Aλ3(ρ− iη)

−λ 1− λ2/2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

⎞

⎠+O(λ4), (1.10)

where, λ ≃ 0.22 and A, ρ, η = O(1).359

The unitarity of the CKM matrix requires
∑

i VijV ∗
ik = δjk and

∑
j VijV ∗

kj = δik.360

Among the unitarity conditions, the following equation is suitable for measurement since361

all terms are of equal order, O(Aλ3):362

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 (1.11)
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PDG2022

http://ckmfitter.in2p3.fr/www/html/ckm_main.html

Today’s contents

φ1
φ2
φ3

Precise test of SM over constraint the unitarity triangle (UT). 
• Loop amplitudes provide sensitive probe to new physics (NP). 
e.g.) B0-B0 mixing ← Time-dependent CP asymmetry measurement 

• goal: accurate measurement of all UT angles and sides 

Belle II at e+-e- collider: 
• clean environment, quantum entangled BB pairs, 
high tagging efficiency, neutral particles in the final states φ3: Talk by VISMAYA V S 

PDG2024

�B(B̄ ! Xu`⌫̄)

�B(B̄ ! Xc`⌫̄)
= 1.96(1± 8.4%stat ± 7.9%syst)⇥ 10�2 (6)

|Vub|
|Vcb|

=

s
�B(B̄ ! Xu`⌫̄)

�B(B̄ ! Xc`⌫̄)

��(B̄ ! Xc`⌫̄)

��(B̄ ! Xu`⌫̄)
(7)

AI =
c2⇢�(

(�)

B0 ! ⇢0�)� �(
(�)

B± ! ⇢±�)

c2⇢�(
(�)

B0 ! ⇢0�) + �(
(�)

B± ! ⇢±�)

(8)

Z
P(�t0)R(�t��t0)d(�t0) (9)

=

Z
R(�t0)P(�t��t0)d(�t0) (10)

B !0 J/ ⇡0 (b ! cc̄d)

B !0 ⌘0KS (b ! ss̄.s)

B !0 KS⇡0� (b ! s�)

B !0 ⇡0⇡0 (b ! uūd)
a
a
a

Decay mode Target

B0 ! J/ ⇡0 (b ! cc̄d) �1

B0 ! ⌘0KS (b ! ss̄s) �e↵1 , NP

B0 ! KS⇡0� (b ! s�) NP

B0 ! ⇡0⇡0 (b ! uūd) �2

B0 ! ⇡0⇡0

B0 ! ⇡0⇡0

B0 ! ⇡0⇡0
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https://pdg.lbl.gov/
http://ckmfitter.in2p3.fr/www/results/plots_summer23/ckm_res_summer23.html
https://indico.cern.ch/event/1291157/contributions/5878359/
https://pdglive.lbl.gov/Viewer.action
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Time-Dependent CPV analysis

4

AB→f
CP (Δt) ≡

Γ(B0(Δt) → f ) − Γ(B̄0(Δt) → f )
Γ(B0(Δt) → f ) + Γ(B̄0(Δt) → f )

= S ⋅ sin(ΔmdΔt) − C ⋅ cos(ΔmdΔt)
mixing-induced CPV 
SCP = |sin(2ϕeff

i ) |
Direct CPV 
ACP = − CCP

• Signal extraction using beam-constraint variables, and  
BDT to discriminate qq backgrounds 

• Excellent vertex resolution: 
σz ~ 26/50 µm (CP/tag side) 

• Graph-neural-network flavor tagging (GFlaT) 
• Updated from a category-based algorithm 
• Looks at additional correlations of particles information  
(charge of lepton/hadron, high-p tracks) 

• Perfomance: 

~130 µm at Belle II

π0

J/ψ

K−
B̄0

tag

B0
CP

e−

Υ(4S)

Δz

εtag (CB)     = (31.7 ± 0.5 ± 0.4)% 
εtag (GFlaT) = (37.4 ± 0.4 ± 0.3)%

eff

eff

PRD.110.012001 
arXiv:2402.17260

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.110.012001
https://arxiv.org/abs/2402.17260
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Mediated by b→ccd transition,  
probe for loop contributions to b→ccs  
for determination of φ1 

Apply GFlaT and 3 BDTs for fake photon, 
beam background, and qq suppression 

Fit ΔE and m(ℓℓ) for background subtraction 
(separately for ee and µµ); 
Fit Δt for CPV-parameter extraction 

First 5σ observation of mixing-induced CP in this mode
5

5

|�E| < 0.1 GeV and 3.0 < m(e+e�) < 3.14 GeV/c2369

or 3.025 < m(µ+µ�) < 3.14 GeV/c2, for which we later370

perform the CP asymmetry fit.371

From the signal yields, we determine the branching372

fraction:373

B =
nsig(1 + f+�/f00)

"sigB(J/ ! `+`�)B(⇡0 ! ��)2N(BB)
(4)374

where "sig is the e�ciency obtained from simulated signal375

samples and corrected for di↵erences between data and376

simulation using control samples, B(J/ ! `+`�) is the377

sum of B(J/ ! e+e�) = (5.971±0.032)% and B(J/ !378

µ+µ�) = (5.961 ± 0.033)%, B(⇡0 ! ��) = (98.823 ±379

0.034)% [14], N(BB) = (387 ± 6) ⇥ 106 is the number380

of BB pairs in the dataset and f+�/f00 = 1.065± 0.052381

is the B+/B0 production ratio [45]. We obtain B(B0 !382

J/ ⇡0) = (2.00± 0.12)⇥ 10�5, where the uncertainty is383

statistical only.384

V. CP ASYMMETRY FIT385

We determine the CP asymmetries from an unbinned386

maximum likelihood fit to the flavor-tagged �t distri-387

butions of the candidates in the signal region. Candi-388

dates outside of the signal region are removed from the389

fit as their �t distributions vary in di↵erent ranges of390

�E and their inclusion would dilute the observable CP391

asymmetries. We divide our sample into intervals of the392

tag-quality variable r = 1 � 2w provided by the tag-393

ging algorithm, where w is the wrong-tag probability and394

r ranges from 0 (no discrimination power) to 1 (unam-395

biguous flavor assignment). The �t distribution of the396

signal in Eq. 1 is modified to take into account the e↵ect397

of wrong-tag probability and the detector �t resolution.398

The calibration of the flavor tagging parameters and res-399

olution function with a sample of B0 ! D⇤�⇡+ decays400

is described in Ref. [17].401

The B ! J/ X backgrounds are modeled separately402

for decays of B+ and B0 mesons in the �t fit, with ef-403

fective lifetimes determined from simulation. The B0 !404

J/ X backgrounds are described using a PDF with the405

same functional form as the signal, while the B+ !406

J/ X backgrounds are described using a double-sided407

exponential PDF convolved with the resolution function.408

The CP asymmetries of the B0 backgrounds are deter-409

mined from simulated B0 ! J/ K0
S and B0 ! J/ K0

L410

decays mis-reconstructed as signal and the fraction of B+
411

backgrounds relative to the total amount of B ! J/ X412

backgrounds is fixed from simulation. The �t distribu-413

tion of the BB backgrounds is described using a double-414

sided exponential PDF convolved with a Gaussian res-415

olution model determined from simulated data, while416

the distribution of the continuum background is mod-417

eled with a double-Gaussian PDF determined from o↵-418

resonance data. The signal and background fractions in419

the signal region are determined from the results of the420

Figure 2. Distributions and fit projections of �t for
flavor-tagged B0 ! J/ ⇡0 candidates subtracted of back-
grounds [46, 47]. The fit PDFs corresponding to q = �1 and
q = +1 tagged distributions are shown as dashed and solid
curves, respectively. The decay rate asymmetry, defined as
(N(q = +1) � N(q = �1)/(N(q = +1) + N(q = �1)), is
displayed in the bottom subpanel.

signal extraction fit and the r-bin distribution of the con-421

tinuum background in o↵-resonance data.422

We validate the fit on B0 ! J/ K0
S and B+ !423

J/ K⇤+ data, for which we obtain values of the life-424

times and CP asymmetries compatible with the world425

averages.426

In the fit to the B0 ! J/ ⇡0 sample, we deter-427

mine the direct and mixing-induced CP asymmetries428

CCP = 0.13±0.12 and SCP = �0.88±0.17, where the un-429

certainties are statistical only. The correlation between430

CCP and SCP is �8%. The �t distributions for tagged431

signal decays, after subtracting the backgrounds [46], are432

displayed in Fig. 2, along with the decay rate asymmetry.433

VI. SYSTEMATICS434

Contributions from all considered sources of systematic435

uncertainty are listed in Table II and III for the branching436

fraction and CP asymmetries, respectively. The lead-437

ing contribution to the total systematic uncertainty on438

the branching fraction arises from the ⇡0 e�ciency cali-439

bration, while the main systematic uncertainties on the440

CP asymmetries originate from the calibration with the441

B0 ! D⇤�⇡+ control sample and tag-side interference.442

A. Branching fraction443

In the computation of the branching fraction, we cor-444

rect the signal e�ciencies obtained in simulation using445

control samples from collision data. The statistical and446

 BF = (2.00 ± 0.12 ± 0.10) x 10-5 
SCP = -0.88 ± 0.17 ± 0.03 
CCP =  0.13 ± 0.12 ± 0.03

New for ICHEP2024 
Paper in preparation 
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Figure 1. Distributions of the (top) �E and (bottom)
m(`+`�) for B0 ! J/ ⇡0 candidates (data points) with fits
overlaid (curves and stacked areas).

[2.95, 3.2] GeV/c2 andm(��) = [0.1, 0.16] GeV/c2. In the298

definition of Mbc we replaced the measured ⇡0 momen-299

tum with p⇤0⇡0 =
q

(E⇤
beam � E⇤

J/ )
2/c2 �m2

⇡0c2 ⇥
p⇤
⇡0

|p⇤
⇡0 |

,300

where E⇤
beam � E⇤

J/ is the energy of the J/ candidate301

in the c.m. frame, in order to improve the resolution and302

reduce the correlation with �E.303

Events with more than one candidate account for ap-304

proximately 3% of the data. We keep the candidate with305

the reconstructed m(��) mass closest to the known ⇡0
306

mass [14]. This requirement selects the correct signal307

candidate more than 75% of the time for events with308

multiple candidates in simulation.309

The same event selection is applied on the control310

channels, except for the reconstruction of the K0
S can-311

didate in B0 ! J/ K0
S and the requirements on the312

charged kaon track from the K⇤+ ! K+⇡0 decay in313

B+ ! J/ K⇤+. In order to compare to the topology314

of B0 ! J/ ⇡0 we remove the additional tracks in the315

final state from the vertex fit for the control modes.316

IV. SIGNAL EXTRACTION FIT317

The sample passing the event selection is populated by318

B0 ! J/ ⇡0 candidates coming from signal events and319

Table I. Signal e�ciencies corrected for di↵erences between
data and simulation, signal yields and purity in the signal
region.

Decay mode "sig [%] nsig Purity [%]
J/ ! µ+µ� 48± 2 203± 17 80
J/ ! e+e� 41± 2 186± 16 83

backgrounds. We classify as signal those candidates for320

which the J/ from the B0 ! J/ ⇡0 decay is properly321

reconstructed, including the small contribution from can-322

didates with a mis-reconstructed ⇡0, which account for323

approximately 3% of the total signal yield. Their distri-324

bution is centered around zero in �E and the value of325

the J/ mass in m(`+`�). Among the sources of back-326

grounds, we classify as B ! J/ X those for which the327

J/ is properly reconstructed but originate from a di↵er-328

ent decay than the signal. They follow an exponentially329

falling distribution in �E and have the same distribu-330

tion in m(`+`�) as the signal. In addition, we separate331

between BB events with mis-reconstructed J/ and con-332

tinuum backgrounds, both of which featuring a uniform333

distribution in �E and m(`+`�).334

We extract the signal yields from an unbinned ex-335

tended maximum likelihood fit to the �E and m(`+`�)336

distributions. The PDF of the signal in�E andm(`+`�)337

are described by Crystal Ball functions [43, 44]. The338

parameters of the �E signal PDF are determined from339

simulation. We account for di↵erences between simula-340

tion and data by shifting the mean and scaling the width341

of the Gaussian core of the distribution with values de-342

rived from the fits to the B+ ! J/ K⇤+ control sam-343

ple in data and simulation. The parameters of the PDF344

describing the signal and B ! J/ X backgrounds dis-345

tribution in m(`+`�) are determined separately for the346

J/ ! e+e� and J/ ! µ+µ� modes from a fit to the347

B0 ! J/ K0
S control sample in data. The �E distribu-348

tion of the B ! J/ X backgrounds is described by the349

sum of two exponential functions with parameters deter-350

mined from simulation. The agreement of the simulated351

backgrounds and data is studied in sidebands of the sig-352

nal sample and variations in the functional description353

of the PDFs are considered in the study of the system-354

atic uncertainties. The �E and m(`+`�) distributions355

of the continuum and BB backgrounds are decribed by356

exponential PDFs with parameters determined from the357

o↵-resonance data and simulation, respectively.358

In the fit to the data, we determine the signal and359

background yields, nsig and nbkg, and fraction of the con-360

tinuum background with respect to the total number of361

backgrounds, fqq, separately for the J/ ! e+e� and362

J/ ! µ+µ� modes, while the yields of BB backgrounds363

are fixed to the expected value in simulation.364

The projections of the fit on the data are displayed in365

Fig. 1. The signal yields extracted from the fit and signal366

selection e�ciencies are reported in Tab. I. We also report367

the purity in the signal region, defined for candidates in368

203±17 (J/ψ→µµ) 
186±16 (J/ψ→ee)

Color/CKM suppressed

PRD.98.112008

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.98.112008
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Gluonic penguin with b→sqq 
Sensitive to the new physics in the decay 
Golden mode: Relatively large BF and limited 
contribution from tree amplitudes.  
In SM, ΔS = S(η’KS) - sin(2φ1) ~ 0.01 ± 0.01 

Reconstruct η’→η(γγ)ππ and η’→ρ(ππ)γ 
                  (Belle II specialities) 

Fit to ΔE, Mbc, and qq suppression classifier  

Results:  
 

• Agreement with the world average 
• Comparable precision with Belle/BaBar

6

arXiv:2402.03713

 S =   0.67 ± 0.10 ± 0.04 
C = -0.19 ± 0.08 ± 0.03

Time-dependent CP violation - 𝑩𝟎 → 𝜼′𝑲𝑺
𝟎 

• Decay  may also have a BSM phase as it is 
a gluonic penguin 

• alter the value of φ1 from that measured in 
𝑏 → 𝑐 ҧ𝑐𝑠 transitions such as 𝐵0 → 𝐽/𝜓𝐾𝑆

0 
• Reconstructing 𝜂′ → 𝜂 𝛾𝛾 𝜋+𝜋− and 

𝜂′ → 𝜌 𝜋+𝜋− 𝛾 we select 829 ± 35 events 
in 362 fb-1 sample

• 3D fit to ΔE, mBC and continuum suppression 
output

• sin 2φ1 = 0.67±0.10±0.04
• Consistent with current HFLAV average 

and that from 𝑏 → 𝑐 ҧ𝑐𝑠 result 

3.8.2024 BaBar Symposium 13

arXiv:2402.03713 [hep-ex]

s

HFLAV: S = 0.63 ± 0.06,  C = -0.05 ± 0.04
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https://arxiv.org/abs/2402.03713
https://hflav-eos.web.cern.ch/hflav-eos/triangle/latest/#qqs
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Search for interference with b→sγR transition, expected to be small/none in SM 
because it requires a right-handed interaction. 
• b→sγR is helicity suppressed (ms/mb) w.r.t. b→sγL 

Vertex from KS→ππ and IP constraint 

Fit to Mbc and ΔE for signal extraction 

Measured separately for  

• Agreement with the world average and SM 
• Most precise measurement with better KS ID

7

B0 æ K 0
Sfi0“ at Belle II [paper in preparation]

Radiative penguin with b æ s“ transition
Used Run I data sample of Belle II
Challenging to get B0 vertex without
prompt tracks

Res:
MK0

S fi0 œ (0.8, 1.0) GeV/c2 i .e., Kú0
æ K0

S fi0

Non-Res:
MK0

S fi0 œ (0.6, 0.8) fi (1.0, 1.8) GeV/c2

Res Non-Res Mbc and �E followed by �t fit to
extract signal yield

S = 0.00+0.27
≠0.26 ± 0.03

C = 0.10 ± 0.13 ± 0.03

S = 0.04+0.45
≠0.44 ± 0.10

C = ≠0.06 ± 0.25 ± 0.08

Results in agreement with WA and
SM

Results have improved precision compared to Belle [PRD 74 (2006) 111104] and
BaBar [PRD 78 (2008) 071102]
Results for S are most precise due to better K0

S identification
Seema Choudhury B-Physics results from Belle & Belle II June 04 2024 22 / 24
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Radiative penguin with b æ s“ transition
Used Run I data sample of Belle II
Challenging to get B0 vertex without
prompt tracks

Res:
MK0

S fi0 œ (0.8, 1.0) GeV/c2 i .e., Kú0
æ K0

S fi0

Non-Res:
MK0

S fi0 œ (0.6, 0.8) fi (1.0, 1.8) GeV/c2
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extract signal yield
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≠0.26 ± 0.03

C = 0.10 ± 0.13 ± 0.03

S = 0.04+0.45
≠0.44 ± 0.10

C = ≠0.06 ± 0.25 ± 0.08

Results in agreement with WA and
SM

Results have improved precision compared to Belle [PRD 74 (2006) 111104] and
BaBar [PRD 78 (2008) 071102]
Results for S are most precise due to better K0

S identification
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resonant, K*0(KSπ0)γ non-resonant, KSπ0γ

resonant non-resonant

MK0
Sπ0 ∈ (0.8, 1.0) GeV/c2
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|Vub|
|Vcb|

=

s
�B(B̄ ! Xu`⌫̄)

�B(B̄ ! Xc`⌫̄)

��(B̄ ! Xc`⌫̄)

��(B̄ ! Xu`⌫̄)
(7)

AI =
c2⇢�(

(�)

B0 ! ⇢0�)� �(
(�)

B± ! ⇢±�)

c2⇢�(
(�)

B0 ! ⇢0�) + �(
(�)

B± ! ⇢±�)

(8)

Z
P(�t0)R(�t��t0)d(�t0) (9)

=

Z
R(�t0)P(�t��t0)d(�t0) (10)

B !0 J/ ⇡0 (b ! cc̄d)

B !0 ⌘0KS (b ! ss̄.s)

B !0 KS⇡0� (b ! s�)

B !0 ⇡0⇡0 (b ! uūd)
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∈ (0.6, 0.8) ∪ (1.0, 1.8) GeV/c2

arXiv:2407.09139B0 æ K 0
Sfi0“ at Belle II [paper in preparation]

Radiative penguin with b æ s“ transition
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prompt tracks
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S fi0 œ (0.8, 1.0) GeV/c2 i .e., Kú0
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S = 0.00+0.27
≠0.26 ± 0.03

C = 0.10 ± 0.13 ± 0.03

S = 0.04+0.45
≠0.44 ± 0.10

C = ≠0.06 ± 0.25 ± 0.08

Results in agreement with WA and
SM

Results have improved precision compared to Belle [PRD 74 (2006) 111104] and
BaBar [PRD 78 (2008) 071102]
Results for S are most precise due to better K0

S identification
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B+ æ K+‹‹ at Belle II [arXiv:2311.14647]

Excluded common events from ITA sample
Correlation between common systematic
uncertainties are included

µ = 4.6 ± 1.0 ± 0.9
B = (2.3 ± 0.5+0.5

≠0.4) ◊ 10≠5

3.5‡ significance w.r.t bkg-only hypo
2.7‡ departure from SM

First evidence of B+
æ K+‹‹ process

Results are in agreement with all previous
measurements

Seema Choudhury B-Physics results from Belle & Belle II June 04 2024 14 / 24

https://arxiv.org/abs/2407.09139
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Tree-level b→uud processes allow extraction of φ2 
• Interference with penguin amplitudes 
• Statistical limitation due to color suppression in tree diagram 

Experimentally challenging: 4 photons with no tracks  

Update on BF and ACP using full Run-1 statistics with 
• new GNN-based flavor tagger 
• BDT dedicated for photon selection and qq suppression 
• reduction of systematic uncertainties  

Signal extraction by simultaneous fit 
• ΔE, Mbc, BDTqq output (C), transformed wrong tag probability  

Results:  

• BF: world best,   ACP: comparable with the world average
8

Towards φ2/α: Paper in preparation 
Prev. PRD.107.112009 (2023)

 BF = (1.26 ± 0.20 ± 0.11) x 10-6 
ACP = 0.06 ± 0.30 ± 0.06 World average: BF = (1.59 ± 0.26) x 10-6 

                                  ACP = 0.30 ± 0.20

 towards B0 → π0π0 ϕ2

12World-best  determination.  on par with world best in spite of smaller sample.ℬ ACP

126±20 signal events

Extract signal from fit to , , CS, . 

Improvements wrt early Belle II: 
– doubled sample size,  
– improved suppression of backgrounds,  
– better flavor tagging algorithms,  
– improved systematic uncertainties.

ΔE Mbc w
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Combination of event 
shape variables

Probability of wrongly 
assigned flavor

126±20 events
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6

converted qq suppression 
classifier (BDTqq) output

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.107.112009
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Belle II is now providing new and updated results on time-dependent CP 
violation in B decays. 

Thanks to the GNN-based classifier, the flavor-tagging efficiency is 
improved by 18%. ( ,  

Four recent results, with one newly presented at ICHEP. 
   B→J/ψπ0   BF = (2.00 ± 0.12 ± 0.10) x 10-5 
                                SCP = -0.88 ± 0.17 ± 0.03 
                     CCP =  0.13 ± 0.12 ± 0.03
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Summary
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Time-Dependent CPV analysis at Belle II

11

AB→f
CP (Δt) ≡

Γ(B0(Δt) → f ) − Γ(B̄0(Δt) → f )
Γ(B0(Δt) → f ) + Γ(B̄0(Δt) → f )

= S ⋅ sin(ΔmdΔt) − C ⋅ cos(ΔmdΔt)
mixing-induced CPV 
SCP = sin(2ϕeff

i )
Direct CPV 
ACP = − CCP

EPS-HEP 2021:   Belle II Highlights and Flavour Physics in e+e-

Advantages of Flavor Production in e+e- Collisions
High luminosity can be achieved more easily
Coherent and well defined initial state without additional interactions 
Low (physics) backgrounds, high trigger efficiency, little bias 
Excellent neutral reconstruction (g, p0, h, KS, KL)
Rather uniform efficiency in Dalitz plot 
Good kinematic and vertex resolution 
High flavor-tagging efficiency with low dilution  
Many channels are unique to e+e- flavor factories 
Absolute branching fractions can be measured 
Can study 
- rare and forbidden decays, invisible decays (incl. tau decays)
- asymmetries (CP, isospin) 
- angular distributions 
Systematics quite different from hadron machines 0 in many areas complementary to LHCb

�5

  

-
e e+

( )4sU

Quantum entangled neutral 
B meson pair production

zD

Bphys

Btag

Δ t=
Δ z

βγ c

Resolution on 
Δt will be 

dominated by 
the resolution 
of the tagging 

side vertex

Time dependent measurements
Y(4S) is the first resonance just above the BB 
production threshold
Only BB pairs are produced, and are at rest in the 
Y(4S) frame

Δt probability parametrization

Belle ~ 200 mm

Belle II ~ 130 mm  

Luigi Li Gioi 3B2TIP

s(z) < 15 µm

F.Muheim: Highlights from the LHCb Experiment

~130 µm at Belle II

K0
S

J/ψ

K−
B̄0

tag

B0
CP

e−

Υ(4S)

Δz• BCP: fully reconstructed CP eigenstate 
Btag: vertex and flavor information 

• Signal extraction 
• Two variables using the collision energy 
• Multivariate (BDT) classifier to discriminate  
continuum (qq) backgrounds using event-shape variables 

• CPV-paramenter extraction: 
• excellent vertex resolution σz ~ 26/50 µm (CP/tag side)

https://indico.desy.de/event/28202/contributions/102726/
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Golden channel, almost background free 

Updated results using GFlaT 

Staging approach 
• Fit ΔE distribution to subtract background 
• Fit background-subtracted Δt distribution to extract 
CPV parameters. 

Results: 

Statistical uncertainties 8% smaller compared to 
the category-based flavor tagging.

12

sin(2φ1/β) from B->J/ψKS (b→ccd)

World average 
(KS mode only) 

 S = 0.695 ± 0.019 
C = 0.000 ± 0.020

 S =   0.724 ± 0.035 ± 0.014 
C = -0.035 ± 0.026 ± 0.013

PRD.110.012001 
arXiv:2402.17260

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.110.012001
https://arxiv.org/abs/2402.17260
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Systematics: J/ψπ0
6

systematic uncertainties associated with the correction447

factors are propagated to the measurement of the branch-448

ing fraction and taken into account as a systematic un-449

certainty.450

The ⇡0 reconstruction e�ciency is measured in data451

and simulation using the ratio of the yields of D⇤+ !452

D0(! K�⇡+⇡0)⇡+ and D⇤+ ! D0(! K�⇡+)⇡+,453

scaled by the inverse of their branching ratio. The yield454

ratio in experimental and simulated data is used to obtain455

correction factors as a function of the ⇡0 polar angle and456

momentum distribution. The average correction factor457

over the kinematic distribution of the ⇡0 in B0 ! J/ ⇡0
458

decays is 1.05± 0.04, with uncertainty dominated by the459

knowledge of the D0-decay branching fractions [14].460

The di↵erence in electron and muon identification per-461

formance between simulation and experimental data is462

calibrated using J/ ! `+`�, e+e� ! `+`�(�) and463

e+e� ! e+e�`+`� samples. The average correction464

factor over the kinematic distribution of the signal is465

1.002±0.006 for the J/ ! e+e� mode and 0.938±0.005466

for the J/ ! µ+µ� mode, where the uncertainties are467

the sum in quadrature of the statistical and systematic468

errors.469

The performance of the continuum-suppression BDT is470

validated using the B0 ! J/ K0
S control sample. The ra-471

tio of the signal e�ciency after applying the BDT require-472

ment in data and simulation is found to be 1.001± 0.004473

and 1.007±0.003 for the J/ ! e+e� and J/ ! µ+µ�
474

modes, respectively, where the uncertainty is statistical475

only.476

Tracking e�ciencies are measured using e+e� ! ⌧+⌧�477

events, where one ⌧ decays as ⌧� ! e�⌫e⌫⌧ and the other478

as ⌧� ! ⇡�⇡+⇡�⌫⌧ . A discrepancy of 0.27% for each479

track is observed between data and simulation, which is480

propagated to the error on the branching fraction.481

We propagate the error on the branching fractions of482

the J/ and ⇡0 decay modes used to reconstruct the sig-483

nal [14]. The uncertainty on the number of B0 mesons in484

the sample comes from the measurement of the number of485

BB pairs described in Ref. [48], and from the knowledge486

of the B+/B0 production ratio [45]. Both uncertainties487

are propagated on the branching fraction and included488

in the systematic error.489

We consider the following uncertainties associated with490

the determination of the signal yields from the fit. We re-491

peat the fit by varying the parameters determined in con-492

trol samples within their statistical error and taking into493

account their correlations. We take the standard devia-494

tion of the distribution of the signal yields thus obtained495

and propagate it on the branching ratio. To account496

for di↵erences in the composition of the backgrounds be-497

tween data and simulation, we use simplified simulated498

datasets where the main B ! J/ X background compo-499

nents are generated with independent �E distributions500

and their yields varied between ±20 and ±50% from the501

expected value. The range of variations is determined502

from comparisons between simulation and data sidebands503

enriched in di↵erent sources of background. We fit these504

Table II. Relative systematic uncertainties on the branching
fraction.

Source Relative uncertainty on BF[%]
⇡0 e�ciency 3.7
Lepton ID 0.4
BDT 0.3
Tracking E�ciencies 0.5
PDG inputs 0.4
N(BB) 1.4
f+�/f00 2.5
Fixed parameters 0.7
Backgrounds composition 0.4
Multiple candidates 0.5
Total systematic uncertainty 4.9
Statistical uncertainty 6.1

datasets using the nominal fit model and obtain an av-505

erage bias on the signal yields for each alternative back-506

ground configuration. We also account for variations in507

the BB background yield and fraction of signal with a508

mis-reconstructed ⇡0 using the same approach. We take509

the standard deviation of the distribution of the biases as510

a systematic uncertainty and propagate it on the branch-511

ing fraction.512

Finally, we repeat our measurement on ensembles of513

simulated data using alternative best candidate require-514

ments. For each selection, we obtain an average bias on515

the signal yields. We take the standard deviation of the516

distribution of the average biases as a systematic error517

and propagate it on the branching fraction.518

B. CP asymmetries519

We consider the uncertainties associated with the fla-520

vor tagging and resolution function calibration. We re-521

peat the CP asymmetry fit by varying the calibration522

parameters within their statistical errors and taking into523

account their correlations using the covariance matrix524

from the fit to B0 ! D⇤�⇡+ data [17]. We also repeat525

the fit by varying the same set of parameters within their526

systematic errors without correlations. In both cases, we527

take as a systematic error the standard deviation of the528

distribution of the CP asymmetries thus obtained, and529

sum them in quadrature.530

We propagate the statistical uncertainties of the signal531

and background fractions on the CP asymmetries. We532

repeat the CP asymmetry fit by varying the values of the533

yields and continuum background fractions determined534

in the signal extraction fit using their covariance matrix.535

The standard deviation of the distribution of the CP536

asymmetries thus obtained is assigned as a systematic537

uncertainty.538

In order to estimate the systematic uncertainty asso-539

ciated with the modeling of the backgrounds, we use the540

ensembles generated with alternative background compo-541

sition used for the study of the systematic uncertainties542

7

on the branching fractions. These simplified simulated543

datasets are also generated with di↵erent �t distribu-544

tions for the main B ! J/ X background components.545

In particular, the B0 ! J/ K0
S and B0 ! J/ K0

L back-546

grounds are generated using the known value of their CP547

asymmetries [14]. We generate separately an additional548

prompt component in �t originating from tracks of the549

signal-side that are included in the fit of the tag-side ver-550

tex. We fit these datasets using the nominal fit model551

and obtain an average bias on the CP asymmetries for552

each alternative background configuration. We take the553

standard deviation of the distribution of these biases as554

a systematic uncertainty.555

We also consider the variations of the parameters of556

the �t PDF of the continuum background using the co-557

variance matrix determined in the fit to the o↵-resonance558

data and taking the standard deviation of the distribu-559

tion of the CP asymmetries thus obtained.560

We estimate a fit bias, due to the combined e↵ect of561

the approximate determination of �t in Eq. 3 and di↵er-562

ences between the signal and calibration sample, using563

simulated signal events generated with CP asymmetries564

varied between CCP = [�0.4, 0.4] and SCP = [�1, 0] in565

steps of 0.2. In the nominal fit to the data, we correct566

the CP asymmetries for this bias and assign the absolute567

value of the bias as a systematic error.568

The same procedure used to estimate the impact of569

the best candidate selection on the measurement of the570

branching fraction is repeated for the CP asymmetries.571

We study the impact of the detector misalignment572

on the CP asymmetries using simulated samples recon-573

structed with di↵erent misalignment configurations and574

assign as a systematic error the sum in quadrature of the575

di↵erences with respect to the nominal alignment config-576

uration.577

We estimate the shift from the true values of the CP578

asymmetries due to the tag-side interference, i.e., ne-579

glecting the e↵ect of CKM-suppressed b ! ucd decays580

in the Btag in the model for �t, using the biased estima-581

tors for CCP and SCP in Ref. [49]. Since the sign of the582

bias depends on the strong phase di↵erence between the583

favored and suppressed decays, which is poorly known,584

we take the maximum absolute value as a systematic er-585

ror.586

Finally, we vary the values of the B0 lifetime and oscil-587

lation frequency that are fixed in the PDF of the signal588

around the uncertainties of the world average [14] and589

find negligible impact on the CP asymmetries.590

VII. SUMMARY591

We report a measurement of the branching fraction592

and CP asymmetries in B0 ! J/ ⇡0 decays using data593

from the Belle II experiment. We find 388 ± 23 signal594

candidates in a sample containing (387 ± 6) ⇥ 106 BB595

events, corresponding to a value of the branching fraction596

Table III. Systematic uncertainties on the CP asymmetries.

Source CCP �⌘fSCP

Calibration with B0 ! D⇤�⇡+ 0.017 0.023
Signal extraction fit 0.003 0.017
Background composition 0.005 0.009
Backgrounds �t shapes < 0.001 0.001
Fit bias 0.010 0.010
Multiple candidates < 0.001 0.002
Detector mis-alignment 0.002 0.002
Tag-side interference 0.027 0.001
⌧B0 and �md < 0.001 < 0.001
Total systematic uncertainty 0.034 0.032
Statistical uncertainty 0.124 0.171

of597

B(B0 ! J/ ⇡0) = (2.00± 0.12± 0.10)⇥ 10�5, (5)598

where the first uncertainty is statistical, and the second599

is systematic.600

The values of the CP asymmetries are601

CCP = 0.13± 0.12± 0.03,

SCP = �0.88± 0.17± 0.03
(6)602

where the first uncertainty is statistical, and the second603

is systematic. The results are the most precise to date604

and compatible with previous determinations from Belle605

and BABAR [12, 13]. Mixing-induced CP violation in this606

mode is observed at the 5� level for the first time by a607

single experiment. The knowledge of the CP asymme-608

tries is statistically limited and measurements with larger609

datasets will further constrain the magnitude of penguin610

pollution in b ! ccs transitions.611
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We determine B(B+ ! K+⇡0) = (14.3 ± 0.5) ⇥ 10�6,377

ACP (B+ ! K+⇡0) = 0.078 ± 0.076, B(B0 ! D0(!378

K+⇡�⇡0)⇡0) = (41.4 ± 2.4) ⇥ 10�6 and ACP (B
0 !379

D0⇡0) = 0.01± 0.10, which all agree with world-average380

values [16] within our statistical-only uncertainties.381

We consider various sources of systematic uncertain-382

ties associated with assumptions made in the analysis,383

with possible biases due to discrepancies between rele-384

vant distributions in data and simulation, or with intrin-385

sic uncertainties of external inputs (Table I). Whenever a386

systematic source is associated with an arbitrary choice387

in the analysis, we determine its impact by using ensem-388

bles of simplified simulated experiments, each ensemble389

realizing an alternative configuration for that choice. We390

repeat the analysis on all simulated experiments using a391

model implementing our default choice. The largest dif-392

ference between averages of the results obtained in each393

alternative ensemble and the average from the default394

configuration is used as systematic uncertainty. To ac-395

count for possible data-simulation discrepancies, we use396

control samples reconstructed in data and in simulation397

to estimate correction factors and assess their associated398

uncertainties, which are propagated in the results as sys-399

tematic uncertainties. We propagate into the quantities400

of interest the uncertainties on the external inputs.401

A 4.3% systematic uncertainty associated with the ⇡0
402

reconstruction e�ciency is determined from data using403

the decays D⇤� ! D0(! K+⇡�⇡0)⇡� and D⇤� !404

D0(! K+⇡�)⇡�, where the ⇡0 selection is identical to405

that of the signal. The systematic uncertainty on the ra-406

tio of ⌥ (4S) branching fractions into charged and neutral407

B pairs, f+�/f00, accounts for the experimental uncer-408

tainty on the measurement and the uncertainty due to409

the assumption of isospin symmetry [46]. The correction410

factor that matches the continuum-classifier e�ciency in411

simulation with data, and its associated systematic un-412

certainty, is determined using B+ ! D0(! K+⇡�)⇡+
413

decays. The uncertainty on the correction factor is as-414

signed as systematic uncertainty. The systematic uncer-415

tainty associated with the arbitrary model choices and416

with the uncertainty on the pdf parameters is determined417

by fitting simulated data generated with alternative func-418

tions or parameters varied according to their covariances.419

The continuum component has no contribution from the420

second source, as the parameters are directly determined421

in the fit. The uncertainty in the number of BB meson422

pairs is described in Ref. [47]. The systematic uncertainty423

associated with the arbitrary choice of the calibration424

function used to obtain the factors k(q) is determined by425

fitting simulated data generated with an alternative func-426

tion, which includes additional corrections proportional427

to w2. The total systematic uncertainty is the sum in428

quadrature of the individual contributions.429

We maximize the likelihood described above on the430

sample of 7140 B0 ! ⇡0⇡0 candidates. The branching431

fraction, CP asymmetry, BB yield, and continuum yield432

are freely determined by the fit. We obtain 126±20 signal433

decays. Figure 2 shows signal-enhanced data distribu-434

tions with fit projections overlaid. The signal-enhancing435

selection is the same as for the control modes and rejects436

approximately 91%–98% of continuum. The branching437438

fraction is calculated using439

B(B0 ! ⇡0⇡0) =
Nfs(1 + f+�/f00)

2 " NBB B(⇡0 ! ��)2
, (3)

where Nfs = 126 ± 20 is the observed signal yield, " =440

27% is the signal reconstruction and selection e�ciency441

from simulation; NBB = (387 ± 6) ⇥ 106 is the number442

of BB pairs in the sample, f+�/f00 = 1.065 ± 0.052443

is the ratio of the branching fractions for the decay of444

⌥ (4S) to B+B� and B0B0 [48], and B(⇡0 ! ��) =445

(98.82 ± 0.03)% [16]. The Poisson uncertainty on N is446

included in the branching-fraction statistical uncertainty447

to account for fluctuations of the total sample size. We448

obtain449

B(B0 ! ⇡0⇡0) = (1.26± 0.20± 0.12)⇥ 10�6, (4)

and450

ACP (B
0 ! ⇡0⇡0) = 0.06± 0.30± 0.05. (5)

where the first contributions to the uncertainties are sta-451

tistical and the second systematic. The linear correlation452

between these two quantities is 1.5%.453

Source B ACP

⇡0 e�ciency 8.6 % n/a
⌥ (4S) branching fractions (1 + f+�/f00) 2.5 % n/a
Continuum-suppression e�ciency 1.9 % n/a
BB-background model 1.7 % 0.034
Sample size NBB̄ 1.5 % n/a
Signal model 1.2 % 0.021
Continuum-background model 0.9 % 0.025
Wrong-tag probability calibration n/a 0.008

Total systematic uncertainty 9.6 % 0.048

Statistical uncertainty 15.9 % 0.303

TABLE I. Fractional systematic uncertainties on the branch-
ing fraction and absolute systematic uncertainties on the CP
asymmetry. Total systematic uncertainties, resulting from
their sums in quadrature, are also given, and compared with
statistical uncertainties.

We average our results with previous measurements of454

B0 ! ⇡0⇡0 branching fraction and CP asymmetry and455

use the isospin analysis in Ref. [14], along with previous456

measurements of the same quantities for B0 ! ⇡+⇡�
457

and B+ ! ⇡+⇡0 decays [16], to find that the �2 exclu-458

sion interval at the 68% confidence level increases by xxx,459

corresponding to a relative increase in precision of xxx.460

Similarly, at the 95% confidence level the exclusion inter-461

val increases by xxx, corresponding to a relative increase462

in precision of xxx.463


