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Chapter 1

Introduction and Motivation

The Standard Model (SM) of particle physics describes nature to an astounding precision [1],
and a little over 10 years ago, it was completed by the discovery of the Higgs boson in July
2012 [2] at CERN, the European Organisation for Nuclear Research. However, some observed
phenomena cannot be explained in the SM, such as the existence of dark matter deduced
from the circular velocities of galaxies [3]. There is also the observed baryon asymmetry
in the Universe, even though the SM does not allow for such a large imbalance between
matter and antimatter [4]. The non-zero neutrino masses needed to explain neutrino flavour
oscillations [5] are impossible to implement in the SM, and it should be noted that neutrino
masses could only explain up to 1.6% of the dark matter content of the Universe [4]. There
are also other shortcomings of the SM which do not pose an immediate inconsistency but do
not have a satisfactory explanation either, such as the large number of free parameters in the
SM as well as the strong CP problem. Furthermore, the SM is generally understood to be
incompatible with the equally well established theory of General Relativity.

As illustrated above, there is a multitude of reasons to believe that the SM can only be the
low-energy limit of a more fundamental theory yet to be uncovered. Experiments at the Large
Hadron Collider (LHC) at CERN aim to probe new physics (NP) beyond the SM directly
by achieving higher and higher centre-of-momentum system (CMS) energies. However, these
analyses tend to suffer from low statistics and the busy environment containing debris from the
colliding protons, even if a NP process were recorded. It is also possible to probe new physics
indirectly, by the corrections they would inflict on known processes – this is the approach that
B factories, such as Belle II, take.

At a B factory, an electron and a positron are collided at a CMS energy of 10.58GeV,
corresponding to the mass of the Υ(4S) resonance of two b quarks. The Υ(4S) is just heavy
enough to decay into an entangled BB̄ pair, and does so with a very large branching fraction.
In the CMS frame, the B mesons are almost at rest, and their relatively long lifetime is
exploited by using asymmetric beam energies, allowing to resolve the secondary decay vertices.
B Factories offer a clean environment, thanks to the precisely known initial state, with record
luminosities yielding unprecedented statistics.

To uncover hints on how the SM needs to be expanded, every deviation from its predictions is
worth investigating. A quantity that has consistently shown an excess over the SM expectation
is the measured ratio of branching fractions

R(D∗) =
B(B → D∗τν)

B(B → D∗ℓν)
(1.1)

where ℓ denotes an electron or a muon and charge conjugated modes are implied here and
throughout the entire thesis. Furthermore, R(D∗) has the advantage of both a very clean

1



2 CHAPTER 1. INTRODUCTION AND MOTIVATION

theoretical prediction and being a similarly clean experimental measurement, as most uncer-
tainties such as hadronic form factors, the dependence on the quark-mixing matrix element
|Vcb| and reconstruction efficiencies cancel in the ratio [6], giving even more credibility to the
discrepancy. The current deviation of the combined measurements from the SM prediction
is 2.15σ. The analogously defined ratio R(D) for semileptonic B decays to a ground state
D meson shows a discrepancy of 1.98σ, resulting in a combined deviation of 3.2σ [7]. A
plot showing a summary of measurements of R(D) and R(D∗) done so far can be found in
Figure 1.1.
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Figure 1.1: Summary of previous R(D(∗)) measurements as well as the SM prediction created
by the Heavy Flavor Averaging Group, HFLAV [7].

As B Factories, BaBar and Belle have two B mesons available per event. While one is
reconstructed in B → D(∗)τν or B → D(∗)ℓν to measure R(D(∗)), the choice on channels in
which to reconstruct the second B meson (referred to as the tag B) is an open one. The BaBar
analysis from 2012 reconstructed the second B hadronically [8], as did the Belle analyses from
2015 [9] and 2017 [6]. This has the advantage of avoiding additional missing particles in the
event, giving access to the entire kinematics of the tag B decay. The Belle result from 2019
used a semileptonic tag instead [10]. The first measurement of R(D∗) by Belle II has recently
been performed with hadronic tagging [11].

In this analysis, the tag B is reconstructed inclusively, rather than in predefined decay modes,
in order to avoid a decrease in statistics. The goal of this thesis is to determine the feasibility
of extracting a competitive result for R(D∗) from the currently available Belle II data set of
362(2) fb−1, and continues the work of Sofia Palacios Schweitzer for her master’s thesis [12].
The analysis is done using the Belle II Analysis Software Framework, basf2 [13].

As this is a blinded measurement, the analysis is developed using simulated events before doing
the actual measurement on real data (the latter unfortunately lies outside the scope of this
thesis), in order to avoid a bias in the method. However, a partial unblinding was done to check
if distributions are modelled well within the simulation, affecting the choice of variables used
in the analysis. The unblinded sideband data at low momentum transfer squared contains
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mostly B → D∗ℓ+νℓ events. Though these decays are relevant to the measurement, they
have been measured to a high precision in the past, and their branching fractions are well-
established.

The thesis is structured as follows: first, Chapter 2 discusses the theory behind R(D∗),
followed by a quick introduction of the Belle II detector and the used data sets in Chapter 3.
Events are reconstructed in B0 → D∗−(D̄0π−

slow)τ
+(ℓ+νℓν̄τ )ντ , simultaneously picking up the

decays in both the numerator and the denominator of R(D∗) due to the neutrinos not being
detected, with the tag B being reconstructed inclusively as mentioned above; this is discussed
in detail in Chapter 4. Chapter 5 documents attempts at using a multiclass classifier to reject
background, as well as the reason it was not used in the end. A description of the two-
dimensional fit in the missing mass squared and the CMS lepton momentum used to extract
event yields can be found in Chapter 6, along with the obtained results. Chapter 7 covers
systematic uncertainties, and Chapter 8 serves as a conclusion.
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Chapter 2

Theory

Lepton Flavour Universality (LFU) is the term given to the assumption that the electroweak
force couples to all lepton flavours with the same strength, and is a fundamental postulate
of the SM. Within the SM, differences only arise from the smaller phase space factor for the
heavier τ lepton. An observation of LFU violation beyond this effect could only be explained
by NP and is therefore the topic of many analyses. Precise measurements of semileptonic
B → D(∗)ℓνℓ decays where ℓ = e, µ have been performed and were found to agree well with
the SM. Semitauonic B → D(∗)τντ decays on the other hand are expected to be sensitive
to NP effects due to the large τ mass, and have consistently shown deviations from the
SM expectations. Among these is the branching fraction ratio R(D∗), defined in Eq. 1.1,
which has the additional advantage of small theoretical uncertainties due to cancellations in
the ratio. In particular, it is independent of the Cabibbo-Kobayashi-Maskawa (CKM) matrix
element |Vcb|, allowing for several different methods to calculate the R(D∗) theory expectation,
even without experimental input using only lattice quantum chromodynamics (lattice-QCD),
or through different combinations of lattice-QCD form factors and/or those from light cone
sum rules (LCSR) with constraints from heavy quark effective theory (HQET) and fits to
experimental data. Furthermore, many uncertainties from hadronic form factors as well as
reconstruction efficiencies also cancel. [4, 14]

2.1 Signal and normalisation processes

In this thesis, only neutral B meson decays are considered. There are two relevant decay
modes to determine R(D∗): semitauonic B0 → D∗−τ+ντ decays are referred to as signal
events, and B0 → D∗−ℓ+νℓ with ℓ = e, µ is called the normalisation mode. A full signal mode
Υ(4S) decay is illustrated in Figure 2.1, and a quark-level Feynman diagram of a signal decay
can be found in Figure 2.2.

Throughout most of this thesis, the Figure of Merit used to optimise the event selection
(described in Chapter 4) is the significance of the signal mode event yield Nsig,

Z(Nsig) =
Nsig√

Nsig +Nbkg

(2.1)

where Nbkg is the yield of background events. The number of normalisation mode events,
Nnorm, is ignored in this optimisation, as they are abundantly present.

5



6 CHAPTER 2. THEORY

Tag side Signal side

Figure 2.1: Exemplary signal Υ(4S) decay. The tag B is reconstructed inclusively, i.e. directly
from all final state tracks and photon candidates, the different types of which are plotted here
as an example. Final state electrons or muons on the tag side are vetoed to prevent additional
neutrinos.
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Figure 2.2: Quark-level Feynman diagram of B0 → D∗−τ+ντ / B0 → D∗−ℓ+νℓ, where
D∗− → D̄0(K+π−)π−

slow.

2.2 Background processes

B → D∗∗ℓνℓ decays to orbitally excited D mesons (D1, D
∗
0, D

′
1, D

∗
2), denoted D∗∗, are a

problematic background to R(D∗) analyses due to their kinematic similarity to signal events in
case of a missed daughter, while not being well-understood themselves. As such, their yield is
a free parameter in the fit (see Chapter 6) of this analysis, and the associated uncertainties are
discussed in Section 7.4. Since only neutral B meson decays are considered as normalisation
(or indeed signal), charged B+ → D̄∗0ℓ+νℓ decays are given their own fit component as well,
but made to scale with the normalisation mode yield, due to their peaking nature in the
missing mass squared (Section 4.3.2) and being indistinguishable from normalisation to the
fit. Continuum e+e− → qq̄ events with q = u, d, s, c were found to be rarely selected, so no
dedicated continuum suppression is employed. Out of the remaining background, no event
types are particularly frequent, though the so-called gap mode (also discussed in Section 7.4)
was found to cause large systematic uncertainties.



Chapter 3

Experimental Setup – Belle II

The Belle II detector is situated at the SuperKEKB collider complex in Tsukuba, Japan. At
SuperKEKB, electrons and positrons are collided with asymmetric beam energies of 7GeV
and 4GeV respectively, so that Υ(4S) mesons are resonantly produced. The Υ(4S) decays
to a BB̄ pair with a large branching fraction of at least 96% [4], hence the term B factory.
The beams are collided inside Belle II, a general purpose detector covering almost the entire
4π solid angle. Starting from the innermost component closest to the beam Interaction Point
(IP), it consists of a pixel vertex detector (PXD) and a silicon vertex detector (SVD) to
precisely determine the position of decay vertices, followed by the central drift chamber (CDC).
These three detector systems track the trajectories of charged particles passing through them.
Outside the CDC there are the time-of-propagation counter (TOP) in the barrel region as
well as an aerogel ring imaging Cherenkov detector (ARICH) in forward direction, which
allow the identification of different particles, mainly in order to reliably distinguish between
kaons and pions. Beyond the two particle identification subdetectors lies the electromagnetic
calorimeter (ECL) measuring the energy and position of electromagnetic showers produced
by charged particles and photons, where electrons and photons deposit their entire energy.
The ECL is surrounded by a superconducting solenoid creating a longitudinal magnetic field
of 1.5T along the beam axis within the previously mentioned detector components, allowing
to use the curvature of tracks to determine the momentum and charge of the corresponding
charged particle. As the outermost part, a K0

L and muon detector (KLM) completes Belle II.
[11, 15, 16]

A detailed description can be found in the Belle II Technical Design Report [16], and an
annotated schematic of Belle II is shown in Figure 3.1.

In the Belle II coordinate system, the z-axis follows the direction of the electron beam, with
the origin at the IP. The y-axis points vertically upwards, and the x-axis of the right-handed
coordinate system points horizontally away from the centre of the SuperKEKB storage rings.
Furthermore, one defines the azimuthal angle ϕ around the z-axis such that ϕ = 0 for the
x-axis, as well as the polar/zenith angle θ with respect to the z-axis. [17]

3.1 Data sets

The analysis is developed using (and performed on) events simulated for the Belle II detector
using Monte Carlo (MC) techniques. Both run-dependent and run-independent MC has been
used at different stages throughout the analysis, with the former samples generated specific-
ally using the same conditions as were present during the actual corresponding data taking
periods, while the run-independent samples aim to use a good middle ground that should be

7



8 CHAPTER 3. EXPERIMENTAL SETUP – BELLE II

approximately valid for all data taking, including that of the future. As a further difference,
run-dependent MC includes real beam background data, while the beam background in the
run-independent samples is simulated. Mostly, so-called generic MC is used, where different
decays occur as often as would be expected in real data. On some occasions, to improve the
statistics of relatively rare processes, signal MC samples are considered, in which only certain
decays of interest are simulated.

The used MC samples include e+e− → B0B̄0, e+e− → B+B−, and e+e− → qq̄ events where
q = u, d, s, c. The BB̄ events are generated with EvtGen [18], using a HQET model for the
B → D∗l+νl (l = e, µ, τ) decays, namely EvtGen’s HQET3. Pythia [19] was used for the
qq̄ continuum events, including their subsequent fragmentation. Final state radiation (FSR)
is modelled using Photos [20], and the detector response is simulated in Geant4 [21].

In total, 1444 fb−1 of generic run-dependent MC was used, which mimic the conditions during
the Exp. 7–26 data taking.

In the signal MC used, one B meson always decays as B0 → D∗−τ+ντ or B0 → D−τ+ντ
with the first decay occurring about twice as often as the second, while the other B meson
decays generically. They are generated using EvtGen with the HQET3 decay model for
B0 → D(∗)−τ+ντ , use Photos for FSR, and simulate the detector response in Geant4.
The run-dependent signal MC contains 1 981 012 such events and again mimics the conditions
during Exp. 7–26.

The real data used in this analysis is the LS1 data set recorded before the first long shutdown,
comprising Exp. 7–26. The integrated luminosity recorded at the Υ(4S) energy is 362(2) fb−1.

Several corrections need to be applied to the MC samples to adjust for small modelling
errors. Among these are corrections to the particle identification efficiencies and fake rates
(discussed in Section 7.2), the efficiency with which the slow pion is detected (Section 7.5),
the B → D∗∗ℓ+νℓ and τ branching fractions (Sections 7.4 and 7.6), and tracking efficiencies
(Section 7.7).

Uniquely, Belle II also applies a correction to data, slightly rescaling track momenta (see
Section 4.4), to account for an observed shift in mass resonances attributed to the calibration
of the magnetic field.

Before switching to the mainly used run-dependent MC samples, generic run-independent MC
was also used, containing 3.000 71 ab−1 of B0B̄0 events, 3 ab−1 of B+B− and 1 ab−1 of qq̄.
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Figure 3.1: Annotated schematic of the Belle II detector [16].
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Chapter 4

Reconstruction and Selection

4.1 Signal side selection

The signal B is reconstructed as B0
sig → D∗−τ+(ℓ+νℓν̄τ )ντ with ℓ = e, µ. The neutrinos

go undetected, so technically the reconstruction looks like B0
sig → D∗−ℓ+. As signal and

normalisation mode events share the same final state, the normalisation mode B0
sig → D∗−ℓ+νℓ

is implicitly included in the reconstruction. Properties such as the missing mass can be used
to distinguish between the two.

All charged final state daughters must fulfil the tracking criteria dr < 0.5 cm and |dz| < 2 cm,
where dr and dz refer to the distance between the point-of-closest-approach (POCA) and the
measured IP in transverse and z-direction, respectively. Furthermore, the polar angle θ has
to lie within 17° < θ < 150°, corresponding to the CDC’s angular acceptance.

4.1.1 Formal τ “reconstruction”

A τ is formally reconstructed from a light lepton and invisible neutrinos. This “reconstruction”
therefore simply takes the final state light lepton and calls it a τ . As a result, signal and
normalisation mode events are covered at the same time, depending on whether the light
lepton actually came from an intermediate τ or not. The light leptons must fulfil the tracking
criteria mentioned above and their CMS momentum pcms

ℓ has to lie above 0.4GeV/c. The
electrons are brems-corrected, meaning that Bremsstrahlung photons are recovered by adding
low-energetic photons found in a cone around the electron, the opening angle of which depends
on the electron’s transverse momentum as detailed in Table 4.1.

Electron pT [GeV/c] Eγ [GeV] Angle threshold [rad]
≤ 0.6 < 0.09 0.1368

∈ (0.6, 1.0] < 0.90 0.0737
> 1.0 < 1.20 0.0632

Table 4.1: The criteria used to select Bremsstrahlung photons, depending on the e candidate’s
transverse momentum. Adapted from internal working group recommendations [22].

In addition, cuts on so-called particle ID (PID) variables are applied. These variables are the
output of a classifier reflecting the probability of such a particle truly being of the assigned
type, which is obtained by combining information from different subdetectors. For electrons,
the recommended electron ID is based on a Boosted Decision Tree (BDT) due to reduced fake
rates (see Figure 4.1), and a cut of electronID > 0.9 is applied.

11



12 CHAPTER 4. RECONSTRUCTION AND SELECTION

For muons, the chosen muon ID is likelihood-based, defined as muonID = Lµ/
∑

P LP where
P = e, µ, π,K, p, d are the considered particle hypotheses and LP is the likelihood for type P ,
obtained by combining individual likelihoods from different subdetectors [23]. This muon ID
is recommended due to smaller systematic uncertainties on data-MC corrections than for the
BDT approach, and the same threshold of muonID > 0.9 is employed. In both cases, the global
lepton IDs are used, which discriminate between electron (muon) and all other charged particle
hypotheses. Neither uses information from the SVD due to problems in the simulation.
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Figure 4.1: Distributions of different electron IDs for true and fake electron candidates.
pidChargedBDTScore(11, ALL) and pidChargedBDTScore(11, ECL) are global BDT-based
electron IDs using information from all particle identification detectors (excluding the SVD)
or only the ECL respectively. They were compared to electronID_noSVD_noTOP which is
likelihood-based and excludes information from the SVD and TOP subdetectors due to issues
in the MC simulation. Plotted are electron candidates from 182 500 run-independent neutral
BB̄ events. In this analysis, pidChargedBDTScore(11, ALL) is used, referred to in the text
as electronID. Note that the true electron component is scaled up by a factor of 10.

4.1.2 π0 Reconstruction

The π0 is reconstructed as π0 → γγ with the pion’s invariant mass between 0.115GeV/c2 and
0.155GeV/c2. This cut was chosen by fitting a Gaussian to a sample of true π0 candidates as
shown in Figure 4.2 and selecting the range corresponding to 2σ around the peak, where σ is
the standard deviation of the fitted Gaussian. The full distribution can be seen in Figure 4.3.
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Figure 4.2: Peak in the π0 invariant mass and fitted Gaussian. Plotted are true π0 candidates
from 378 000 neutral and charged BB̄ events (189 000 each).
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Figure 4.3: Stacked distribution of the π0 invariant mass before and after the 2σ cut. Plotted
are the 32 560 308 π0 candidates from 378 000 neutral and charged BB̄ events (189 000 each).

The selection of the daughter photons was optimised using the output of two MVA classifier
variables: beamBackgroundSuppression and hadronicSplitOffSuppression, which distin-
guish real photons coming from the Υ(4S) decay from beam background and fake photons,
respectively. The training method is explained in [24], and the two variables are plotted in
Figure 4.4. They were varied independently in steps of 0.05 and the optimal cut combination
was determined by calculating the significance of the true neutral pion yield,

Z(Ntrue) =
Ntrue√

Ntrue +Nfake
(4.1)

where Ntrue (Nfake) is the number of true (fake) neutral pions. The best combination is

beamBackgroundSuppression > 0.35 and hadronicSplitOffSuppression > 0.35 (4.2)

which yields 778 920 true neutral pions alongside 2 174 193 fake π0 candidates out of an original
sample of 1 057 643 true and 14 040 852 fake neutral pions from 378 000 neutral and charged
BB̄ events (189 000 each) with the 2σ cut applied to the π0 candidates.
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Figure 4.4: Stacked distributions of the photon MVA variables beamBackgroundSuppression
and hadronicSplitOffSuppression for both daughters of the 15 098 495 π0 candidates from
378 000 neutral and charged BB̄ events with the 2σ cut applied, separated into true neutral
pions, beam background (particles not coming from the Υ(4S) decay that therefore have no
MC equivalent) and other π0 candidates reconstructed from at least one fake photon.
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4.1.3 K0
S reconstruction

For the K0
S selection, both the standard K0

S and the goodBelleKshort [25] particle lists were
considered as a basis. They were compared by reconstructing the D∗ as usual (described
in Section 4.1.5, though at this stage it was also reconstructed in D∗+ → D+π0 and not
just D∗+ → D0π+, which was later confirmed to not affect the results and only improve the
statistics) but not applying any further cuts or best candidate selection. A Gaussian was
fitted to the invariant mass distributions of the true K0

S mesons of each list (see Figure 4.5)
and the corresponding 2σ ranges of the peaks were determined. The full distributions as well
as the determined invariant mass ranges can be seen in Figure 4.6.
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Figure 4.5: Fit to the peaks in the K0
S invariant mass for the standard list (left) and

goodBelleKshort (right). Plotted are correctly reconstructed, true K0
S candidates from 40 000

neutral and charged BB̄ events (i.e. 20 000 each) that were reconstructed up to the D∗.

The resulting 2σ ranges in the K0
S invariant mass are 0.493 to 0.502GeV/c2 for the standard

list and the slightly narrower 0.494 to 0.501GeV/c2 for goodBelleKshort.
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Figure 4.6: Distributions of the invariant mass of K0
S candidates for the standard vs.

goodBelleKshort particle lists. The true distributions are stacked on top of the fake ones,
and the vertical black lines indicate the 2σ ranges determined by fitting a Gaussian to the
true K0

S peaks. Plotted are candidates from 40 000 neutral and charged BB̄ events that were
reconstructed up to the D∗.

Next, the best D∗ candidate selection was applied (see Section 4.3) after restricting the K0
S

candidates to their 2σ region. The distributions of surviving K0
S candidates are shown in

Figure 4.7.
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Figure 4.7: Comparison of the two K0
S lists after selecting the best D∗ candidate according to

the usual best candidate selection (see Section 4.3). Each list is restricted to its 2σ invariant
mass range. The stacked plots contain K0

S candidates from 40 000 neutral and charged BB̄
events that were reconstructed up to the D∗.

As one can easily see, goodBelleKshort yields much better results. This was backed up
by calculating the significance of the true kaon yield (K0

S or charged, compare Table 4.3)
over events where the kaon candidate is misreconstructed, analogously to Eq. 4.1. As such,
goodBelleKshort is chosen as the basis, and the corresponding 2σ cut of

0.494GeV/c2 < M < 0.501GeV/c2 (4.3)

is applied to the K0
S candidate’s invariant mass.

The goodBelleKshort selection itself [25] works as follows:

• First, reconstruct K0
S → π+π− with 0.3GeV/c2 < M < 0.7GeV/c2.

• Next, perform a vertex fit (kFit) on K0
S and discard candidates with a failed fit.

• Then limit the mass range further to 0.468GeV/c2 < M < 0.528GeV/c2 and apply a
momentum-dependent selection as detailed in Table 4.2.

p [GeV/c] min(drπ+ , drπ−) [cm] dϕ [rad] z-dist [cm] fl [cm]
< 0.5 > 0.05 < 0.3 < 0.8 –
∈ (0.5, 1.5) > 0.03 < 0.1 < 1.8 > 0.08
> 1.5 > 0.02 < 0.03 < 2.4 > 0.22

Table 4.2: Momentum-dependent goodBelleKshort criteria [25].

The variables used for the goodBelleKshort selection are

• min(drπ+ , drπ−), the smaller one of the two daughters’ dr values,

• dϕ, the azimuthal angle between the momentum vector of a K0
S candidate and the vector

pointing from the IP to the reconstructed decay vertex,

• z-dist, the distance in z-direction between the two daughter tracks at their closest point,
and

• fl, the K0
S candidate’s flight length travelled in the x-y plane.
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4.1.4 D0 reconstruction

In addition to the tracking criteria, the D meson’s final state daughters are required to pass
the following selection using their respective (global, likelihood-based) particle IDs:

• π±: pionID > 0.1

• K±: kaonID > 0.5

From this the neutral D meson is reconstructed in the following decay modes:

Decay mode Branching fraction [%] Invariant mass range [GeV/c2]
D0 → K−π+ 3.947± 0.030 1.86− 1.87
D0 → K0

Sπ
0 1.240± 0.022 1.83− 1.90

D0 → K−π+π0 14.4± 0.5 1.84− 1.89
D0 → K−π+π−π+ 8.22± 0.14 1.86− 1.87
D0 → K0

Sπ
+π− 2.80± 0.18 1.86− 1.87

Table 4.3: Reconstructed D meson decay modes with cuts on invariant mass corresponding
to a 2σ range around the peak. The respective branching fractions are taken from [4].

The invariant mass ranges correspond once again to a 2σ region around the nominal mass of
1.864 84GeV/c2 [4]; the plots can be found in Figure 4.9. A vertex fit (treeFit) is performed,
where the masses of the π0 daughters are constrained, and candidates with a failed fit are
discarded.

Also considered was the decay mode D0 → K0
Sπ

+π−π0 with a 2σ invariant mass range of
1.84 to 1.89GeV/c2. The impact of excluding different decay modes and combinations thereof
on the Figure of Merit (Eq. 2.1) was studied using 1444 fb−1 of generic run-dependent MC1.
The best combination was found to be the case where D0 → K0

Sπ
+π−π0 is excluded while

all other decay channels, listed in Table 4.3, are kept. A comparison between the D decay
channels used for the reconstruction (including D0 → K0

Sπ
+π−π0) and the true decay modes

can be found in Figure 4.8.
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Figure 4.8: Reconstructed and true D meson decay modes for 1444 fb−1 of generic run-
dependent MC. The plots share the same legend, found in the rightmost plot.

1A different integrated luminosity only leads to a constant factor in the Figure of Merit. For optimisation
purposes, it therefore only affects the statistics but not the optimal selection inferred.
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Figure 4.9: Peaks in the D0 invariant mass and fitted Gaussians for different decay modes. The
fit regions were chosen to capture the peaks well, ranging from 1.86GeV/c2 to 1.87GeV/c2 for
the narrow peaks, and being wider for the broad peaks, for which the distributions seem more
flat on the left side. Plotted are correctly reconstructed, true D0 candidates from 7 560 000
mixed and charged events each where the reconstruction went up to the D∗ without a best
candidate selection.
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4.1.5 Signal B reconstruction

The D0 can now be combined with a slow pion to form a D∗(2010)+ (simply referred to as
D∗+ throughout this thesis). The slow pion is required to have a CMS momentum below
0.4GeV/c. The D∗+ must have a CMS momentum of pcms < 2.45GeV/c in order to suppress
highly energetic D∗+ mesons from the cc̄ continuum background, and its invariant mass must
lie 0.14 to 0.15GeV/c2 above the D0’s invariant mass. The D∗ momentum is plotted in
Figure 4.10. A vertex fit (treeFit with constrained π0 mass) is performed on the D∗ and
candidates with a failed fit are discarded.

Originally, the D∗ was also reconstructed as D∗+ → D+π0, though this was quickly dropped
again due to the very low signal yield compared to the additional background it introduced;
this can also be seen in Figure 4.10.
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Figure 4.10: Distribution of the D∗ CMS momentum, on the left for D∗+ → D0π+ and on the
right for the unused channel D∗+ → D+π0. Plotted are D∗± candidates from 7 560 000 mixed
and charged events each with the usual best D∗ candidate selection (Section 4.3) applied.

Finally the D∗ is combined with the τ candidate to get the B0
sig candidate. Another vertex

fit (treeFit) is applied and signal B candidates with failed fits are discarded.

4.2 Tag side selection

In order to do an inclusive tag B reconstruction, the so-called “Rest of Event” (ROE) object
corresponding to the signal B candidate is built. It includes all tracks and ECL clusters of
the event that are not used in the signal B’s reconstruction (all KLM clusters are rejected
via a cut of E < 0). In order to not discard relatively long-lived particles, only loose cuts are
applied at first that require tracks to have dr < 10 cm, |dz| < 20 cm and E < 5.5GeV as well
as for the polar angle θ to lie within the CDC’s angular acceptance of 17° < θ < 150°.

4.2.1 Cleaning up the tag side

To improve the track selection, first V0 particles are reconstructed, i.e. neutral particles
decaying into two tracks, namely γ → e+e−, K0

S → π+π− and Λ0 → p+π−. The V0 decay
vertex from which the tracks originate is typically displaced from the IP due to the relatively
long lifetime of the V0s. The difference between the reconstructed V0 and its nominal mass is
required to be less than 0.1GeV/c2, and its daughters’ particle IDs should be > 0.2. A mass
fit (treeFit with constrained V0 mass) is applied and if successful, the two daughter tracks
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in the ROE are replaced by the reconstructed/fitted V0. Now the track selection is tightened
to only include final state tracks and V0s with dr < 2 cm and |dz| < 4 cm.

The ROE can be further cleaned up by discarding beam background and fake photons. This is
achieved using the photon MVA variables and requiring beamBackgroundSuppression > 0.1
and hadronicSplitOffSuppression > 0.1. These thresholds were taken from the previous
analysis [12] and have been confirmed to work well. As a quick test, the effect of applying
the signal side thresholds of 0.35 was studied, which not only lead to a slight decrease in the
number of signal events, but also a significant decrease in the number of normalisation mode
events, while the background levels increased greatly.

4.2.2 Lepton veto

Next, the goal is to veto candidates with a light lepton on the tag side since additional
neutrinos in the event would make it more difficult to distinguish signal from normalisation.
To achieve this, signal B candidates are discarded if there is an electron or muon candidate in
the ROE with BDT-based electronID or likelihood-based muonID (ignoring the SVD) above
0.9 respectively. Muon candidates must also have a transverse momentum of pT > 0.3GeV/c
in order to not discard too many misidentified pions.

4.2.3 Selection and tag B reconstruction

Now tag side selection criteria are applied. Specifically, the beam-constrained mass of the
ROE

Mbc ≡

√(
Ecms

tot

2c2

)2

−
(
p⃗ cms
tag

c

)2

(4.4)

which makes use of the fact that the total energy on the tag side is expected to be equal to
half of the precisely known total CMS energy Ecms

tot , with p⃗ cms
tag simply being the combined

reconstructed tag side CMS momentum, should be at least 5.27GeV/c2 and therefore large
enough to accommodate the second B meson (mass 5.279 66(12)GeV/c2 [4]). Furthermore,
the energy difference ∆E between the reconstructed tag side CMS energy Ecms

tag and the
expected value of Ecms

tot /2,

∆E ≡ Ecms
tag − Ecms

tot

2
, (4.5)

should fulfil |∆E| < 0.5GeV. The tag B is then reconstructed directly from the remaining
content of the ROE. However, it is in fact advantageous to only use the information on the
direction of the reconstructed tag B momentum, while setting the energy and momentum
magnitude to the expected values as shown in Sections 4.3.1 and 4.3.2. This is also the
approach taken in this analysis.

4.3 Υ(4S) reconstruction and selection

Finally, the Υ(4S) meson is reconstructed from the signal and tag B in both the unmixed
Υ(4S) → B0

sigB̄
0
tag as well as mixed Υ(4S) → B0

sigB
0
tag case.

So far, there is no guarantee that each event only contains one Υ(4S) candidate, although
around 84% do. The multiplicity that does exist arises from several D∗ candidates present
in an event, so Υ(4S) candidates are ranked, first by choosing the ones with the smallest
difference between the nominal and reconstructed D∗ masses and then by choosing the one
with the smallest difference between the D0 nominal and reconstructed masses.
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An ambiguity in the lepton candidate was found to be extremely rare, since the lepton veto
removes most events with several lepton candidates that pass the lepton selections. However,
the cuts on signal and veto leptons are not quite the same, leading to a small fraction (0.03%
after best D∗/D0 selection) of events having both an electron and a muon candidate. In
those cases, the electron candidate is correct more frequently and is chosen over the muon
candidate.

4.3.1 Event cut on q2

Due to the large τ mass, B0
sig → D∗−τ+ντ signal events have a minimum momentum transfer

squared, which corresponds to the squared τ mass. In this analysis, a slightly higher cutoff
of q2 > 3.5 (GeV/c)2 is applied on the momentum transfer squared q2, which is simply the
exchanged W boson’s four-momentum squared. q2 can be expressed through the (true) CMS
four-momenta of other particles as

q2 = (pBsig − pD∗)2 = (pτ + pν)
2 > 3.5 (GeV/c)2 (4.6)

where all physical quantities are considered in the CMS frame, though the superscript is
omitted for readability here and in the following. For the normalisation channel, q2 may be
lower, but applying the cut regardless will remove around 70%2 of the continuum background
while still keeping two thirds of the already abundant normalisation events.

Several possible methods to obtain q2 were compared that can be divided into two approaches.

One approach is to be as direct as possible and calculate q by adding pτ + pν ≡ pℓ + pmiss.
Since the missing momentum pmiss cannot be accessed directly, different approximations are
used to infer it. In all of these the missing energy is fixed as

Emiss =
Etot

2
− ED∗ℓ (4.7)

where D∗ℓ denotes the system of the D∗ and the light lepton (e or µ) and Etot refers to the
total measured CMS energy corresponding to the Υ(4S) resonance at which Belle II operates.
The missing three-momentum in the CMS frame is calculated in three different ways:

p⃗miss = − (p⃗D∗ℓ + p⃗tag) (4.8)

for the first definition (A) where all measured three-momenta are used, namely those of the
D∗, the lepton and the tag side, even if the reconstructed tag side momentum comes with a
large uncertainty due to the inclusive nature of the analysis;

p⃗miss = −p⃗D∗ℓ (4.9)

for the second definition (B) where the tag side CMS momentum is effectively set to p⃗tag = 0
reflecting the fact that the daughters of the Υ(4S) → BB̄ two-body decay carry very little
kinetic energy in the CMS frame; and

p⃗miss = −0.340GeV/c · p̂tag − p⃗D∗ℓ (4.10)

where p̂tag is the unit vector in p⃗tag direction, so that only the direction of the reconstructed
tag side momentum is used while the magnitude is fixed to the expected value fully determined
by the kinematics of the Υ(4S) → BB̄ two-body decay (Definition C).

2Assuming this value from the previous analysis [12] generalises.
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Also tested were two manual3 definitions where only the D∗ and the tag side are considered,
ignoring the lepton and therefore automatically combining the lepton and neutrino momenta.
Both definitions start from

q2 =
1

c2

(
Etot

2
− ED∗

)2

−
∑

i=x,y,z

(−ptag,i − pD∗,i)
2 (4.11)

where one case (Definition D) then simply uses the reconstructed tag side momentum

ptag,i = prectag,i (4.12)

while in the other case (Definition E) the magnitude of the momentum is corrected to get the
expected value

ptag,i = prectag,i ·

√(
Etot
2

)2 − (5.279 65GeV)2∣∣p⃗ rec
tag

∣∣ c (4.13)

so that only the direction of the reconstructed tag side momentum is used. Note that Eqs. 4.12
and 4.13 define the spatial components of ptag.

In all of the above cases, the tag side energy is fixed to the expected value, i.e. half the
centre-of-mass energy:

Etag =
Etot

2
. (4.14)

To find out which definition describes q2 the most precisely, the difference between each of
the definitions to the true q2 is plotted. As can be seen in Figure 4.11, the last definition (E,
Eqs. 4.11 and 4.13) gives the most precise results and is therefore used in this analysis.
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Figure 4.11: Deviation of different q2 definitions from the true value. Only events where the
D∗ has been correctly reconstructed are considered, essentially leaving only normalisation
mode events which have a clean signature. Definitions A-C set Emiss according to Eq. 4.7
while calculating p⃗miss using Eqs. 4.8, 4.9, or 4.10 respectively. Definitions D and E are based
on Eq. 4.11 and get the tag side momentum components via Eqs. 4.12 and 4.13 respectively.
In this analysis, Definition E is used since it shows the narrowest peak. Plotted are events
from 14.96 fb−1 of run-dependent MC where the D∗ is correctly reconstructed and no q2 cut
has been applied.

3The previous definitions are already implemented in basf2.
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4.3.2 Comparison of different definitions of M2
miss

As was done for q2, different possible definitions to obtain the missing mass squared

M2
miss =

E2
miss

c4
− p⃗ 2

miss

c2
(4.15)

were compared. Again, all quantities are taken to be in the CMS frame without explicitly
writing the superscript. The missing energy Emiss is the difference between the known total
energy Etot and the observed energy in the detector. The tag side is expected to carry half of
the total energy, so the missing energy can be expressed as Eq. 4.7, with p⃗miss defined as was
done for q2 definitions A-C (Eqs. 4.8-4.10). As normalisation mode events contain only one
neutrino on the signal side (and should have no neutrinos on the tag side), they show a nice
peak at M2

miss = 0. The resolution of this peak was used as the criterion by which to choose
the best definition. The histograms are shown in Figure 4.12, and the standard deviations of
the distributions are listed in Table 4.4 along with their uncertainties. As one can easily see,
Definition B yields by far the worst results, while for Definitions A and C the resolution is
identical within its uncertainty.

To further probe the resolutions, Gaussians were fitted to the distributions in the central
peak region of |M2

miss| < 0.4GeV2/c4 (1GeV2/c4 for Definition B to capture its peak), and
the resulting standard deviations are added to Table 4.4. In the resolutions of the Gaussians,
Definition C shows a tangible improvement over Definition A. Furthermore, Definition C uses a
similar approach than the chosen q2 Definition E where only the direction of the reconstructed
tag side momentum is used. Hence Definition C (Eq. 4.15 with Eqs. 4.7 and 4.10) is used in
this analysis.
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Figure 4.12: Comparison of the normalisation mode peaks in M2
miss for different definitions.

Plotted are the normalisation mode events from 400 fb−1 of run-independent MC.
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Definition σHist [GeV2/c4] σGaussian [GeV2/c4]
A 0.4623± 0.0015 0.2653± 0.0027
B 0.5309± 0.0017 0.5578± 0.0033
C 0.4633± 0.0015 0.2476± 0.0023

Table 4.4: Resolutions of different M2
miss definitions as determined by the standard deviations

of the histograms and of Gaussians fitted to the normalisation mode peaks at M2
miss = 0.

4.4 Data

When running over real data, the track momentum scale is adjusted by a small factor to correct
for a bias in the map of the magnetic field used for reconstruction [26]. As the measurement
is blinded, a sideband cut of |M2

miss| < 1GeV2/c4 is applied to blind the signal region.

4.5 Selection summary

A summary of the entire selection can be found in Table 4.5.
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Chapter 5

Background Rejection

As an inclusive measurement, the background levels present in this analysis are increased and
need to be dealt with accordingly. In order to reject background, a classifier was trained to
separate events into three classes: signal, normalisation, and background. The used model
was a Boosted Decision Tree (BDT), namely a scikit-learn GradientBoostingClassifier [27]
with 200 boosting stages each using a subsample containing half of the training data set (see
Section 5.2) for stochastic gradient boosting. To account for the situation of very unbalanced
classes, the training data set was enhanced with additional signal MC, and balanced class
weights were employed in the training, meaning that the loss function is modified in order
to proportionally increase the punishment for misclassification of the underrepresented class.
Also tested, though only superficially, were scikit-learn’s HistGradientBoostingClassifier
as well as the MLPClassifier implementation of a neural network. The next section discusses
the input variables used in the multiclass classifier, while the training data set is introduced in
Section 5.2. The classifier’s performance is illustrated in Section 5.3, and different approaches
on how to apply the classifier are considered in Section 5.4.

5.1 Input features

As BDTs are quite robust to overtraining, the choice of input features was largely left to the
classifier itself. This was done by removing all truth-based variables (including assigned event
categories) from the input data, as well as variables that were found to have bad data-MC
agreement. Also excluded were M2

miss and pcms
ℓ , as well as all variables with an absolute

correlation larger than 0.5 to the missing mass squared or CMS lepton momentum, in order
to not interfere with the fit. Then a classifier of the same type was trained using all remaining
variables as input features. The relative importance of each input feature was evaluated using
the feature_importances_ attribute and the ten most important features were chosen as the
input for the final classifier training. The list of used features and their respective importances
(given in the brackets) in the final classifier are as follows:

• The signed difference in the invariant mass of the signal B to the nominal mass in units
of the invariant mass uncertainty SigMBsig := (M rec

Bsig
−Mnom

Bsig
)/σMBsig

(25.16%).

• The uncertainty on the signal B’s invariant mass σMBsig
(15.74%).

• The sum of the D∗ and light lepton CMS momenta |p⃗ cms
D∗ + p⃗ cms

ℓ | which surprisingly
passed the correlation requirements (10.89%).

• The Kakuno-Super-Fox-Wolfram moment Hso
2m, described below (9.71%).

25
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• The Υ(4S) CMS momentum |p⃗ cms
Υ(4S)| (8.16%).

• The momentum transfer squared q2 (7.67%).

• The uncertainty on the signal B’s flight time flightTimeErrBsig (6.42%).

• The D0 decay mode ID dIDD0 (6.38%).

• The mass difference between the D∗ and the D0 MD∗ −MD0 (5.89%).

• The signal B CMS momentum |p⃗ cms
Bsig

| (3.99%).

Notably, |p⃗ cms
D∗ + p⃗ cms

ℓ | and |p⃗ cms
Bsig

| should be identical by definition, though the classifier deems
it useful to use both. Generally, the shapes of the variable distributions are very similar for
the three classes, with the signal events’ shift towards higher q2 values as the only exception.
Mostly, the classifier seems to combine the variables to access helpful quantities. This was
evident throughout the development of the classifier as it kept reconstructing the missing mass
squared from the given variables, leading to problems in the fit (Chapter 6). For example, one
can easily see how combining |p⃗ cms

D∗ + p⃗ cms
ℓ | (or |p⃗ cms

Bsig
|) with q2 allows to draw conclusions on

the missing momentum. Similarly, the Υ(4S) CMS momentum is expected to be equal and
opposite to the combined momenta of not reconstructed particles, including neutrinos and
tracks/clusters not passing the selection criteria. SigMBsig , σMBsig

, flightTimeErrBsig and
MD∗ −MD0 all serve as a measure of how well the particle hypotheses fit, while knowledge
of the D0 decay mode allows for decay channel specific selections.

The Kakuno-Super-Fox-Wolfram moments are designed to help with continuum suppression,
with Hso

2m referring to the moment comparing signal side particles with other particles, in this
case missing particles. The “2” refers to the use of the second-order Legendre polynomial:

Hso
2m =

∑
i

|p⃗miss|P2(cos θi,miss) (5.1)

where i iterates over all signal side particles, p⃗miss is the missing momentum and P2(cos θi,miss)
is the second-order Legendre polynomial where θi,miss is the angle between the i-th signal side
particle and the missing momentum. [28, 29]

Plots showing the data-MC agreement for these variables can be found in Figures 5.1 and 5.2.
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Figure 5.1: Data-MC agreement of the classifier input variables for the 400 fb−1 training data
set in the |M2

miss| < 1GeV2/c4 sideband. Note that PID correction weights (see Section 7.2)
are applied to the MC events, and that the total weighted number of MC events is scaled to
that in data.
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Figure 5.2: Data-MC agreement of the classifier input variables for the 400 fb−1 training data
set in the |M2

miss| < 1GeV2/c4 sideband. Note that PID correction weights (see Section 7.2)
are applied to the MC events, and that the total weighted number of MC events is scaled to
that in data.
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As already mentioned, the input variables were required to be well-described in the MC.
Lepton ID corrections had to be applied to the MC as they affect the shapes. Since no other
corrections are applied to the MC, including ones that introduce an overall scaling factor,
the total number of MC events had to be scaled down to match that in the data, as the
distributions would not have matched up when simply scaling by the integrated luminosity.
A further difference in the scaling is expected to arise from the tag side efficiency, which
is likely not particularly well-described in the MC, but should cancel in the ratio R(D∗),
not affecting the measurement. The only major difference visible is in the D0 decay mode
ID, dIDD0 . As D0 → K−π+ is the cleanest channel among those considered, the observed
deviation is likely a result of the scaling, which would also explain why the more difficult
decay modes involving a π0 seem to be surprisingly well-described – the MC yields are likely
shifted. Nonetheless, the agreement is deemed good enough for the variable to be used.

5.2 Training data set

The sample used for the classifier training consists of 400 fb−1 of generic run-dependent MC
as well as the available signal MC contributing an additional 1026 signal events. In total, the
combined sample contains 3998+1026 signal events, 71 428 normalisation events and 60 733
background events. 90% of the sample was used for the training itself, while the remaining 10%
were used for validation. As the classifier was found to profit from the additional information,
the sixth D0 decay mode, D0 → K0

Sπ
+π−π0, was included in the training data set.

5.3 Performance

The classifier returns a tuple of three numbers sigProb, nrmProb, bkgProb adding up to one
for each event, corresponding to the probabilities of this event being signal, normalisation or
background respectively.

The Receiver Operating Characteristic (ROC) curves of the classifier’s performance for the
three classes can be found in Figure 5.3, and the distributions of the output probabilities in
Figure 5.4.
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Figure 5.3: Receiver Operating Characteristic (ROC) curves of the multiclass classifier. Due
to the relatively low signal statistics, there is notable overtraining in the signal class, while
the classifier performs best for normalisation events thanks to their clean signature. Plotted
are 400 fb−1 generic + 1026 additional signal MC events, 90% of which were used for training.
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Figure 5.4: Classifier output probabilities for an independent sample of 644 fb−1 of generic,
run-dependent MC. Note that the true signal component has been scaled up by a factor 10.

5.4 Application

Since the goal was to reject background, a first approach was to simply discard events which
were classified as background (i.e. the background probability was larger than the signal and
normalisation probabilities). However, a more nuanced selection based on the classifier output
proved to be more effective and will be detailed in the following.

5.4.1 Optimising cuts by the significance of R(D∗)

Since the classifier is quite capable of isolating normalisation events, a new figure of merit was
needed that also valued B → D∗ℓν events. Naturally, the significance of R(D∗) was chosen,
approximated by splitting events depending on their missing mass squared as

Z(R) = 1/

√(
σNsig

Nsig

)2

+

(
σNnorm

Nnorm

)2

(5.2)

where for σNsig =
√

Nsig +Nbkg, only events with M2
miss ≥ 1GeV2/c4 are counted, while for

σNnorm =
√

Nnorm +Nbkg, only events with M2
miss < 1GeV2/c4 contribute.

As the normalisation mode events have the cleanest signatures, they are also the easiest for the
classifier to identify correctly. And as the background greatly outnumbers the signal events,
most of the middle part of a ternary plot of the classifier output (Figure 5.5) is dominated by
background. Therefore, when optimising the cuts on the classifier output probabilities, the
form should reflect the goal of isolating the signal and normalisation corners of the triangle.

Consequently, the chosen form of the cut was (with the optimal thresholds)

(sigProb > 0.35 & nrmProb < 0.20 & bkgProb < 0.50)

or

(sigProb < 0.70 & nrmProb > 0.00 & bkgProb < 0.40)

(5.3)

where each bound was varied independently in steps of 0.05. As there are no events in the
small triangle formed by sigProb > 0.7, nrmProb > 0.2 and the zero-background-probability
axis, there is no reason to exclude the region, so the cut simplifies to

(sigProb > 0.35 & nrmProb < 0.20 & bkgProb < 0.50) or bkgProb < 0.40. (5.4)

The resulting constraints on the classifier output are illustrated in Figure 5.5, and the effect
on the M2

miss and pcms
ℓ distributions can be found in Figures 5.6 and 5.7.
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Figure 5.5: Ternary plot of the classifier output probabilities for an independent sample of
644 fb−1 of generic, run-dependent MC. The red lines indicate the optimised selections for the
signal and normalisation corners. Note that the data points are drawn with opacity 0.01 in
the order true normalisation > true background > true signal, meaning that e.g. background
covers up normalisation events as can be seen in the high normalisation probability corner.
Created with Plotly Express [30].
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Figure 5.7: Distribution of pcms
ℓ before and after applying the optimal cut on the classifier

output probabilities. Plotted are events from an independent sample of 644 fb−1 of generic,
run-dependent MC.

A quick test was performed to compare fit results (see Chapter 6) before and after applying
these classifier cuts. Unfortunately, despite the better R(D∗) significance, the statistical fit
uncertainty on R(D∗) turned out to be much larger (29% instead of 17%) in the case of applied
cuts. A parametrisation of Z(R) in terms of the uncertainties from the fit proved difficult, so
a different approach was considered and will be described in the following section.

5.4.2 Optimising cuts by the statistical fit uncertainty

As the goal is to extract a result on R(D∗) with as small an uncertainty as possible, the
cuts on the classifier output probabilities were also optimised by the resulting statistical fit
uncertainty on R(D∗). This was done by applying a multitude of different cut combinations
on both the PDF shape sample and the fit sample, recreating the PDF shapes and performing
the fit (explained in detail in Chapter 6). It is important to note that the sample used in
the classifier training was not reused for this purpose. As running the fit many times is
computationally expensive, the number of possible cut combinations was reduced to the form
(with the optimal threshold values)

nrmProb > 0.8 or (sigProb > 0.0 & nrmProb < 0.7 & bkgProb < 1.0) (5.5)

where the thresholds were varied in steps of 0.1 (0.2 in the high sigProb region that had
previously shown to yield extremely bad results due to the very low statistics). Strangely,
the fit prefers to discard only a small band in the high nrmProb corner, though this was
consistently observed over different versions of the classifier and therefore unlikely to be a
fluctuation. With only a slightly higher statistical fit uncertainty not even captured by the
precision reported here, the second best cut combination was found to be the case of no
applied cuts on the classifier output. Combined with the fact that not using the classifier
allows the use of the training sample in the fit, the classifier did go unused in the end, though
it seems difficult to believe that the approach of a multiclass classifier could not be useful in
obtaining a more precise result. Perhaps the classifier did still affect the distributions in M2

miss

and pcms
ℓ too much, just not in a way that could be caught by looking at the one-dimensional

projections as plotted in Figures 5.6 and 5.7. In that case, by manually picking “safe” input
variables, or alternatively not fitting to M2

miss, one may be able to profit from such a classifier.
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5.4.3 Classifier output as fitting variables

As a final but relatively quick test, fits were also performed to classifier output probabilities.
Since bimodal distributions are problematic to fit to, each probability p was transformed as

p → ln
p− pmin + ϵ

pmax − p+ ϵ
(5.6)

with a small shift ϵ = 0.000000001 to avoid infinities. In one such fit, the transformed sigProb
was fitted alongside M2

miss, and in the other, sigProb and bkgProb, both transformed, were
fitted. The classifiers used here were allowed to use information on (and highly correlated to)
the CMS lepton momentum, with the second classifier also using the highly valuable M2

miss

(and correlated information). Plots of the transformed probabilities of the second case can be
found in Figure 5.8. Neither of these fits saw an improvement over the combination of M2

miss

and pcms
ℓ , with the central R(D∗) values being far from the true MC value, even though the

uncertainties did in fact decrease, both relatively and absolutely.
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Figure 5.8: Logarithmically transformed (see Eq. 5.6) sigProb and bkgProb distributions.
Plotted are events from an independent 644 fb−1 sample of generic, run-dependent MC.

With the currently unexplained, large differences to the true value, the fit results themselves
are not in a presentable form. Further investigation into both the fit’s behaviour and different
transformations needs to be done, which was not possible due to time constraints. Certainly,
this approach’s uncertainties look promising. Considering the large uncertainty introduced
by the so-called gap mode background (discussed in Section 7.4), suppressing backgrounds
has become even more important.



Chapter 6

Fit

In order to extract the signal and normalisation mode yields, a two-dimensional unbinned
maximum likelihood fit is performed using the RooFit [31] package. Five components are
included in the fit: signal (B0 → D∗−τ+(ℓ+νℓν̄τ )ντ ), normalisation (B0 → D∗−ℓ+νℓ),
D∗0 (B+ → D̄∗0ℓ+νℓ, same as normalisation mode but starting from a charged B), D∗∗

(B → D∗∗ℓ+νℓ with D∗∗ = D1, D
∗
0, D

′
1, D

∗
2), and the “rest”. D∗0 is set to scale with the

normalisation component as the fit cannot distinguish between them, with the scaling factor
being determined by the ratio ND∗0/Nnorm of D∗0/normalisation mode event yields in the
1044 fb−1 PDF shape sample (see below). The fitted variables in the 2D fit are the missing
mass squared M2

miss and the CMS lepton momentum pcms
ℓ .

The Probability Density Function (PDF) shapes of the fit components are obtained via a
Kernel Density Estimation (KDE), which approximates the shapes through a sum of Gaussians
with adaptive widths. For this, a sample containing 1044 fb−1 of generic run-dependent MC
events (called the PDF shape sample) is used. The M2

miss and pcms
ℓ distributions are mirrored

on both sides to minimise edge effects. The combined model is fitted to a 400 fb−1 fit sample
of generic, run-dependent MC to estimate the sensitivity on the currently available Belle II
Υ(4S) data set of 362(2) fb−1. The minimiser used is Minuit2 [32].

Plots of the PDF shapes can be found in Figures 6.1 and 6.2. The data-MC agreement of the
fitting variables in the |M2

miss| < 1GeV2/c4 sideband region is plotted in Figure 6.3. Note
that since no corrections are applied to the MC other than PID corrections (see Section 7.2),
the total number of MC events is scaled to match the event yield in data rather than scaling
by the integrated luminosity Lint.

From the fitted signal and normalisation mode yields, R(D∗) is calculated as

R(D∗) =
2 ·Nfit

sig/ϵsig

Nfit
norm/ϵnorm

(6.1)

with the factor 2 reflecting that B0 → D∗−e+νe and B0 → D∗−µ+νµ are measured together
in this analysis, while in the definition of R(D∗) (Eq. 1.1), either of the two is used. The
efficiencies ϵ are calculated from the number of selected divided by the number of generated
events N l

gen = 2σB0B̄0Lint · B(B0 → D∗−l+νl) · B(D∗+ → D0π+) ·
∑

dIDD0
B(D0 → ...) with

B0B̄0 production cross section σB0B̄0 and MC branching fractions B in the PDF shape sample.

The statistical uncertainty on the fitted R(D∗) value is calculated from the statistical fit errors
on the yields via the Gaussian error propagation:

σR =

√√√√( 2/ϵsig
Nfit

norm/ϵnorm

)2

σ2
Nfit

sig

+

(
2Nfit

sig/ϵsig

(Nfit
norm)

2/ϵnorm

)2

σ2
Nfit

norm
. (6.2)
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Figure 6.1: Number of events in the 1044 fb−1 PDF shape sample (left) and corresponding
PDF shape generated, separated by fit component. Since PDFs are normalised, their scales
are arbitrary.
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Figure 6.2: Number of events in the 1044 fb−1 PDF shape sample (left) and corresponding
PDF shape generated, separated by fit component. Since PDFs are normalised, their scales
are arbitrary.
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6.1 Main fit result

The “main” fit is performed purely on MC, which does not need any corrections. The ND∗0

scaling factor is 0.052779 and the fitted yields are

Component Fitted yield True yield
Signal 2662± 477 3293
Normalisation 66325± 302 66615
D∗0 3501 3484
D∗∗ 11101± 294 10225
Rest 25840± 499 25810

Table 6.1: Fitted and the true yields in the 400 fb−1 fit sample for the main fit result.

with the covariance matrix given in Table 6.2 and the correlation matrix in Table 6.3.

ND∗∗ Nnorm Nrest Nsig

ND∗∗ 86300 −35450 15680 −53560
Nnorm −35450 90990 −29250 35240
Nrest 15680 −29250 249100 −208200
Nsig −53560 35240 −208200 227400

Table 6.2: The covariance matrix of the main fit result.

ND∗∗ Nnorm Nrest Nsig

ND∗∗ 1 −0.4001 0.1070 −0.3823
Nnorm −0.4001 1 −0.1943 0.2450
Nrest 0.1070 −0.1943 1 −0.8749
Nsig −0.3823 0.2450 −0.8749 1

Table 6.3: The correlation matrix of the main fit result.

This yields
R(D∗)fitmain = 0.2095± 0.0375 (6.3)

which lies 1.29σ below the true MC value of 0.2580. Noticeably, the fitted signal yield is off
by almost 20%, and the true number lies outside the statistical fit uncertainty, while the D∗∗

component is increased. However, from the correlation matrix one can see that the signal
yield has a strong correlation to the number of “rest” events, which is estimated by the fit to
good accuracy, being off by only 30 events with a statistical uncertainty of almost 500 events.
The fit’s attribution of events to the five components is therefore more involved. Interestingly,
a toy study (described and discussed in Section 6.4) found the fit to be unbiased, with the
signal and “rest” components being described particularly well, hinting at the deviation from
the true yields being rooted in an unfortunate fluctuation. Projections of the fitted M2

miss and
pcms
ℓ distributions and their pulls

g(xi) =
N true(xi)−Nfit(xi)√

N true(xi)
(6.4)

for bin xi are plotted in Figure 6.4.
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6.2 Effect of scaling the kernel bandwidth

A smoothing factor ρ can be passed to the constructor of RooNDKeysPdf, used to create the
PDF shapes, modifying the bandwidth of the kernels in the KDE in order to better follow rapid
changes or smooth out fluctuations by applying an overall scaling factor. The default value
is ρ = 1.0. As the main fit result does not reproduce the true underlying branching fraction
ratio used in the MC generation very well, it was checked whether varying ρ could improve
the modelling. To gauge the effect, the fit was performed two more times with ρ set to 0.8 and
1.2, respectively. For ρ = 1.2, the fit result gets worse as expected: R(D∗) = 0.1974± 0.0379,
while for ρ = 0.8 it does in fact get slightly better: R(D∗) = 0.2207±0.0368. However, as one
can see from the plots in Figure 6.5, while the PDF now describes the high pcms

ℓ tail better,
it also picks up many fluctuations, for example at pcms

ℓ right above 1.5GeV/c. Since tuning
ρ comes at the risk of introducing a systematic error [33], the improvement was deemed too
small to change the chosen approach. However, a careful optimisation of ρ for the generation
of the 2D PDF shapes may well be worth investigating in the future.
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Figure 6.5: Fitted M2
miss and pcms

ℓ distributions for modified kernel bandwidth scaling factor
ρ affecting the smoothness of the PDF shapes.
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6.3 Fully corrected fit result

Naturally, the goal is to use real data for the fit sample in the end, though this is not covered
in this analysis. The PDF shape sample always consists of MC, in order to be able to separate
events into the fit components. When using real data and MC together like this, corrections
need to be applied to the MC events. The relevant corrections are introduced in Chapter 7
when their systematic uncertainties are estimated. Even though the estimation of systematic
uncertainties was done on the previous main fit result, the fit was also performed with all
corrections applied at once to both samples. This was done to better estimate how the fit
would perform on actual data, the MC modelling of which is improved by the corrections,
and to see the effect these corrections have. The fully corrected fit’s ND∗0 scaling factor is
0.052819 and the yields are

Component Fitted yield True yield
Signal 2822± 475 3197
Normalisation 64169± 291 64415
D∗0 3389 3372
D∗∗ 9590± 282 8848
Rest 25658± 504 25792

Table 6.4: Fitted and the true yields in the 400 fb−1 fit sample for the fully corrected fit result.

while the covariance matrix can be found in Table 6.5, with the correlation matrix in Table 6.6.

ND∗∗ Nnorm Nrest Nsig

ND∗∗ 79760 −32820 11560 −47900
Nnorm −32820 84780 −27400 32690
Nrest 11560 −27400 253800 −209200
Nsig −47900 32690 −209200 225900

Table 6.5: The covariance matrix of the fully corrected fit result.

ND∗∗ Nnorm Nrest Nsig

ND∗∗ 1 −0.3994 0.0813 −0.3567
Nnorm −0.3994 1 −0.1877 0.2369
Nrest 0.0813 −0.1877 1 −0.8734
Nsig −0.3567 0.2369 −0.8734 1

Table 6.6: The correlation matrix of the fully corrected fit result.

The resulting value of R(D∗) is

R(D∗)fitfull = 0.2291± 0.0386 (6.5)

which lies only 0.75σ below the MC truth, and the corresponding plots are shown in Figure 6.6.
Both the signal and normalisation yield are now compatible with the true yields within their
statistical uncertainties, as is the “rest” component. The number of D∗∗ is again overestimated
by the fit by almost 1000 events, though this does not affect the R(D∗) result, which has moved
closer to the true MC value.
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6.4 Toy study

To validate the fit, 1000 toy samples were generated from the PDF shapes and fitted using
the original main fit’s combined PDF shape model. The total number of events is modelled to
follow a Poisson distribution with the mean corresponding to the total number of fitted events
in Section 6.1, and therefore varies accordingly across the toy samples. The fitted yields of
each toy sample are plotted in Figure 6.7, and their pulls are plotted in Figure 6.8. Both
are approximately normally distributed, and a Gaussian is fitted to the pull distributions.
For an ideal fit, the means of the pulls, which reveal the fit’s bias, should be zero. Similarly,
the standard deviations of the pulls should correspond to one, which would indicate that
the statistical uncertainties determined by the fit are accurate. As one can see in Figure 6.8,
these values look quite good, with the fit’s pull means being compatible with zero within their
respective uncertainty for both the signal and “rest” (here “Other background”) fit components.
However, the pull mean of the normalisation mode yield is underestimated by 4.3σ, and that
of the D∗∗ component is overestimated by 6.4σ, where σ is the uncertainty of the fitted
Gaussians’ means. The standard deviations of the fitted Gaussians look much better, with
the signal and “rest” component again being compatible with the expected value within their
uncertainty, while the standard deviation of the normalisation yield pull deviates from one
by +1.2σ, and that of the D∗∗ component lies just outside the +1σ range, with σ being the
uncertainty on the fitted Gaussians’ standard deviations.

R(D∗) only depends on the signal and normalisation yields, the first of which is described
well, while the second is suppressed by the fact that the normalisation component’s relative
uncertainty is small to begin with. Hence the effect of the fit’s bias on the result is negligible,
especially compared to most of the uncertainties discussed in Chapter 7.
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Figure 6.7: Distributions of the fitted yields from 1000 toy samples generated from the PDF
shapes.



6.4. TOY STUDY 43

5− 4− 3− 2− 1− 0 1 2 3 4 5
 Pullsign

0

20

40

60

80

100

120

140

160

180

E
ve

nt
s 

/ (
 0

.4
 )

 0.032±pullMean = -0.0116 

 0.023±pullSigma =  1.008 

Signal

5− 4− 3− 2− 1− 0 1 2 3 4 5
 Pullnormn

0

20

40

60

80

100

120

140

160

E
ve

nt
s 

/ (
 0

.4
 )

 0.032±pullMean = -0.1369 

 0.023±pullSigma =  1.027 

Normalisation

5− 4− 3− 2− 1− 0 1 2 3 4 5
 PullD**n

0

20

40

60

80

100

120

140

160

180

E
ve

nt
s 

/ (
 0

.4
 )

 0.032±pullMean =  0.205 

 0.023±pullSigma =  1.024 

D**

5− 4− 3− 2− 1− 0 1 2 3 4 5
 Pullrestn

0

20

40

60

80

100

120

140

160

E
ve

nt
s 

/ (
 0

.4
 )

 0.032±pullMean = -0.0050 

 0.023±pullSigma =  1.016 

Other background
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Chapter 7

Uncertainty Estimation

Due to time constraints, corrections have been applied individually and their systematic
uncertainties are determined by comparing variations to the respective nominal fit result where
only that correction has been applied. To keep things clear, the following nomenclature is
used: the fit result obtained in Section 6.1 is referred to as the main fit result, the reference
fit result of each of the following studies is called the nominal fit result, and the fit result from
Section 6.3 is called the fully corrected fit result.

7.1 PDF shapes

The uncertainty on the shapes of the fit components is estimated via resampling with replace-
ment. This is done 1000 times by randomly selecting events from the original PDF shape
sample until the so-called bootstrapped sample contains the same number of events – the
difference arising from the fact that the same event can be selected multiple times. Then
the unmodified fit sample is fitted using the PDF shapes generated from the bootstrapped
samples. The results of the 1000 fits are plotted in Figure 7.1.
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Figure 7.1: Fit results where bootstrapped PDF shape samples have been used for the PDF
shape generation. The red line denotes the main (nominal) fit result, and the grey band the
main result’s statistical uncertainty range. A Gaussian is fitted to the fit results and the
resulting standard deviation is used as the systematic uncertainty.

The distribution exhibits some features deviating from a Gaussian that may need further
investigation in the future. Still, a Gaussian is fitted to the results and its standard deviation
of 0.0235 is used as the systematic uncertainty from the PDF shape creation, corresponding
to a relative uncertainty of 11.22%.
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7.2 Lepton ID

Cutting on PID variables leads to a reduction in the selection efficiency which is not necessarily
well-modelled in the MC and thus needs to be corrected. Similar corrections need to be applied
on the efficiency with which an unwanted particle passes the PID cut – the misidentification
probability. The fraction of misidentified particles among the candidates is called a fake rate
[34]. A correction weight hence depends on both the true particle type and that as which it
was reconstructed, as well as both the laboratory frame momentum and polar angle of the
particle in question which determine the performance of the PID cut. Correction weights are
calculated centrally within the collaboration (see [35]), using high purity samples obtained
from very clean decays that do not need cuts on PID variables.

To estimate the systematic uncertainty arising from the lepton ID efficiency and fake rate
corrections, 1000 variations of the corresponding weights were generated for both the electron
and muon ID cuts at the same time using the PIDvar package [36]. Correlations between
bins are automatically taken care of by PIDvar. Each weight was applied on the sample used
for the PDF shape generation (also affecting the efficiencies used in the R(D∗) calculation,
see Eq. 6.1), while the nominal lepton ID weight was used for the fit sample. The results of
the 1000 fits with varied PDF sample weights are plotted in Figure 7.2. Using the nominal
lepton ID weight on both samples yields R(D∗) = 0.2225±0.0382 as indicated by the red line
and grey band in the plot below.
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Figure 7.2: Fit results where varied lepton ID weights were applied to the sample used for
PDF shape generation. The red line denotes the fit result obtained when using the nominal
lepton ID weights, and the grey range indicates the statistical uncertainty on the nominal
fit. A Gaussian is fitted to the fit results and the resulting standard deviation is used as the
systematic uncertainty. The statistical fit uncertainty fully covers the systematic uncertainty
introduced by the lepton ID corrections.

The standard deviation of the Gaussian fitted to the 1000 fit results is taken to be the
systematic uncertainty introduced by the lepton ID corrections. As such, the uncertainty is
determined to be 0.0211, which corresponds to a relative uncertainty of 9.50%.

Figures 7.3 and 7.4 contain the coverage plots showing for which regions in the laboratory
frame lepton momentum and polar angle lepton ID corrections are available, overlaid on top
of the distributions of events in the PDF shape sample. There are only a few events outside
the covered regions – these are not assigned a correction weight and instead continue to be
counted with a weight of one.
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(a) Coverage plot for e+ efficiency.
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(b) Coverage plot for e− efficiency.
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(c) Coverage plot for µ+ efficiency.
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(d) Coverage plot for µ− efficiency.
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(e) Coverage plot for π+ faking e+.
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(f) Coverage plot for π− faking e−.

Figure 7.3: Lepton ID coverage plots showing events from the 1044 fb−1 PDF shape sample.
p and θ are the laboratory frame lepton candidate momentum and polar angle in GeV/c and
rad, respectively. The red boxes mark the covered regions for which lepton ID corrections are
available. Created using the PIDvar package [36].
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(a) Coverage plot for π+ faking µ+.
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(b) Coverage plot for π− faking µ−.
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(c) Coverage plot for K+ faking e+.
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(d) Coverage plot for K− faking e−.
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(e) Coverage plot for K+ faking µ+.
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(f) Coverage plot for K− faking µ−.

Figure 7.4: Lepton ID coverage plots showing events from the 1044 fb−1 PDF shape sample.
p and θ are the laboratory frame lepton candidate momentum and polar angle in GeV/c and
rad, respectively. The red boxes mark the covered regions for which lepton ID corrections are
available. Created using the PIDvar package [36].
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7.3 Slow pion efficiency

In analogy to the method used for the lepton ID systematic uncertainty, 1000 slow pion
efficiency weight variations were created by sampling from a multinomial Gaussian distribution
described by the statistical (uncorrelated and correlated) and systematic uncertainties of the
weights. The used weights and their uncertainties are listed in Table 7.1. The correlation of
the correlated statistical uncertainties was assumed to be 100%, the same was assumed for
the systematic uncertainties. The varied weights were again applied to the sample used for
PDF shape generation, also affecting the efficiencies, while the nominal correction weights
were applied to the fit sample. The results can be seen in Figure 7.5. Using the nominal
weight on both samples yields R(D∗) = 0.2096± 0.0375.

p [GeV/c] Correction Stat. (uncorr.) Stat. (corr.) Syst.
0.05–0.12 0.996 0.022 0.015 0.003
0.12–0.16 0.990 0.017 0.015 0.003
0.16–0.20 0.987 0.019 0.015 0.003

Table 7.1: Momentum-dependent slow pion correction weights and statistical (uncorrelated
and correlated) and systematic uncertainties [37]. p is the laboratory frame π−

slow momentum.
Events outside the given momentum ranges are given a weight of 1.
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Figure 7.5: Fit results where varied slow pion efficiency weights were applied to the sample
used for PDF shape generation. The red line denotes the fit result obtained when using the
nominal slow pion efficiency weights, and the grey range indicates the statistical uncertainty
on the nominal fit. A Gaussian is fitted to the fit results and the resulting standard deviation
is used as the systematic uncertainty. Again the statistical fit uncertainty fully covers the
systematic uncertainty introduced by the slow pion efficiency.

The standard deviation of the fitted Gaussian is used as the systematic uncertainty which is
found to be 0.0151, corresponding to 7.21%.

7.4 B → D∗∗ℓ+νℓ and gap mode branching fractions

As the four B → D∗∗ℓ+νℓ branching fractions used in the Monte Carlo simulation are not
the most recent, they should be corrected to the newer values provided by the Heavy Flavor
Averaging Group (HFLAV). Notably, different weights for the four decay modes will affect the
PDF shape of the D∗∗ component. It is helpful to assume isospin symmetry between neutral
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and charged B meson decays, relating their branching fractions via their lifetimes τB as

B(B0 → X0) · τB+

τB0

= B(B+ → X+) (7.1)

to increase the statistics of the available branching fraction measurements [38]. Since these
branching fractions are difficult to measure, they come with large uncertainties.

There are also the so-called gap modes, which are introduced to fill the “gap” between the
measured inclusive semileptonic B decay branching fraction and the sum of all exclusive
branching fractions measured so far. As such, they have not been measured yet and are
merely a guess as to what further kinds of B decays might have contributed to the inclusive
measurement. In the nominal Belle II MC, the gap is filled with (unmeasured) B → D(∗)ηℓ+νℓ
decays. Due to their guess-based nature, the gap mode branching fractions are assigned an
uncertainty of 100%.

The most up-to-date B → D∗∗ℓ+νℓ and gap mode branching fractions can be found in
Table 7.2 along with their uncertainties.

Decay B(B+) [10−3] B(B0) [10−3]

B → D1ℓ
+νℓ 6.6322± 1.0894 6.1638± 1.0127

B → D∗
0ℓ

+νℓ 4.2000± 0.7500 3.9033± 0.6972
B → D′

1ℓ
+νℓ 4.2000± 0.9000 3.9033± 0.8366

B → D∗
2ℓ

+νℓ 2.9337± 0.3248 2.7265± 0.3020

B → Dηℓ+νℓ 3.7700± 3.7700 4.0920± 4.0920
B → D∗ηℓ+νℓ 3.7700± 3.7700 4.0920± 4.0920

Table 7.2: Isospin averaged B → D∗∗ℓ+νℓ and gap mode branching fractions [38].

The systematic uncertainty introduced by the uncertainty on the B → D∗∗ℓ+νℓ and gap
mode branching fractions is estimated separately for each decay mode by first applying a
correction weight on both the PDF shape and fit sample and performing the fit, and then
increasing/reducing the weight by its uncertainty, applying the new weight on the PDF shape
sample while still using the nominal branching fraction weight on the fit sample and again
performing the fits. In order to obtain symmetric uncertainties, the varied fit result with the
larger absolute deviation is chosen to determine the systematic uncertainty. The gap modes
are varied simultaneously as one decay mode. The results can be found in Table 7.3.

Decay R(D∗)fitnominal R(D∗)fitdown R(D∗)fitup Abs. uncert. Rel. uncert. [%]
B → D1ℓ

+νℓ 0.21049 0.19831 0.22097 0.01218 5.79
B → D∗

0ℓ
+νℓ 0.20951 0.21016 0.20885 0.00066 0.31

B → D′
1ℓ

+νℓ 0.20972 0.21624 0.20416 0.00653 3.11
B → D∗

2ℓ
+νℓ 0.21251 0.21621 0.20889 0.00370 1.74

B → D(∗)ηℓ+νℓ 0.21140 0.32352 0.11339 0.11212 53.03
τ+ → ℓ+νℓν̄τ 0.20958 0.21006 0.20913 0.00047 0.23

Table 7.3: Fit results for the corrected and varied B → D∗∗ℓ+νℓ and gap mode branching
fractions. The absolute uncertainty is simply the difference between the respective nominal
fit result and the varied fit result that deviates further from it. The relative uncertainty is
calculated relative to the main fit result. Also contains the τ decay systematic uncertainty
discussed in Section 7.6.

To get the combined systematic uncertainty from the four B → D∗∗ℓ+νℓ branching fractions
excluding the gap modes, the individual uncertainties are added in quadrature, yielding a rel-
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ative uncertainty of 6.80%. The systematic uncertainty coming from the gap mode branching
fraction is unreasonably large, especially compared to the previous analysis [12], and needs
further investigation. The effect of the varied branching fractions on the PDF shapes of the
fit components can be seen in Figure 7.6.
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Figure 7.6: Fitted M2
miss and pcms

ℓ distributions for corrected and varied gap mode branching
fractions (BFs).

As the large deviation of the gap mode branching fraction-varied fit results came from the fit
shuffling events between signal, D∗∗ and “rest” (the gap mode M2

miss and pcms
ℓ distributions

can be modelled through a combination of signal and D∗∗), and the used gap modes are
semileptonic B decays as are the D∗∗ modes, an attempt was made to add the gap modes to
the D∗∗ component and doing the variation. However, this did worsen the results further.
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7.5 Statistical uncertainty on the efficiency

Since events are selected with a probability ϵ = Nsel/Ngen out of a fixed number of generated
events Ngen, the number of selected events Nsel is expected to follow a binomial distribution.
The statistical uncertainty is therefore described by the binomial error:

σNsel
=
√
Ngenϵ(1− ϵ). (7.2)

It follows for the efficiency ϵ:

σϵ =
σNsel

Ngen
=

√
ϵ(1− ϵ)

Ngen
. (7.3)

The efficiencies and corresponding uncertainties obtained by inserting the numbers for the
1044 fb−1 PDF shape sample used in the efficiency calculation are ϵsig = 0.003877± 0.000042
for signal and ϵnorm = 0.010118± 0.000024 for normalisation mode events.

R(D∗) is shifted the most if the two efficiencies are varied in opposite directions. This is
done in both ways, and the larger deviation from the main fit result is used as the absolute
systematic uncertainty arising from the statistical uncertainty on the efficiencies. The result
is 0.00279, which corresponds to a relative uncertainty of 1.33%.

7.6 τ Decay branching fraction

As with the B → D∗∗ℓ+νℓ branching fractions, the values for the τ decays used in the
simulation are not the most up-to-date and should be corrected. The most recent results are
(17.82 ± 0.04)% for τ+ → e+νeν̄τ and (17.39 ± 0.04)% for τ+ → µ+νµν̄τ [4]. The correction
and uncertainty estimation is done in the exact same way as was done for B → D∗∗ℓ+νℓ
and the results have been added to Table 7.3 for convenience. To summarise however, the τ
decay branching fraction systematic has been found to be 0.00047, corresponding to a relative
uncertainty slightly below 0.23% where the effect on the efficiencies is included.

7.7 Tracking

As the distributions of the number of tracks on the signal/tag side are very similar for signal
and normalisation mode events (see Figure 7.7), the systematic uncertainty arising from the
tracking efficiency is expected to cancel in the ratio R(D∗).

7.8 Summary of uncertainties

A summary of all uncertainties that have been considered can be found in Table 7.4. Compared
to the previous analysis [12], one can see that the systematic uncertainty arising from the
PDF shape generation was almost halved, coming down from 20% to 11% due to the larger
sample used (700 fb−1 → 1044 fb−1). The biggest difference however is the gap mode, which
previously led to a systematic uncertainty of only 5% in combination with B → D∗∗ℓ+νℓ – this
discrepancy is as yet unexplained. Furthermore, the uncertainty on the lepton ID corrections
increased almost tenfold, from 1% to 9.50%, likely due to the way it was determined in the
previous analysis. The statistical uncertainty on the efficiency was reduced from 2.7% to
1.33%, again profiting from the increased statistics of the PDF shape sample, while the τ
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Figure 7.7: Comparison of the D0 decay channels and the number of tracks on the tag side for
signal and normalisation mode events. The number of tracks on the signal side is the decay
mode-dependent number of charged D0 daughters plus two (the lepton and the slow pion).

Source Relative uncertainty [%]
Gap mode branching fractions 53.03
PDF shapes 11.22
Lepton ID 9.50
Slow pion efficiency 7.21
B → D∗∗ℓ+νℓ branching fractions 6.80
Stat. uncertainty on the efficiency 1.33
τ Decay branching fraction 0.23
Tracking efficiency –
Total systematic uncertainty (without gap mode) 17.78
Total systematic uncertainty (with gap mode) 55.94
Statistical uncertainty 17.92

Table 7.4: Summary of considered systematic uncertainties on R(D∗). The total uncertainty
is obtained by adding the individual uncertainties in quadrature. Also added is the relative
statistical uncertainty on the main fit result.

decay branching fraction systematic remained unchanged. Newly included is the slow pion
efficiency correction. The statistical uncertainty stayed approximately the same, despite more
decay modes being included.
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Chapter 8

Conclusion

To summarise, the R(D∗) result measured in this analysis, using simulated data as input, is

R(D∗) = 0.2095± 0.0375 (stat) ± 0.1172 (syst) (8.1)

while the true value in the MC is 0.2580. A comparison with previous measurements can be
found in Table 8.1.

Measurement Result Stat. uncert. Syst. uncert. Rescaled stat. uncert.
BaBar (2012) 0.332 0.024 0.018 0.052
Belle (2015) 0.293 0.038 0.015 0.106
Belle (2017) 0.270 0.035 0.028 0.097
Belle (2019) 0.283 0.018 0.014 0.050
LHCb (2022) 0.281 0.018 0.024
LHCb (2023) 0.257 0.012 0.018
Belle II (2023) 0.267 0.041 0.033 0.081
This analysis 0.210 0.038 0.117 0.075

Table 8.1: Statistical and systematic uncertainties of previous R(D∗) measurements [7, 11]
(in case of asymmetric uncertainties the larger value is listed) compared to the main fit result
(Section 6.1) of this analysis. The rescaled statistical uncertainty is obtained by multiplication
with

√
NBB̄/10

8, corresponding to a projection on a sample containing 100 million BB̄ pairs.

Table 8.1 also lists the statistical uncertainties scaled by
√
NBB̄/10

8 to allow for a comparison
independent of the sample size. These correspond to the statistical uncertainty projected on
a sample size of 100 million BB̄ events. LHCb is not really comparable in this regard as it is
not a B factory operating at the Υ(4S) energy. It should also be noted that the Belle analysis
from 2019 uses a semileptonic tag, leading to higher statistics and hence the smallest rescaled
statistical uncertainty – this is also not directly comparable to this analysis due to the lepton
veto employed in the tag side reconstruction.

Mainly due to the gap modes discussed in Section 7.4, this analysis suffers from a large
systematic uncertainty compared to exclusive measurements. The uncertainty should be in-
vestigated in more detail in the future, especially since it is much larger than determined in
the previous analysis done by Sofia Palacios Schweitzer [12]. However, numerous checks were
performed to confirm the weighted fits were working as intended, and all D0 decay modes
listed in Table 4.3 (of which only the first was used in [12]) introduce the same fraction of gap
mode events. Consequently, there is also a very real possibility that the gap mode branching
fractions do indeed create such a large uncertainty. However, as the gap modes used are

55
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merely a guess to explain the difference between inclusive and exclusive measurements, there
is no guarantee that they accurately describe the real, as yet unobserved decays in the gap.
In fact, this is unlikely as they are simulated using only the PHSP (phase space) decay model,
which is not expected to accurately model the chosen B → D(∗)ηℓ+νℓ decays. Using a more
realistic model might decrease the sensitivity to the gap modes (as for example the systematic
uncertainty arising from the four B → D∗∗ℓ+νℓ modes, to which B → D(∗)ηℓ+νℓ decays are
expected to be similar, is small despite the relatively large uncertainties on the branching
fractions), though ideally, the true content of the gap should be measured.

Even without the gap mode, the systematic uncertainty is still the largest at 0.0372 when
compared to the previous analyses. The statistical uncertainty on the other hand is in fact
better than in the majority of previous analyses, thanks to the inclusive reconstruction. In
addition, a combined cut optimisation has not been performed yet, and as the multiclass
classifier worked well on its own, it may be worth investigating further if e.g. a transformation
of the output can be found that can reliably be fitted, providing further ways to reduce
uncertainties. Further possible improvements could be the inclusion of more decay modes,
as well as the already mentioned optimisation of the smoothness parameter ρ in the PDF
shape generation. As such, the analysis is not finished yet (hence it is still blinded), and will
hopefully shed more light onto the mystery of the R(D∗) discrepancy in the future.
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