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We report a measurement of the $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ cross section in the energy range from 0.62 to
3.50 GeV using an initial-state radiation technique. We use an $e^{+} e^{-}$data sample corresponding to $191 \mathrm{fb}^{-1}$ of integrated luminosity, collected at a center-of-mass energy at or near the $\Upsilon(4 S)$ resonance with the Belle II detector at the SuperKEKB collider. Signal yields are extracted by fitting the twophoton mass distribution in $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$ events, which involve a $\pi^{0} \rightarrow \gamma \gamma$ decay and an energetic photon radiated from the initial state. Signal efficiency corrections with an accuracy of $1.6 \%$ are obtained from several control data samples. The uncertainty on the cross section at the $\omega$ and $\phi$ resonances is dominated by the systematic uncertainty of $2.2 \%$. The resulting cross sections in the $0.62-1.80 \mathrm{GeV}$ energy range yield $a_{\mu}^{3 \pi}=[48.91 \pm 0.23$ (stat) $\pm 1.07$ (syst) $] \times 10^{-10}$ for the leading-order hadronic vacuum polarization contribution to the muon anomalous magnetic moment. This result differs by 2.5 standard deviations from the most precise current determination.

## I. INTRODUCTION

The measured hadronic cross section for $e^{+} e^{-}$annihilation at center-of-mass (c.m.) energies below 2 GeV plays an important role in obtaining the standard model (SM) prediction for the hadronic vacuum polarization (HVP) contribution to the muon anomalous magnetic moment $a_{\mu} \equiv\left(g_{\mu}-2\right) / 2$ through dispersion relations, where $g_{\mu}$ is the muon gyromagnetic ratio. A discrepancy of about five standard deviations $(\sigma)$ between the world average of $a_{\mu}$ measured by experiments at BNL [1] and FNAL [2, 3], and SM predictions based on dispersion relations has been reported [4-6]. The HVP contribution is the main source of uncertainty in the SM prediction, accounting for more than $80 \%$ of the current theoretical uncertainty. Therefore, improving the precision of the HVP term is the key to clarifying the picture. Discrepancies between measurements of the cross section have an impact on the uncertainty in the HVP contribution to $a_{\mu}, a_{\mu}^{\mathrm{HVP}}$. In the $\pi^{+} \pi^{-}$final state, the long-standing difference in experimental values between BABAR [7] and KLOE [8-11] contributes to the systematic uncertainty in $a_{\mu}^{\mathrm{HVP}}$. A preliminary result recently reported from CMD-3 [12, 13] suggests a different value closer to the SM. In addition, recent predictions based on lattice QCD calculations show $2-3 \sigma$ differences from values based on dispersion relations, i.e., a smaller difference from the measured $a_{\mu}[14-17]$. Therefore, additional experimental measurements are important to clarify the situation.

We report herein a new measurement of the cross section for $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ in the energy range from 0.62 to 3.50 GeV using a $191 \mathrm{fb}^{-1}$ data sample from the Belle II experiment and applying an initial-state radiation (ISR) technique $[18,19]$. The Belle II experiment is an electron-positron-collider detector operating at c.m. energies at and near the $\Upsilon(4 S)$ resonance, 10.58 GeV . Using ISR production and a technique that employs events in which a single energetic ISR photon is emitted, one can measure $e^{+} e^{-}$cross sections to hadrons as a function of c.m. energy while operating the accelerator at a fixed c.m. energy. The ISR technique is complementary to the competing method of measuring the hadronic cross-section by varying the c.m. energy directly.

We measure the cross section for $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ in ISR production, in which the photon is emitted from ISR. The $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ cross section $\sigma_{3 \pi}\left(\sqrt{s^{\prime}}\right)$, including vacuum-polarization contributions ('dressed') as
a function of energy $\sqrt{s^{\prime}}=M(3 \pi)$, is obtained from the relation $s^{\prime}=s-2 \sqrt{s} E_{\gamma}^{*}$. Here, $\sqrt{s}$ and $E_{\gamma}^{*}$ are the energy of the $e^{+} e^{-}$system and ISR photon in the c.m. frame, respectively. The double differential cross section of the ISR process is related to $\sigma_{3 \pi}\left(\sqrt{s^{\prime}}\right)$ by

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{3 \pi \gamma}}{\mathrm{~d} \sqrt{s^{\prime}} \mathrm{d} \cos \theta_{\gamma}^{*}}=\frac{2 \sqrt{s^{\prime}}}{s} W\left(s, s^{\prime}, \theta_{\gamma}^{*}\right) \sigma_{3 \pi}\left(\sqrt{s^{\prime}}\right) \tag{1}
\end{equation*}
$$

where $\theta_{\gamma}^{*}$ is the polar angle of the ISR photon momentum relative to the beam axis, in the c.m. frame. The radiator function $W\left(s, s^{\prime}, \theta_{\gamma}^{*}\right)$ describes the probability of the ISR photon emission, which is calculated by QED [19]. At leading order and neglecting the term proportional to $m_{e}^{2} / s$, where $m_{e}$ is the electron mass, the radiator function is given by

$$
\begin{equation*}
W\left(s, s^{\prime}, \theta_{\gamma}^{*}\right)=\frac{\alpha}{\pi}\left(\frac{s^{2}+s^{\prime 2}}{s\left(s-s^{\prime}\right)} \frac{1}{\sin ^{2} \theta_{\gamma}^{*}}-\frac{1}{2} \frac{s-s^{\prime}}{s}\right) \tag{2}
\end{equation*}
$$

where $\alpha$ is the fine-structure constant. In ISR processes, the ISR photons are emitted predominantly almost collinearly to the beam direction. This analysis includes a small fraction (about 10\%) of the ISR photons emitted at large polar angles but within the detector acceptance.

The measured (visible) three-pion mass spectrum is given by the following relation:

$$
\begin{equation*}
\frac{\mathrm{d} N_{\mathrm{vis}}}{\mathrm{~d} \sqrt{s^{\prime}}}=\sigma_{3 \pi} \varepsilon \frac{\mathrm{~d} L_{\mathrm{eff}}}{\mathrm{~d} \sqrt{s^{\prime}}} r_{\mathrm{rad}} \tag{3}
\end{equation*}
$$

where $\varepsilon$ is the signal efficiency, $\mathrm{d} L_{\text {eff }} / \mathrm{d} \sqrt{s^{\prime}}$ is the so-called effective luminosity, and $r_{\text {rad }}$ is the radiative correction to the leading order ISR $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$ cross section, to take higher-order ISR processes into account [20, 21]. The effective luminosity, given from the radiator function [Eq. (2)] for the ISR photon in the angular range, $\theta_{\min }^{*}<$ $\theta_{\gamma}^{*}<180-\theta_{\text {min }}^{*}$, is defined by

$$
\begin{align*}
\frac{\mathrm{d} L_{\mathrm{eff}}}{\mathrm{~d} \sqrt{s^{\prime}}} & =L_{\mathrm{int}} \frac{2 \sqrt{s^{\prime}}}{s} \int_{\theta_{\min }^{*}}^{\pi-\theta_{\min }^{*}} W\left(s, s^{\prime}, \theta^{\prime}\right) \sin \theta^{\prime} \mathrm{d} \theta^{\prime} \\
& =L_{\mathrm{int}} \frac{2 \sqrt{s^{\prime}}}{s} \frac{\alpha}{\pi}\left(\frac{s^{2}+s^{\prime 2}}{s\left(s-s^{\prime}\right)} \ln \frac{1+C}{1-C}-\frac{s-s^{\prime}}{s} C\right) \tag{4}
\end{align*}
$$

where $L_{\mathrm{int}}$ is the integrated luminosity of the data set, $\theta_{\text {min }}^{*}$ is the minimum polar angle of an ISR photon in the c.m. frame, and $C$ is $\cos \theta_{\text {min }}^{*}$.

The three-pion process is the second largest contributor to $a_{\mu}^{\mathrm{HVP}}$ after the $\pi^{+} \pi^{-}$final state. The uncertainty in the three-pion contribution accounts for $15 \%$ of the total uncertainty in $a_{\mu}^{\mathrm{HVP}}$ [4]. The $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ cross section has been measured previously by several $e^{+} e^{-}$ experiments. These include the SND and CMD-2 experiments at the VEPP-2M collider [22-28], which measured the cross section up to 1.4 GeV by scanning the beam energy. In addition, SND at VEPP-2000 measured the cross section by scanning the energy range of $1.05-2.0 \mathrm{GeV}$ [29]. The BABAR experiment at the PEP-II collider measured three-pion cross sections up to around 3.5 GeV with a data sample recorded at a c.m. energy of 10.58 GeV using the ISR technique $[30,31]$. The $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ contribution to $a_{\mu}^{\mathrm{HVP}}, a_{\mu}^{3 \pi}$, is summarized in Ref [4], which quotes an uncertainty of $3 \%$. However, this average does not include the recent BABAR 2021 result [31], which has $1.3 \%$ precision. A global fit including the BABAR 2021 result, achieves a precision of $1.2 \%$ [32].

Our analysis follows the BABAR 2021 measurement in many aspects. To obtain the mass spectrum $\mathrm{d} N_{\mathrm{vis}} / \mathrm{d} \sqrt{s^{\prime}}$, we reconstruct $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$ candidates after an initial event selection and extract the signal by fitting the two-photon mass distribution as a function of $\pi^{+} \pi^{-} \pi^{0}$ mass and determining the yield of $\pi^{0} \rightarrow \gamma \gamma$ decays. The $3 \pi$ mass spectrum is characterized by the $\omega(782)$ and $\phi(1020)$ resonances below $1.05 \mathrm{GeV} / c^{2}$, the $\omega(1420)$ and $\omega(1650)$ resonances in the range $1.1-1.8 \mathrm{GeV} / c^{2}$, and the $J / \psi$ resonance at $3.09 \mathrm{GeV} / c^{2}$. Residual background events are estimated using control samples and subtracted from the observed spectrum. The spectrum is then unfolded to correct for the effect of detector resolution. The signal efficiency $\varepsilon$ is obtained from simulation and corrected for possible differences between the data and simulation using various data control samples. The cross section is obtained from Eq. (3), and the threepion contribution to $a_{\mu}^{\mathrm{HVP}}$ is determined based on the measured cross section. Key aspects are signal selection, background estimation, and efficiency determination and their associated systematic uncertainties.

This article is organized as follows. We first discuss the Belle II detector and the Monte Carlo simulation program in Sec. II; event selection criteria are discussed in Sec. III. Section IV describes the background estimation using several data control samples, selected to enhance each of the background components. Section V presents the validation of efficiencies from various control samples. The unfolding is discussed in Sec. VI. After discussing the systematic uncertainty on the cross section measurement, we provide the cross section results in Sec. VIII. Using these results, we evaluate the three-pion contribution to the HVP term in $a_{\mu}$ in Sec. IX. Finally, we discuss differences from the BABAR measurement in Sec. X and conclude in Sec. XI.

## II. THE BELLE II DETECTOR AND SIMULATION

We use a $191 \mathrm{fb}^{-1}$ data sample collected from 2019 to 2021 at a c.m. energy of 10.58 GeV at the Belle II experiment. The Belle II experiment is located at $\mathrm{Su}-$ perKEKB, which collides $7-\mathrm{GeV}$ electrons with $4-\mathrm{GeV}$ positrons at energies at or near the $\Upsilon(4 S)$ resonance [33]. The Belle II detector [34] has a cylindrical geometry. Its coordinate system is defined with the $z$ axis in the laboratory frame, which is the symmetry axis of the superconducting solenoid. The polar angle $\theta$ is defined with respect to the $+z$ axis. The detectors that are used to reconstruct trajectories of charged particles are a twolayer silicon-pixel detector (PXD) surrounded by a fourlayer double-sided silicon-strip detector (SVD) [35] and a 56-layer central drift chamber (CDC). The second layer of the PXD covered only one-sixth of the azimuth for the data analyzed in this paper. Surrounding the CDC, which also provides ionization-energy-loss measurements, is a time-of-propagation counter (TOP) [36] in the barrel region and an aerogel-based ring-imaging Cherenkov counter (ARICH) in the forward region. These detectors provide charged-particle identification. Surrounding the TOP and ARICH is an electromagnetic calorimeter (ECL) composed of $\mathrm{CsI}(\mathrm{Tl})$ crystals that primarily provide energy and timing measurements for photons and electrons. Outside of the ECL is the superconducting solenoid magnet. The magnet provides a 1.5 T axial magnetic field. Its flux return is instrumented with resistiveplate chambers and plastic scintillator modules to detect muons, $K_{L}^{0}$ mesons, and neutrons.

Signal and background simulation data are used for the determination of the signal efficiency and background. The detector geometry and response are simulated using GEANT4-based simulation framework [37-39]. The experimental and simulated samples are reconstructed using the Belle II software [38, 39]. Signal $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$ events are modeled by PHOKHARA [20, 21, 40] (version 9.1), where we limit the polar angle of the ISR photon to the range $20^{\circ}<\theta_{\gamma}^{*}<160^{\circ}$. The kinematic properties of the $3 \pi$ system implemented in PHOKHARA are based on previous measurements in $e^{+} e^{-}$annihilation [40]. The vacuum polarization corrections given in Ref. [41] are used in the event generation. In addition, the invariant mass of the hadronic system and the ISR photon at the generator level is required to be greater than $8 \mathrm{GeV} / c^{2}$ to suppress events with extra ISR photon emissions.

The background processes $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ and $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \gamma$ are also generated with PHOKHARA. The reaction $e^{+} e^{-} \rightarrow K^{+} K^{-} \pi^{0} \gamma$ is simulated by PHOKHARA for the production of the ISR photon, and EvtGen [42] is used for the $\gamma^{*} \rightarrow K^{+} K^{-} \pi^{0}$ decay from the hadronic system at a given mass. Backgrounds from $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} \gamma$ and $e^{+} e^{-} \rightarrow q \bar{q}$ processes, with $q$ indicating an $u, d, s$, or $c$ quark, are generated using KKMC [43], with hadronization and hadronic decays simulated by PYTHIA8 [44] and EVTGEN, respectively. Hadronic $e^{+} e^{-} \rightarrow q \bar{q}$ events with

ISR emission are excluded from the samples, to avoid overlap with the PHOKHARA sample. The $e^{+} e^{-} \rightarrow \tau^{+} \tau^{-}$ process is generated with KKMC, and $\tau$ decays are simulated with TAUOLA [45]. Electron-related backgrounds including $e^{+} e^{-} \rightarrow e^{+} e^{-}(\gamma)$ and $e^{+} e^{-} \rightarrow \gamma \gamma$ are simulated using the BABAYAGA@NLO generator [46]. Beam backgrounds are simulated separately and overlaid on each Monte Carlo sample [47].

To minimize experimental bias, the event selection and analysis workflow are optimized using simulated events before examining data. Several data control samples are used to determine the dominant backgrounds as well as signal efficiency correction factors.

## III. EVENT SELECTION

## A. Baseline selection

Events including an energetic ISR photon are selected with a hardware-based ECL trigger. Events are accepted if energy deposits exceeding 2 GeV of c.m. energy are detected in the barrel region of the ECL. For processes with $3 \pi$ masses below $3.5 \mathrm{GeV} / c^{2}$, which are measured in this paper, the ISR photon has an energy greater than 4 GeV , and satisfies this trigger condition.

In the offline analysis, signal $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$ candidates are reconstructed from two oppositely charged particles and three photons. Charged particles are reconstructed from tracks using PXD, SVD, and CDC information. To suppress misreconstructed and beam-induced background tracks, each charged particle is required to have a transverse momentum greater than $0.2 \mathrm{GeV} / c$, have more than 20 CDC wire hits, and originate from the interaction point; we require the transverse and longitudinal projections of the distance between the interaction point and the track to be smaller than 0.5 cm and 2.0 cm , respectively. Photons are selected from clusters, sets of adjacent crystals detected in the ECL that do not match the extrapolation of CDC tracks. The clusters are required to have energies greater than 100 MeV and polar angles within the CDC acceptance in the laboratory frame of $17^{\circ}<\theta^{\text {lab. }}<150^{\circ}$. Events with two oppositely charged particles and at least three candidates passing the photon requirements are selected. The ISR photon candidate is required to have an energy greater than 2 GeV in the c.m. frame and have a polar angle in the barrel region $37.3^{\circ}<\theta_{\gamma}^{\text {lab. }}<123.7^{\circ}$, which corresponds approximately to the angular range $48-135^{\circ}$ in the c.m. system. We require the invariant mass of the $\pi^{+} \pi^{-} \gamma \gamma \gamma$ system to be greater than $8.0 \mathrm{GeV} / c^{2}$ to suppress extra ISR emission.

We kinematically fit the four-momentum of the $\pi^{+} \pi^{-} \gamma \gamma \gamma$ final state to match the four-momentum of the $e^{+} e^{-}$beams (4C fit). In order to extract signal yields from fits to diphoton invariant mass, the $\pi^{0}$ mass constraint is not imposed in the 4C fit. A 4C kinematic fit is performed for all $\pi^{+} \pi^{-} \gamma \gamma \gamma$ combinations if one photon


Figure 1. Distribution of $\chi_{2 \pi 3 \gamma}^{2}$ for events in the range $0.72<M(3 \pi)<0.84 \mathrm{GeV} / c^{2}$. The points with error bars show the data after the baseline selection. The filled and dashed histograms are the simulations for signal and background, respectively. The simulated signal is normalized to the integrated luminosity of data. The background simulation is scaled by a factor of 50 . The dotted vertical line represents the upper bound of the $\chi_{2 \pi 3 \gamma}^{2}$ selection.
satisfies the ISR criterion and the invariant mass of the remaining two photons $(M(\gamma \gamma))$ is less than $1.0 \mathrm{GeV} / c^{2}$. We use a relatively wide $\pi^{0}$ sideband to determine the level of combinatorial $\gamma \gamma$ background. If there are more than three photons in an event, we take all three-photon combinations. Figure 1 shows the distribution of $\chi_{2 \pi 3 \gamma}^{2}$, the chi-squared value obtained from the 4 C fit. In Fig. 1, the background simulation is scaled by a factor of 50 . We require $\chi_{2 \pi 3 \gamma}^{2}$ to be less than 50. After applying the kinematic fit, $\pi^{0}$ candidates are reconstructed from twophoton combinations. Each $\pi^{0}$ candidate is required to have a $\gamma \gamma$ opening angle in the laboratory frame less than 1.4 rad and the angle between the transverse momenta of the $\gamma \gamma,\left|\Delta \varphi_{\gamma \gamma}\right|$, less than 1.5 rad , where $\varphi$ is the azimuthal angle around the magnetic field axis.

## B. Background suppression criteria

To reduce the systematic uncertainty due to background subtraction, further selections are imposed to suppress possible backgrounds. We reject any charged particle identified as an electron or a kaon to reduce the contribution from the $e^{+} e^{-} \rightarrow e^{+} e^{-}(\gamma), e^{+} e^{-} \rightarrow \gamma \gamma$, and $e^{+} e^{-} \rightarrow K^{+} K^{-} \pi^{0} \gamma$ processes. The likelihood for pionkaon identification is obtained by combining information from all sub-detectors except for the PXD. Information from the CDC, ECL, ARICH, and KLM is used for pionelectron identification. We require the square of the mass recoiling against the $\pi^{+} \pi^{-}$pair to be greater than $4 \mathrm{GeV}^{2} / c^{4}$ to reduce $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \gamma$ and $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} \gamma$ backgrounds.

One of the largest backgrounds is from the $e^{+} e^{-} \rightarrow$ $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ process. For events with two charged par-
ticles and at least five photons, we reconstruct the $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ candidate and reject events containing a candidate that meets the following criteria. We apply the same selection criteria for charged particles and an ISR photon as those used in the $\pi^{+} \pi^{-} \pi^{0} \gamma$ signal selection. Two $\pi^{0}$ 's are reconstructed with different selections. The minimum photon energy requirement is 100 MeV for one $\pi^{0}$ and 50 MeV for the other. The invariant mass selection $0.110<M(\gamma \gamma)<0.158 \mathrm{GeV} / c^{2}$ is applied to both $\pi^{0}$ 's. A kinematic fit is then applied to the $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ candidate imposing four-momentum conservation. Events containing a reconstructed $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ candidate having a chi-squared of the 4 C kinematic fit $\chi_{2 \pi 5 \gamma}^{2}<30$ are rejected. This criterion reduces $43 \%$ of the $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ background, retaining $97 \%$ of the signal.

A selection on the invariant mass of a charged pion and the most energetic $\gamma$ in the c.m. frame, $M\left(\pi^{ \pm} \gamma\right)>$ $2 \mathrm{GeV} / c^{2}$, is applied to reduce background from $e^{+} e^{-} \rightarrow$ $\tau^{+} \tau^{-}$and non-ISR $e^{+} e^{-} \rightarrow q \bar{q}$ backgrounds that include a high momentum $\rho^{ \pm} \rightarrow \pi^{ \pm} \pi^{0}$ decay. Most of the remaining non-ISR $q \bar{q}$ backgrounds are from events in which one or both of the photons from the $\pi^{0}$ have high energy and can be reconstructed as an ISR photon. To reduce this background, a selection on the invariant mass of the ISR photon candidate and any additional photon, $M\left(\gamma_{\mathrm{ISR}} \gamma\right)$, is applied; we reject events containing a photon satisfying $0.10<M\left(\gamma_{\text {ISR }} \gamma\right)<0.17 \mathrm{GeV} / c^{2}$. Two photons from a high momentum $\pi^{0}$ occasionally produce a single cluster (a merged cluster) in the ECL. These merged clusters can be distinguished from single photons using their ECL energy distributions. We use the second moment of an ECL cluster, which is defined by

$$
\begin{equation*}
S \propto \frac{\sum_{i}^{n} E_{i} r_{i}^{2}}{\sum_{i}^{n} E_{i}} \tag{5}
\end{equation*}
$$

where $n$ is the number of ECL crystals associated with the cluster, $i$ is the index of the ECL crystal, $E_{i}$ is the energy of crystal $i$, and $r_{i}$ is the distance between the center of the crystal and the cluster axis. The distribution of the cluster second moment is shown in Fig. 2. The cluster's second moment peaks around 1.0 for a typical ISR photon cluster, whereas it has a wider distribution in the range of $1.0-3.0$ for merged single clusters. Candidate ISR photons with $S$ values greater than 1.3 are rejected.

The signal efficiency of the background suppression criteria is about $91 \%$. After applying all selections, $92 \%$ of events have a single signal candidate. In events with multiple candidates, the one with the minimum $\chi_{2 \pi 3 \gamma}^{2}$ is selected. To extract the signal yield at a given threepion mass $M(3 \pi)$, we determine the yield of $\pi^{0}$ mesons in the range $0.123<M(\gamma \gamma)<0.147 \mathrm{GeV} / c^{2}$ after all of the selection requirements. After applying the background suppression criteria, the signal purity estimated from the simulation increases from $91 \%$ to $98 \%$ in the $M(3 \pi)$ region below $1.05 \mathrm{GeV} / c^{2}$.


Figure 2. Distribution of ISR cluster second moment $S$ for events with all background-suppression requirements applied except for those on $S$. The points with error bars show the data. The stacked histograms are the simulations for signal (cyan) and background (grey). The simulated signal is normalized to the integrated luminosity of data. Events to the right of the dotted vertical line are rejected.

## C. Comparisons of data and Monte Carlo simulation

As a consistency check, we now compare detailed distributions in data and Monte Carlo simulation after all selection requirements are applied.

The energy and polar angle distributions of ISR photons in data are compared with simulation in Fig. 3. Figure 4 shows the momentum and polar angle distributions of charged pions. Figure 5 shows the invariant mass distribution of the two pion system when the invariant mass of the $\pi^{+} \pi^{-} \pi^{0}$ system is in the $\omega$ region, $0.72<M(3 \pi)<0.84 \mathrm{GeV} / c^{2}$. In Figs. 3-5, the background simulation is scaled up by a factor of 50. A good agreement in Figs. 3, 4, and 5 confirms that the Monte Carlo event generator and detector simulation reproduce the basic variables well. There are slight discrepancies in the charged dipion invariant mass distribution for the $3 \pi$ mass region $1.1-1.8 \mathrm{GeV} / c^{2}$, as shown in Fig. 6. In Figs. 6, the background simulation is scaled up by a factor of 10 . BABAR in Ref. [40] also observed a similar $\rho-\omega$ interference pattern near $m_{\omega}$, which is not modeled by PHOKHARA. Although the model implemented in PHOKHARA is not perfect, this difference does not affect our cross section measurement as a function of $M(3 \pi)$. We confirm that the efficiency does not depend on the dipion mass $M\left(\pi^{+} \pi^{-}\right)$.

## IV. BACKGROUND ESTIMATION

We use Monte Carlo simulation normalized to the integrated luminosity of the data as an approximate description of the sample composition. The simulated sig-


Figure 3. Distribution of (left) ISR energy and (right) polar angle in the laboratory frame. The points with error bars show the data after all signal selections. The filled and dashed histograms are the simulations for the signal and background, respectively. The simulated signal is normalized to the integrated luminosity of the data. The background simulation is scaled by a factor of 50 .


Figure 4. Distribution of (left) charged-pion momentum and (right) polar angle in the laboratory frame. The convention in the figure is the same as in Fig. 3.


Figure 5. Distribution of (left) charged and (right) neutral dipion mass. The convention in the figure is the same as in Fig. 3.


Figure 6. Distribution of $\pi^{+} \pi^{-}$invariant mass in the $3 \pi$ mass range of $1.1-1.8 \mathrm{GeV} / c^{2}$. The convention in the figure is the same as in Fig. 3. The background simulation is scaled by a factor of 10 .
nal and backgrounds after applying all selection requirements are shown in Fig. 7. The overall background level is less than $1 \%$ in the $\omega$ and $\phi$ resonance regions and is about $10 \%$ above $1.05 \mathrm{GeV} / c^{2}$. The main backgrounds remaining in the sample are $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma, e^{+} e^{-} \rightarrow$ $K^{+} K^{-} \pi^{0} \gamma, e^{+} e^{-} \rightarrow q \bar{q}$, and combinatorial $\gamma \gamma$ background. The last one refers to a background in which one or both photons in the $\pi^{0}$ candidate do not originate from a real $\pi^{0}$. This background dominates in the $\omega$ and $\phi$ resonance regions but does not have a signal-like peak at the $\pi^{0}$ mass, so it is not expected to bias our signal extraction, which is based on determining the $\pi^{0}$ yield. Since the processes $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \gamma$ and $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} \gamma$ contribute only to the combinatorial $\gamma \gamma$ background we do not discuss them in this section.

To confirm the background expectation from the simulation, we examine several data control samples, each enhanced in a specific background source.
A control sample that enhances the $e^{+} e^{-} \rightarrow$ $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ background is selected by requiring $\chi_{2 \pi 5 \gamma}^{2}<$ 100 and $100<\chi_{2 \pi 3 \gamma}^{2}<1000$. The first condition selects $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ candidates while the second reduces the contamination from $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$. The resulting $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ sample has $95 \%$ purity. Figures 8 show data-simulation comparisons in the $M(3 \pi)$ distribution of the $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ sample for (a) the full mass region and (b) the region below $1.3 \mathrm{GeV} / c^{2}$. The $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ model implemented in PHOKHARA reproduces the $M(3 \pi)$ distribution well, except for the normalization of the $\omega$ signal. After subtracting the small contamination from other processes, a scale factor as a function of $3 \pi$ mass is determined from Fig. 8 by taking the bin-by-bin ratio between the data and the simulation. For the $3 \pi$ mass region below $1.05 \mathrm{GeV} / c^{2}$, there is a clear $\omega$ signal from $e^{+} e^{-} \rightarrow \omega \pi^{0} \gamma \rightarrow \pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$. Since the $\omega$ resonance is narrow, we fit the $3 \pi$ mass shape with an $\omega$ signal and a smooth component for the data


Figure 7. Distribution of $3 \pi$ mass spectrum in Monte Carlo simulation after all background suppression requirements. The filled stacked histograms are the individual contributions: signal $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$ (cyan), combinatorial $\gamma \gamma$ background (yellow), $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ (orange), $e^{+} e^{-} \rightarrow K^{+} K^{-} \pi^{0} \gamma$ (green), and non-ISR $q \bar{q}$ (blue). The samples are normalized to the integrated luminosity of data.
and the simulation, and obtain a scale factor from the ratio between the data and the simulation. The $M(3 \pi)$ distribution is modeled using a Voigt function, which is a convolution of a Breit-Wigner function with a Gaussian function, for the $\omega$ resonance peak and a Gaussian function for the non- $\omega$ component up to $1.05 \mathrm{GeV} / c^{2}$. The scale factor is 1.3 at the $\omega$ resonance and varies from 0.8 to 1.2 in the neighboring regions. The uncertainty in the $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ level is $10 \%-20 \%$, which includes the statistical uncertainty of the simulation and the uncertainty on the efficiency associated with the additional $\pi^{0}$.

A data-to-simulation scale factor for the $e^{+} e^{-} \rightarrow$ $K^{+} K^{-} \pi^{0} \gamma$ background is evaluated using a control sample that enhances the $K^{+} K^{-} \pi^{0} \gamma$ component, where both charged particles are identified as kaons. The scale factor as a function of $3 \pi$ mass is determined by taking the ratio of the $M(3 \pi)$ distribution of the data to the corresponding simulated sample, which assumes a $K^{*}(892)^{ \pm} K^{\mp}$ intermediate state. Figure 9 compares the $M(3 \pi)$ distribution of the $K^{+} K^{-} \pi^{0} \gamma$ control sample, where the pion mass hypothesis is assumed for the charged particles. The $K^{+} K^{-} \pi^{0} \gamma$ model implemented in PHOKHARA and EvtGen reproduces the enhancement of the $K^{+} K^{-} \pi^{0} \gamma$ process with an accuracy of around $50 \%$. Contamination from other processes, such as $\pi^{+} \pi^{-} \pi^{0} \gamma$, is negligible. The scale factor for the $K^{+} K^{-} \pi^{0} \gamma$ component is obtained in $100-\mathrm{MeV} / c^{2}$-wide $M(3 \pi)$ bins. A $10 \%-20 \%$ uncertainty due to the limited size of experimental and simulated samples and an uncertainty in the corrections to the pion-kaon identification efficiency is assigned for the scale factor.

The non-ISR $q \bar{q}$ background is negligible in the $\omega$ and $\phi$ mass regions, and is dominant in the high mass region beyond $1.05 \mathrm{GeV} / c^{2}$; the main source is the $e^{+} e^{-} \rightarrow$ $\pi^{+} \pi^{-} \pi^{0} \pi^{0}$ process. In the latter process, two photons


Figure 8. Distribution of $3 \pi$ mass in the $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ control sample (a) for the $3 \pi$ mass range $0.4-3.5 \mathrm{GeV} / c^{2}$ in $100-\mathrm{MeV} / c^{2}$-wide bins and (b) for the $3 \pi$ mass range $0.6-1.3 \mathrm{GeV} / c^{2}$ in $10-\mathrm{MeV} / c^{2}$-wide bins. Events are selected with the requirements $100<\chi_{2 \pi 3 \gamma}^{2}<1000$ and $\chi_{2 \pi 5 \gamma}^{2}<100$. Points with error bars show the data and the stacked histograms show the simulations. Bottom panels show data-to-simulation ratios.


Figure 9. Distribution of $3 \pi$ mass in the $e^{+} e^{-} \rightarrow K^{+} K^{-} \pi^{0} \gamma$ control sample, assigning the pion mass to both tracks. Points with error bars show the data, and stacked histograms show the simulations. Bottom panels show data-to-simulation ratios.
from one of the $\pi^{0}$ 's, which has a relatively high momentum, are merged into a single cluster in the ECL, resulting in misidentification of the $\pi^{0}$ as an ISR photon. A data-to-simulation scale factor for the non-ISR $q \bar{q}$ background as a function of $3 \pi$ mass is estimated from events in which the ISR photon candidate originates from a merged cluster of $\pi^{0}$ decay photons. A control sample is selected with the requirement that the cluster second moment be above 1.5 and $100<\chi_{2 \pi 3 \gamma}^{2}<1000$. Although the shape of the $3 \pi$ mass spectrum is generally consistent, the Monte Carlo simulation overestimates this background compared to data by a factor of two. Therefore, the scale factor in the range $0.5-1.4 \mathrm{GeV} / c^{2}$ is $0.5-0.8$. We also test the simulated non-ISR $q \bar{q}$ background using
a control sample selected by requiring that $M\left(\gamma_{\mathrm{ISR}} \gamma\right)$ is consistent with the $\pi^{0}$ mass and $100<\chi_{2 \pi 3 \gamma}^{2}<1000$, and obtain consistent results.

There are small potential backgrounds from non-ISR $\omega \pi^{0}$ production, such as $e^{+} e^{-} \rightarrow \omega \pi^{0} \rightarrow \pi^{+} \pi^{-} \pi^{0} \pi^{0}$, and meson production with final-state radiation (FSR). The former background contributes under the $\omega$ resonance in the signal region. The current simulation for this process is uncertain since the cross section is not well known. We test the prediction using a control sample in which the cluster second-moment requirement in the signal selection is reversed from below 1.3 to above 1.5. This control sample shows that the simulation agrees with the data at the $20 \%$ level. Using a simulated Monte Carlo sample of the non-ISR $\omega \pi^{0}$ process, we estimate the remaining $\omega \pi^{0}$ background contamination to be $39 \pm 9$ events, which corresponds to about $0.1 \%$ of the signal. A systematic uncertainty of $20 \%$ is assigned to the $\omega \pi^{0}$ background level based on the largest difference observed when the selection on the cluster second moment is varied from 1.5 to 2.5 .

Among the FSR background processes, the cross section for $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ where the charged pion emits a hard FSR photon with $E^{*}>4 \mathrm{GeV}$ is negligibly small. Other FSR processes are from exclusive reactions that involve photon emission from one of the quark legs, $e^{+} e^{-} \rightarrow M \gamma$, where $M$ is an intermediate meson. We follow the discussion of BABAR [31] for the estimate of these FSR processes. The $e^{+} e^{-} \rightarrow M \gamma$ processes in which the intermediate meson $M$ is an $a_{1}(1260), a_{2}(1320), a_{1}(1640)$, or $a_{2}(1700)$ are taken into account. These hadronic states are expected to decay to $3 \pi$ with branching fractions of $30 \%-50 \%$ [48-50]. The FSR background contributes above the $1.2 \mathrm{GeV} / c^{2}$ region in $M(3 \pi)$. The differential cross section as a function of


Figure 10. Expected $M(3 \pi)$ spectrum of the FSR processes $e^{+} e^{-} \rightarrow M \gamma \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$, where $M=a_{1}(1260), a_{2}(1320)$, $a_{1}(1640)$, or $a_{2}(1700)$. The solid histogram is the incoherent sum of the processes. The dotted (dashed) histogram is the constructive (destructive) interference of the processes.

FSR polar angle is evaluated using perturbative QCD, and is given by [31]

$$
\begin{equation*}
\frac{\mathrm{d} \sigma\left(e^{+} e^{-} \rightarrow M \gamma\right)}{\mathrm{d} \cos \theta_{\gamma}^{*}}=\frac{\pi^{2} \alpha^{3}}{4}\left|F_{M \gamma \gamma}\right|\left(1+\cos \theta_{\gamma}^{* 2}\right) \tag{6}
\end{equation*}
$$

where $F_{M \gamma \gamma}$ is a meson-photon transition form factor. The total cross sections of the $e^{+} e^{-} \rightarrow a_{1}(1260) \gamma$, $a_{2}(1320) \gamma, a_{1}(1640) \gamma$, and $a_{2}(1700) \gamma$ processes without interference are calculated to be $6.4 \mathrm{fb}, 5.4 \mathrm{fb}, 5.1 \mathrm{fb}$, and 7.2 fb , respectively. The expected yield is 503 events with a detection efficiency of $19 \%$, as estimated using a simulated $e^{+} e^{-} \rightarrow a_{2}(1320) \gamma$ sample. The yield is similar to the background from $\pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$ in the high $3 \pi$ mass region above 1.3 GeV . The baseline model assumes an incoherent sum of resonances, with each resonance parameterized by a Breit-Wigner distribution. Figure 10 shows the expected $M(3 \pi)$ spectrum of the FSR processes for several values of the interference phase. Distributions taking into account the possible interference between $a_{1}(1260)$ and $a_{1}(1640)$, and $a_{2}(1320)$ and $a_{2}(1700)$ are calculated. Differences from the incoherent sum are assigned as systematic uncertainties. The interference between $a_{1}$ and $a_{2}$ states is not included. A $100 \%$ systematic uncertainty is assigned for the contribution of the poorly established $a_{1}(1930)$ and $a_{2}(2030)$ states around $2.0 \mathrm{GeV} / c^{2}$.

## V. SIGNAL EFFICIENCY

As a first approximation, the signal efficiency including the acceptance, trigger, and selection efficiency is estimated as a function of $3 \pi$ mass using a simulated signal sample ten times larger than the data sample. The branching fraction of $\pi^{0} \rightarrow \gamma \gamma$ is included in the efficiency. The simulated signal sample is divided into


Figure 11. Signal efficiency as a function of generated $3 \pi$ mass obtained from simulation.
bins of generated $M(3 \pi)$. An event with a reconstructed mass outside of the generated mass bin is still treated as signal within the bin. The event selection and signalextraction procedure is repeated on the simulated signal sample. The efficiency in each bin is the ratio of the number of reconstructed events divided by that of generated events. The efficiency is fitted with a third-order polynomial function over the $3 \pi$ mass range $0.7-3.5 \mathrm{GeV} / c^{2}$, and is used as the signal efficiency.

The efficiency varies from $8.8 \%$ to $6.6 \%$ in the mass range $0.7-3.5 \mathrm{GeV} / c^{2}$ as shown in Fig. 11. The main factors that determine the efficiency are the geometrical acceptance of the ISR photon and the $\pi^{0}$ efficiency. The ISR photon is generated in the range $20^{\circ}<\theta^{*}<160^{\circ}$ but is limited to the barrel region $37.3^{\circ}<\theta^{\text {lab. }}<123.7^{\circ}$ by the baseline selection. The efficiency is reduced by $40 \%$ by this requirement. The $\pi^{0}$ efficiency is about $50 \%$. The trigger efficiency is close to $100 \%$ but is prescaled by a factor of two, i.e., events meeting the trigger criteria are accepted once every two events, in half of the sample to meet data-acquisition bandwidth restrictions, resulting in a $77 \%$ average trigger efficiency over the entire sample.

We validate the efficiency from Monte Carlo simulation by using data control samples, each specially selected to check an individual contribution to the efficiency, such as tracking, ISR photon detection, $\pi^{0}$ detection, trigger, and background suppression. The corrected signal efficiency is defined as

$$
\begin{equation*}
\varepsilon \equiv \varepsilon_{\mathrm{sim}} \prod_{i}\left(1+\eta_{i}\right) \tag{7}
\end{equation*}
$$

where $\varepsilon_{\text {sim }}$ is the efficiency estimated on simulation, $i$ is an index running over the individual corrections, and $\left(1+\eta_{i}\right)$ are the correction factors. We determine each value of $\eta_{i}$ by taking the ratio of the efficiency determined in control data $\varepsilon_{\text {data, } i}$ to the efficiency in simulation $\varepsilon_{\text {sim }, i}$, as $\eta_{i} \equiv\left(\varepsilon_{\text {data }, i} / \varepsilon_{\text {sim }, i}-1\right)$. For some effects, the correction factors are calculated by dividing the $3 \pi$ mass region into three ranges: below $1.05 \mathrm{GeV} / c^{2}$, in


Figure 12. Visual representation of the two classes of tracks: (a) events with tracks having $\Delta \varphi<0$ and (b) events with tracks having $\Delta \varphi>0$. The magnetic field axis, $+z$ axis, is vertical out of the page. The central dot is the IP and the circle is the CDC outer frame. The blue arcs are charged tracks.
$1.05-2.0 \mathrm{GeV} / c^{2}$, and above $2.0 \mathrm{GeV} / c^{2}$. In the following subsections, we discuss the evaluation of data-simulation differences for each source. The total efficiency correction obtained using Eq. (7) is $(-4.6 \pm 1.5) \%$ for the region below $1.05 \mathrm{GeV} / c^{2}$ and $(-4.6 \pm 2.4) \%$ for the region above $1.05 \mathrm{GeV} / c^{2}$. No strong mass dependence is found.

## A. Tracking efficiency

The tracking efficiency for pions is studied using $e^{+} e^{-} \rightarrow \tau^{+} \tau^{-}$data, in which one $\tau$ decays into leptons and the other decays into three charged pions. Three good-quality tracks are used to tag tau-pair events and the existence of an additional track is inferred from charge conservation. The efficiencies in the data and in the simulation are in good agreement, resulting in a systematic uncertainty of $0.3 \%$ per track without any correction factor.

Tracks may be lost when the opening angle between them is small and many CDC wire hits are shared. The opening angle between two tracks in the azimuthal plane relative to the magnetic field axis is $\Delta \varphi=\varphi^{+}-\varphi^{-}$, where the superscript indicates the charge of the particle. A sketch of $\Delta \varphi$ is shown in Fig. 12. A negative $\Delta \varphi$ corresponds to fewer shared hits and less track loss, while a positive $\Delta \varphi$ is more likely to yield track loss. The azimuth difference $|\Delta \varphi|$ shown in Fig. 13 indicates a clear difference between positive and negative $\Delta \varphi$ events. The efficiency due to the track loss effect is calculated as a sum of the number of positive and negative $\Delta \varphi$ events divided by twice the number of negative $\Delta \varphi$ events using a $\pi^{+} \pi^{-} \pi^{0} \gamma$ signal sample in the $\omega$ and $\phi$ resonance regions, $0.72-0.84 \mathrm{GeV} / c^{2}$ and $0.98-1.05 \mathrm{GeV} / c^{2}$. The data-to-simulation correction for the track loss efficiency is $(-1.1 \pm 0.5) \%$.

The efficiency for the requirement on the number of CDC wire hits is about $99 \%$. To check the depen-


Figure 13. Azimuthal difference $|\Delta \varphi|$ in pairs of tracks in data at the $\omega$ and $\phi$ resonances. The histograms show $\Delta \varphi<0$ pairs (solid) and $\Delta \varphi>0$ pairs (dashed).
dence of this efficiency on the wire-hits requirements, the fraction of tracks passing the hit requirements is studied using events passing the full signal selection except for the CDC hit criteria. The difference between the data and simulation is assigned as a correction factor, $(-0.3 \pm 0.1) \%$ for $M(3 \pi)<1.05 \mathrm{GeV} / c^{2}$ and $(-0.6 \pm 0.2) \%$ for $M(3 \pi)>1.05 \mathrm{GeV} / c^{2}$.

By linearly adding these differences, the correction factor associated with the tracking efficiency is estimated to be $\eta_{\text {track }}=(-1.4 \pm 0.8) \%$ for $M(3 \pi)<1.05 \mathrm{GeV} / c^{2}$ and $(-1.7 \pm 0.8) \%$ for $M(3 \pi)>1.05 \mathrm{GeV} / c^{2}$.

## B. ISR photon detection efficiency

The ISR photon detection efficiency is studied with an $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} \gamma$ control sample. The expected photon position and energy can be determined from the recoil momentum of the reconstructed muon pair. These muon-pair events are divided into bins of recoil momentum, polar and azimuth angle. The photon detection efficiency is the fraction of the muon pairs for which a neutral cluster having position and energy inferred from the recoil momentum is reconstructed. Photon loss occurs primarily due to conversion into $e^{+} e^{-}$pairs in the detector material. A correction factor for the photon detection efficiency is obtained, $\eta_{\text {photon }}=(0.2 \pm 0.7) \%$.

## C. $\pi^{0}$ detection efficiency

The $\pi^{0}$ detection efficiency is obtained using the following reaction in the $\omega$ resonance region

$$
\begin{equation*}
e^{+} e^{-} \rightarrow \omega \gamma \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma \tag{8}
\end{equation*}
$$

We measure the $\pi^{0}$ efficiency $\epsilon_{i}\left(\pi^{0}\right)$ using the formula

$$
\begin{equation*}
\epsilon_{i}\left(\pi^{0}\right)=\frac{N_{i, \text { full }}}{N_{i, \mathrm{part}}} \tag{9}
\end{equation*}
$$



Figure 14. (a) Three-pion mass $M\left(\pi^{+} \pi^{-} \pi_{\text {rec. }}^{0}\right)$ distribution for event fully reconstructed using $\pi^{+} \pi^{-} \gamma$ particles. The shaded histograms in the top panel show the result of a $M\left(\pi^{+} \pi^{-} \pi_{\mathrm{rec} .}^{0}\right.$.) fit to the data with signal and background components. The differences between data and fit results divided by the data uncertainties (pull) are shown in the bottom panel. (b) The same $M\left(\pi^{+} \pi^{-} \pi_{\text {rec. }}^{0}\right.$.) distribution for the events fully reconstructed using $\pi^{+} \pi^{-} \pi^{0} \gamma$ particles. The convention of the figure is the same as (a). (b) The shaded histograms, which show simulated signal and background, are normalized to the data to check the consistency of the signal model. The data-to-simulation ratio is shown in the bottom panel.
where $i$ is an index for data or simulation. The numerator, $N_{i \text {,full }}$, is the number of events in which all particles in the reaction, including the $\pi^{0}$, are detected. The denominator, $N_{i, \text { part }}$, is the number of events in which the reaction is reconstructed without requiring that the $\pi^{0}$ be reconstructed. Since the process in Eq. (8) is exclusive, one can infer the presence of the $\pi^{0}$ from the mass recoiling against the $\pi^{+} \pi^{-} \gamma$ system, without reconstructing the $\pi^{0}$. By counting the number of events recorded in this way, the number of $\pi^{0}$ 's that are needed for the efficiency determination is known. In addition, the prominent $\omega$ signal is used to determine the relevant yields.

We carry out a one-constraint (1C) kinematic fit with the hypothesis that the mass recoiling against the $\pi^{+} \pi^{-} \gamma$ system is the known $\pi^{0}$ mass [51] in order to infer the $\pi^{0}$ momentum. After the kinematic fit, we obtain partially-reconstructed events by requiring good fit quality, $\chi_{1 \mathrm{C}, 2 \pi \gamma}^{2}<10$. We denote the invariant mass of the $3 \pi$ system calculated using the $\pi^{0}$ momentum as $M\left(\pi^{+} \pi^{-} \pi_{\text {rec. }}^{0}\right)$. We obtain fully-reconstructed events from the partially-reconstructed ones with $\pi^{0}$ 's detected using the same $\pi^{0}$ criteria used in the initial event selection. The criteria of $\chi_{2 \pi 3 \gamma}^{2}<50$ is also imposed to ensure signal purity.

The values of $N_{i, \text { part }}$ are determined from a fit to the $M\left(\pi^{+} \pi^{-} \pi_{\text {rec. }}^{0}\right)$ distribution of the partially-reconstructed $\pi^{+} \pi^{-} \gamma$ events. The $M\left(\pi^{+} \pi^{-} \pi_{\text {rec. }}^{0}\right)$ distribution, in Fig. 14(a), shows a prominent $\omega$ signal. The background is from the processes $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma, e^{+} e^{-} \rightarrow$ $\phi \gamma \rightarrow K_{S}^{0} K_{L}^{0} \gamma$, and $e^{+} e^{-} \rightarrow q \bar{q}(\gamma)$. We check the shape of each background predicted by the simulation using data samples specially selected to enhance each contri-
bution. The signal probability density function (PDF) for the $M\left(\pi^{+} \pi^{-} \pi_{\text {rec. }}^{0}\right)$ distribution is obtained from the simulation, and the consistency of the PDF shape is confirmed using the data in the fully-reconstructed events, which are shown in Fig. 14 (b). The values of $N_{i, \text { full }}$ are determined from a fit to the $M(\gamma \gamma)$ distribution for the fully-reconstructed events in the same $M\left(\pi^{+} \pi^{-} \pi_{\text {rec. }}^{0}\right)$ range as $N_{i, \text { part }}$.

From the data-to-simulation ratio determined in this way, the correction factor for the $\pi^{0}$ efficiency is determined to be $\eta_{\pi^{0}}=(-1.4 \pm 1.0) \%$. The uncertainty in $\eta_{\pi^{0}}$ is dominated by the uncertainty in the background contamination for the data in the denominator.

## D. Efficiency for kinematic-fit quality selection

The efficiency of the requirement $\chi_{2 \pi 3 \gamma}^{2}<50$ can be tested using an $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} \gamma$ control sample, which provides high purity $\mu^{+} \mu^{-} \gamma$ events without a $\chi^{2}$ requirement. In addition, the signal and this data control sample have similar kinematic properties as they both include an ISR photon and two oppositely charged particles of similar masses. We define the efficiency as a function of the $\chi^{2}$-threshold $\chi_{\text {thr }}^{2}$ as

$$
\begin{equation*}
\epsilon\left(\chi_{\mathrm{thr}}^{2}\right)=\frac{N\left(\chi^{2}<\chi_{\mathrm{thr}}^{2}\right)}{N_{\mathrm{all}}} \tag{10}
\end{equation*}
$$

where $N_{\text {all }}$ and $N\left(\chi^{2}<\chi_{\text {thr }}^{2}\right)$ are the total number of events before and after the $\chi^{2}$ requirement. Using the $\chi^{2}$


Figure 15. (top) Distribution of $\chi_{2 \mu \gamma}^{2}$ and (bottom) data-to-simulation ratio of the $\chi_{2 \mu \gamma}^{2}$ efficiency $\epsilon\left(\chi_{\text {thr }}^{2}\right)$. In the top panel, the points with error bars represent the data and the filled histogram represents the simulated sample normalized to the integrated luminosity of data.
distribution function $f\left(\chi^{2}\right)$, these values are given by
$N_{\mathrm{all}}=\int_{0}^{\infty} f\left(\chi^{2}\right) d \chi^{2}, \quad N\left(\chi^{2}<\chi_{\mathrm{thr}}^{2}\right)=\int_{0}^{\chi_{\mathrm{thr}}^{2}} f\left(\chi^{2}\right) d \chi^{2}$.

We show the $\chi^{2}$ distribution $f\left(\chi^{2}\right)$ for $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} \gamma$ events in the dimuon mass range below $1.05 \mathrm{GeV} / c^{2}$ in the upper figure in Fig. 15. The points with error bars are the data and the filled histogram is the simulation. From these distributions, we can obtain the efficiency in Eq. (10) for the data and the simulation separately. The lower figure in Fig. 15 shows the data-to-simulation ratio of the efficiency $\epsilon\left(\chi_{\mathrm{thr}}^{2}\right)$ as a function of $\chi_{\mathrm{thr}}^{2}$. For any value of $\chi_{\mathrm{thr}}^{2}$ above $\chi_{\mathrm{thr}}^{2}>20$, the data-to-simulation ratio of the efficiency for $\mu^{+} \mu^{-} \gamma$ is close to 1.00 within $0.2 \%$. To address the uncertainty from the difference in the kinematic properties of charged particles between the $\mu^{+} \mu^{-}$and $3 \pi$ samples, we examine subsamples divided by muon momentum. The data-to-simulation ratios are tested in the subsamples, and half of the minimum and maximum ratios are assigned as a systematic uncertainty of $0.6 \%$. A correction for the difference in the 4 C fit $\chi^{2}$ originating from the two photons of $\pi^{0}$ decay is included in the $\pi^{0}$ efficiency correction by imposing the $\chi_{2 \pi 3 \gamma}^{2}$ requirement on the numerator. From these results, we determine that the correction factor for the selection on the 4 C kinematic fit is $\eta_{\chi^{2}}=(0.0 \pm 0.6) \%$ for $M(3 \pi)<1.05 \mathrm{GeV} / c^{2}$. A similar test is performed for the mass region above $1.05 \mathrm{GeV} / c^{2}$ and the results are summarized in Table I.

## E. Monte Carlo generator effects

The good agreement in $\varepsilon\left(\chi_{\text {thr }}^{2}\right)$ between data and simulation samples generated using the KKMC generator indicates that missing higher-order radiative effects, which could modify the event kinematic properties and degrade the kinematic fit $\chi^{2}$, are not significant for this generator.

In contrast, a BABAR study of the PHOKHARA generator used for signal simulation found a $20 \%$ excess of events with an additional energetic ISR photon along the beam line, in PHOKHARA relative to data [52]. The ISR-based analysis at BABAR is not impacted as it relied on a different generator, but our analysis, based on PHOKHARA, could be affected. Since the BABAR study used $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \gamma$ and $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} \gamma$ processes, we reproduce the effect of these processes using $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$ events in Belle II data. A study of $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$ using a three-constraint kinematic fit, which allows for an additional ISR photon along the beamline, corroborates BABAR's findings. Events with such an additional photon usually fail the $\chi_{2 \pi 3 \gamma}^{2}$ selection criterion. Removing this excess in the simulation would increase the measured signal efficiency by $(2.4 \pm 0.7) \%$. The BABAR study also indicates that events with two additional energetic photons, a process not simulated by PHOKHARA, make up $(3.5 \pm 0.4) \%$ of the events in the relevant mass range, which can be compared to the total fraction with a single photon and two additional photons $(21.8 \pm 0.4) \%$. If included in the simulation, such events would be expected to reduce the signal efficiency by an amount comparable to a $1.9 \%$ change in efficiency. We do not assign a correction to signal efficiency for these generator effects, but instead, assign an additional uncertainty of $1.2 \%$ as a systematic uncertainty for the generator, which is the sum in quadrature of the $0.7 \%$ uncertainty due to a single additional photon and $0.95 \%$, corresponding to half of the uncertainty due to two additional photons.

## F. Trigger efficiency

To evaluate the efficiency of the ECL energy trigger, $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} \gamma$ events triggered by a tracking trigger based on CDC and KLM signals are selected and used as a reference. The track trigger matches CDC tracks with KLM hits, allowing for high trigger efficiency for events with one or more barrel muons. This provides a data sample of 12 million $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} \gamma$ events independent of the ECL trigger. The trigger efficiency tested in this way using the data is close to $100 \%$. Taking the ratio of the trigger efficiency between the data and the simulation, we obtain a data-to-simulation correction factor, $\eta_{\text {trig }}=(-0.09 \pm 0.08) \%$ for the $0.62-1.05 \mathrm{GeV} / c^{2}$ in the three-pion mass range that includes the $\omega$ and $\phi$ resonances, $(-0.08 \pm 0.08) \%$ for the $1.05-2.0 \mathrm{GeV} / c^{2}$ range, and $(-0.06 \pm 0.08) \%$ for the $2.0-3.5 \mathrm{GeV} / c^{2}$ range.


Figure 16. Diphoton mass distributions for (left) events in the $3 \pi$ mass region below $1.05 \mathrm{GeV} / c^{2}$ and (right) in the 1.05$2.00 \mathrm{GeV} / c^{2}$ range with the fit projection overlaid. The points with error bars represent the data passing all event selections. The solid and dashed curves show the total and background contributions to the fit result. The differences between data and fit results divided by the data uncertainties (pull) are shown in the bottom panel.

## G. Efficiency for background-suppression criteria

Several background suppression criteria are applied in Sec. III B. We evaluate the net signal efficiency by comparing the ratio of the signal yield before and after applying these criteria for the data and the simulation separately. The criteria include particle identification and $\pi^{+} \pi^{-} \gamma, \mu^{+} \mu^{-} \gamma, \pi^{+} \pi^{-} \pi^{0} \pi^{0} \gamma$, and non-ISR $q \bar{q}$ suppression. The efficiency in data and simulation is the fraction of background-subtracted events passing the selection. Even without these selections the signal purity near the $\omega$ and $\phi$ resonances is $97 \%$. The correction factor for the three-pion mass region below $1.05 \mathrm{GeV} / c^{2}$ is estimated to be $\eta_{\text {sel }}=(-1.9 \pm 0.2) \%$ using events in the $\omega$ and $\phi$ resonance regions. The correction factor in the region above $1.05 \mathrm{GeV} / c^{2}$ is evaluated from a fit to the $J / \psi$ resonance to be $(-1.8 \pm 1.9) \%$.

## VI. SIGNAL EXTRACTION AND UNFOLDING

## A. Measured three-pion mass spectrum

To better estimate the three-pion mass, we re-evaluate the $\pi^{+} \pi^{-} \pi^{0}$ mass using the momenta determined from five-constraint kinematic fits, which constrain the diphoton mass to match the known $\pi^{0}$ mass, in addition to the constraints of four-momentum conservation. The $M(3 \pi)$ bin width is varied depending on the $3 \pi$ invariant mass: $2.5 \mathrm{MeV} / c^{2}$ in the $\omega$ and $\phi$ resonance regions, $20 \mathrm{MeV} / c^{2}$ in the region below $0.7 \mathrm{GeV} / c^{2}$, and $25-50 \mathrm{MeV} / c^{2}$ in the region above $1.05 \mathrm{GeV} / c^{2}$. A fit to the $M(\gamma \gamma)$ distribution in each bin is applied to extract the $\pi^{0}$ signal yield. The signal PDF is modeled with the sum of a Novosibirsk function [53] and a Gaussian function, and the PDF for
combinatorial background is assumed to be a quadratic function. Before performing the fit for each bin, the six line-shape parameters of the signal PDF, three parameters for the Novosibirsk function, two parameters for the Gaussian function, and their ratio, are determined by fitting events populating the $M(3 \pi)$ range below and above $1.05 \mathrm{GeV} / c^{2}$. The $M(\gamma \gamma)$ distributions for the low and high mass regions are shown in Fig. 16. To extract the signal yield in each $M(3 \pi)$ bin, a binned maximumlikelihood fit is carried out with the signal PDF described above and a linear function to describe the combinatorial background. The linear function is intended to stabilize the fit in $\pi^{+} \pi^{-} \pi^{0}$ bins with small amounts of combinatorial background. In the fit, the signal normalization and background parameters are allowed to float. Figure 17 shows the $M(\gamma \gamma)$ distributions for events with $M(3 \pi)$ in the $\omega$ resonance region and around $900 \mathrm{MeV} / c^{2}$, respectively. These are typical examples of signal-extraction fits in cases of large or small $M(3 \pi)$ bin populations. Figures 18 (a) and (b) show the signal yields resulting from the $M(\gamma \gamma)$ fits as functions of $M(3 \pi)$, corresponding to the background-subtracted signal spectrum. We find prominent $\omega, \phi$, and $J / \psi$ signal peaks. In the $1.1-1.8 \mathrm{GeV} / c^{2}$ region, broad enhancements due to the $\omega(1420)$ and $\omega(1650)$ resonances are also visible.

## B. Unfolding procedure

The signal-only $3 \pi$ mass spectrum resulting from the signal extraction fits is unfolded to account for the migration of events between bins due to the effect of detector response and FSR. An iterative dynamic stable unfolding method (IDS) [54] is used to unfold the original signal yield. The typical $M(3 \pi)$ mass resolution based on sim-


Figure 17. Diphoton mass distributions (a) for events in the $3 \pi$ mass range $0.7825-0.7850 \mathrm{GeV} / c^{2}$ and (b) for events in the $3 \pi$ mass range $0.9000-0.9025 \mathrm{GeV} / \mathrm{c}^{2}$. The convention in the figure is the same as in Fig. 16.


Figure 18. Distribution of $3 \pi$ mass spectrum (left) for $M(3 \pi)$ less than $1.05 \mathrm{GeV} / c^{2}$ and (right) for $M(3 \pi)$ greater than $1.05 \mathrm{GeV} / c^{2}$. The points with error bars are determined from diphoton mass fits in each $M(3 \pi)$ bin. The filled stacked histograms are the estimated contributions of residual backgrounds. The number of events measured in each $M(3 \pi)$ bin is scaled to the $25 \mathrm{MeV} / \mathrm{c}^{2}$ bin width.
ulation is $6.5 \mathrm{MeV} / c^{2}$ at the $\omega$ resonance. The detector resolution is comparable to the width of the $\omega$ and $\phi$ resonances.

Unfolding transforms a measured spectrum into a generated spectrum based on a transfer matrix $A_{i j}$. The matrix $A_{i j}$, which describes the number of events generated in the $j$ th $M(3 \pi)$ bin and reconstructed in the $i$ th $M(3 \pi)$ bin, is obtained from the simulated sample shown in Fig. 19. The IDS method allows the unfolding of structures that are not modeled in the simulation and avoids fluctuations from the background subtraction.

Before performing the unfolding procedure, we evalu-
ate potential data-simulation differences in the transfer matrix resulting from an incomplete simulation of the mass resolution and momentum or energy scale since the IDS method does not compensate for these differences. We assess these differences by fitting the signalonly $3 \pi$ mass spectrum in data using a model that includes the transfer matrix, the simulated distribution, and a Gaussian smearing term to represent a possible shift in the measured mass and a degradation of the resolution in data. In the $\omega$ and $\phi$ resonance regions, the simulated spectrum convolved with a single Gaussian function serves as the fit function, where the parameters of


Figure 19. Transfer matrix obtained from simulation (left) for $M(3 \pi)<1.05 \mathrm{GeV} / c^{2}$ and (right) for $M(3 \pi)>1.05 \mathrm{GeV} / c^{2}$. The horizontal axis is the measured $M(3 \pi)$ value and the vertical axis is the generated $M(3 \pi)$ value.
resonance shapes rely on PHOKHARA. The fit function can be written as

$$
\begin{equation*}
\left(\frac{\mathrm{d} N}{\mathrm{~d} \sqrt{s^{\prime}}}\right)_{i}^{\text {meas }}=\sum_{j} A_{i j}\left[\left(\frac{\mathrm{~d} N}{\mathrm{~d} \sqrt{s^{\prime}}}\right)^{\text {gen }} * G\right]_{j} \tag{11}
\end{equation*}
$$

where $i$ is the index of the $M(3 \pi)$ mass bin where the event is reconstructed, $j$ is that of the generated one, $\left(\mathrm{d} N / \mathrm{d} \sqrt{s^{\prime}}\right)_{i / j}^{\mathrm{meas} / \mathrm{gen}}$ is the simulated signal yield observed in bin $i$ or generated in bin $j, G$ is a Gaussian function with mean and width left free in the fit, and the operator $*$ represents the convolution integral. In the $\omega$ resonance region, the mass bias, represented by the mean of the convolved Gaussian function, is $-0.46 \pm 0.06 \mathrm{MeV} / c^{2}$ and the width is $1.1 \pm 0.2 \mathrm{MeV} / c^{2}$. For the $\phi$ resonance, the mass bias is $-0.78 \pm 0.01 \mathrm{MeV} / c^{2}$ and the width is consistent with zero. Consistency in the high invariant mass region is confirmed using the $J / \psi$ resonance as shown in Fig. 20. The intrinsic width of the $J / \psi$ is much smaller than the expected detector resolution of $11 \mathrm{MeV} / c^{2}$. Therefore, the shape of the $J / \psi$ resonance is a good probe of the resolution. The mass bias and resolution at the $J / \psi$ resonance are obtained by fitting a Voigt function with resolution taken from simulation. The mass bias is $-1.4 \pm 0.1 \mathrm{MeV} / c^{2}$, and the resolution for the $J / \psi$ signal is $11 \mathrm{MeV} / c^{2}$ (Fig. 20). No difference in the resolution is observed between data and simulation.

Figure 21 compares the simulated $M(3 \pi)$ resolution with that from the simulation convolved with the Gaussian function that includes the data-to-simulation differences determined using the data fits in the $\omega$ resonance region. A slight difference is observed and used to correct for the unfolding matrix with a Gaussian smearing.


Figure 20. Three-pion mass distribution at the $J / \psi$ resonance region. The points with error bars are the data and the solid histogram is the simulation normalized by the signal yields in data.

The typical mass resolution after correction has a width of $6.6 \mathrm{MeV} / c^{2}$ at the $\omega$ resonance, $7.5 \mathrm{MeV} / c^{2}$ at $\phi$ resonance, $8 \mathrm{MeV} / c^{2}$ at $2 \mathrm{GeV} / c^{2}$, and $11 \mathrm{MeV} / c^{2}$ at $3 \mathrm{GeV} / c^{2}$.

## VII. CROSS-SECTION MEASUREMENT AND SYSTEMATIC UNCERTAINTY

The dressed cross section is calculated from the unfolded $3 \pi$ mass spectrum using Eq. (3), where $\mathrm{d} N_{\text {vis }} / \mathrm{d} \sqrt{s^{\prime}}$ corresponds to the unfolded spectrum. The correction factor for the higher-order ISR processes, $r_{\text {rad }}$, is evalu-

Table I. Summary of fractional systematic uncertainty (\%) in the $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ cross section for three different energy regions. The values in parentheses are the efficiency correction factors $\eta_{i}$ defined in Eq. (7). The systematic uncertainties due to the background subtraction and unfolding, which depend on the $3 \pi$ mass bin, show the range from minimum to maximum in the energy regions of $M(3 \pi)$ near the $\omega$ resonance, $1.1-1.8 \mathrm{GeV} / c^{2}$ and $2.0-3.0 \mathrm{GeV} / c^{2}$.

| Source | Systematic uncertainty (efficiency correction factor $\eta_{i}$ ) \% |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0.62-1.05 \mathrm{GeV} / c^{2}$ |  | $1.05-2.00 \mathrm{GeV} / c^{2}$ |  | $2.0-3.5 \mathrm{GeV} / c^{2}$ |  |
| Tracking | 0.8 | (-1.35) | 0.8 | (-1.71) | 0.8 | (-1.71) |
| ISR photon detection | 0.7 | (+0.15) | 0.7 | (+0.15) | 0.7 | (+0.15) |
| $\pi^{0}$ detection | 1.0 | (-1.43) | 1.0 | (-1.43) | 1.0 | (-1.43) |
| Kinematic fit ( $\chi^{2}$ ) | 0.6 | (+0.0) | 0.3 | ( +0.30 ) | 0.3 | (+0.30) |
| Trigger | 0.1 | (-0.09) | 0.1 | (-0.08) | 0.1 | (-0.06) |
| Background suppression | 0.2 | (-1.90) | 1.9 | (-1.78) | 1.9 | (-1.78) |
| Monte Carlo generator | 1.2 |  | 1.2 |  | 1.2 |  |
| Integrated luminosity | 0.6 |  | 0.6 |  | 0.6 |  |
| Radiative corrections | 0.5 |  | 0.5 |  | 0.5 |  |
| Simulated sample size | 0.2 |  | 0.2-0.5 |  | 0.5-1.6 |  |
| Background subtraction | 0.2-2.3 |  | 0.4-7.2 |  | 4.4-44 |  |
| Unfolding | 0.7-25 |  | 0.2-5.1 |  | 0.3-11 |  |
| Total uncertainty <br> (Total correction $\varepsilon / \varepsilon_{\operatorname{sim}}-1$ ) | 2.3-25 | (-4.61) | $2.9-8.8$ | (-4.55) | $6.4-44$ | (-4.53) |



Figure 21. Mass resolution in the range $0.72<M(3 \pi)<$ $0.84 \mathrm{GeV} / c^{2}$. The solid histogram shows the resolution of the simulation and the dashed histogram shows the simulated resolution convolved with the Gaussian correction function obtained from data.
ated using the PHOKHARA generator. We generate events using the leading order radiator function with single ISR photon emission and a next-to-leading order contribution with one or two ISR photon emissions. FSR emission is not simulated. An ISR photon is generated within the range $20^{\circ}-160^{\circ}$, and the invariant mass of the $3 \pi$ system and the ISR photon is required to be greater than $8 \mathrm{GeV} / c^{2}$. The ratio of the yields of next-to-leading-order to leading-order events is calculated as a function of $3 \pi$ invariant mass. The radiative correction $r_{\text {rad }}$ is 1.0080 for the mass range $0.5-1.05 \mathrm{GeV} / c^{2}, 1.0078$ for the mass range $1.05-2 \mathrm{GeV} / c^{2}$, and 1.0125 for the mass range $2.0-$ $3.5 \mathrm{GeV} / c^{2}$ with a systematic uncertainty of $0.5 \%$ [21].

A summary of the contributions to the systematic uncertainty for the cross section measurement is given in

Table I, for three different energy regions. In the table, we also give the efficiency correction factors $\eta_{i}$ in parentheses. We discuss each contribution following the order shown in the table.

Uncertainties from the trigger, ISR photon detection, tracking, and $\pi^{0}$ detection efficiencies are discussed in Sec. V, and are mainly driven by the size of the data sample in the control region. The uncertainty in the event selection using 4 C fits as well as other special requirements for the background suppression are also checked by comparing the data-to-simulation difference with and without the corresponding requirement. In the region below $1.05 \mathrm{GeV} / c^{2}$, the main systematic uncertainty is from the correction for tracking and $\pi^{0}$ detection efficiency. In the region above $1.05 \mathrm{GeV} / c^{2}$, the main systematic uncertainty is from the correction for background suppression. This originates from the statistical uncertainty of the $J / \psi \rightarrow \pi^{+} \pi^{-} \pi^{0}$ data sample used for the evaluation.

The systematic uncertainty due to mismodeling of the Monte Carlo generator is $1.2 \%$. The uncertainty about how the extra ISR photon simulation in PHOKHARA will change the event selection efficiency, as discussed in Sec. VE.

The integrated luminosity obtained using Bhabha and $\gamma \gamma$ processes is $L_{\mathrm{int}}=190.6 \pm 1.2 \mathrm{fb}^{-1}$, resulting in a $0.63 \%$ systematic uncertainty [55]. A drift of the beam energy of at most 6 MeV is observed during data taking. The impact of this shift on the effective luminosity is $0.1 \%$, which is accounted for by the systematic uncertainty of the integrated luminosity.

The systematic uncertainty for radiative corrections is $0.5 \%$, which arises from higher-order ISR processes in the PHOKHARA generator [21].

The size of the simulated sample used for the first approximation of the signal efficiency gives a systematic uncertainty, which depends on the $3 \pi$ mass and is typi-
cally $0.2 \%$ at the $\omega$ resonance, increasing to about $1.6 \%$ as the mass increases.

The uncertainty in the background subtraction is determined by the statistical and systematic uncertainties of the control sample. The systematic uncertainty is $0.2 \%-2.3 \%$ at the $\omega$ resonance, and $0.4 \%-7.2 \%$ for the range $1.1-1.8 \mathrm{GeV} / c^{2}$.

Several checks on the uncertainty of the unfolding are carried out. We check the dependence on the four regularization parameters in the IDS method by varying them from their optimum values and observe no significant change. In addition, a possible bias in the unfolding procedure is checked by a simulation study with at least ten times more events than in data. A simulated spectrum is generated by fluctuating the population of each bin in the generated spectrum by its statistical uncertainty, and the corrected transfer matrix is used to produce a measured spectrum. The differences between the unfolded and true spectrum are assigned as a systematic uncertainty of about $0.3 \%$ near the $\omega$ and $\phi$ resonances, and $0.9 \%-6 \%$ above $1.05 \mathrm{GeV} / c^{2}$. In the mass range below $0.7 \mathrm{GeV} / c^{2}$, the systematic uncertainty for the unfolding is greater than $10 \%$ and is the main source of systematic uncertainty.

The total systematic uncertainty, listed in Table I, is obtained by taking the quadrature sum of all contributions in the table. The total systematic uncertainty in the $\omega$ resonance region is $2.1 \%$, which is dominated by the uncertainty of efficiency correction factors.

## VIII. CROSS SECTION RESULT

The resulting dressed cross section for the $e^{+} e^{-} \rightarrow$ $\pi^{+} \pi^{-} \pi^{0}$ process is given in Fig. 22 and summarized in Appendix A. The corresponding covariance matrices, for both statistical and systematic components, are provided in the supplemental material [56]. Other systematic uncertainties that are largely common in wide energy regions are listed in Table I. The total correlated systematic uncertainty is $2.15 \%$ below 1.05 GeV and is $2.80 \%$ above 1.05 GeV . Figures 22 (a)-(f) show comparisons of the dressed cross section to previous measurements. In the energy range $3.0<\sqrt{s^{\prime}}<3.2 \mathrm{GeV}$, the nonresonant cross sections are obtained after subtracting the $J / \psi \rightarrow \pi^{+} \pi^{-} \pi^{0}$ contribution from the spectrum. A comparison of previous measurements with the results of this work is shown in Fig. 23, where the dotted and dashed lines show our systematic and total uncertainties.

The differences across the measurements are visible in the cross section at the $\omega$ resonance. Below 0.78 GeV , our results are consistent with those of BABAR due to large statistical uncertainties. In the energy region 0.780.80 GeV , BABAR reports a smaller cross section than Belle II. Above 0.8 GeV , BABAR results are also smaller than ours but the difference is about the same size as our total uncertainties.

## IX. CONTRIBUTION TO $a_{\mu}^{\mathrm{HVP}}$

The $3 \pi$ contribution to the leading-order HVP term in $a_{\mu}$ is given by

$$
\begin{equation*}
a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=\frac{\alpha}{3 \pi^{2}} \int_{m_{\pi}^{2}}^{\infty} \frac{K(s)}{s} R_{\mathrm{had}}(s) d s \tag{12}
\end{equation*}
$$

where $K(s)$ is the QED kernel function [4]. The hadronic $R$-ratio is expressed in terms of the ratio of bare hadronand muon-pair cross sections,

$$
\begin{equation*}
R_{\mathrm{had}}(s)=\frac{\sigma_{0}\left(e^{+} e^{-} \rightarrow \text { hadrons }\right)}{\sigma_{\mathrm{pt}}\left(e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}\right)} \tag{13}
\end{equation*}
$$

where the point-like cross section $\sigma_{\mathrm{pt}}\left(e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}\right)=$ $4 \pi \alpha^{2} / 3 s$. The bare cross section $\sigma_{0}$ is obtained from the dressed cross section, given in Eq. (3), by removing the vacuum polarization effects

$$
\begin{equation*}
\sigma_{0}=\sigma^{\text {dressed }}\left|1-\Pi\left(s^{\prime}\right)\right|^{2} \tag{14}
\end{equation*}
$$

The value and uncertainty of the vacuum polarization correction $\left|1-\Pi\left(s^{\prime}\right)\right|^{2}$ are given in Ref. [57] and displayed in Fig. 24. The uncertainty is $0.06 \%$ below 1.05 GeV and $0.02 \%$ above 1.05 GeV .

Using these values and integrating over the $3 \pi$ cross section measured by Belle II from 0.62 to 1.8 GeV , we obtain

$$
\begin{equation*}
a_{\mu}^{3 \pi}=(48.91 \pm 0.23 \pm 1.07) \times 10^{-10} \tag{15}
\end{equation*}
$$

where the first uncertainty is statistical and the second is systematic. The value of $a_{\mu}^{3 \pi}$ is determined with $2.2 \%$ accuracy. The contributions to the systematic uncertainty for $a_{\mu}^{3 \pi}$ are summarized in Table II. The main sources are the uncertainty due to efficiency corrections and Monte Carlo generator. The results can be compared to those obtained by the BABAR experiment [31],

$$
a_{\mu}^{3 \pi}(0.62-2.0 \mathrm{GeV})=(45.86 \pm 0.14 \pm 0.58) \times 10^{-10}
$$

and the global fit of Ref. [32], which includes the BABAR result,

$$
a_{\mu}^{3 \pi}(0.62-1.8 \mathrm{GeV})=(45.91 \pm 0.37 \pm 0.38) \times 10^{-10}
$$

The Belle II cross section is $6.9 \%$ higher than the cross section observed by BABAR and $6.5 \%$ higher than the result of the global fit. The compatibility with either is $2.5 \sigma$. The values of $a_{\mu}^{3 \pi}$ are calculated separately for the energy ranges below 1.05 GeV and $1.05-2.0 \mathrm{GeV}$ to compare with BABAR, and in both regions, the differences are $7 \%$.

## X. DISCUSSION

Although similar analysis procedures are used by BABAR [31] and Belle II measurements, there are several differences. The data size used by Belle II $\left(191 \mathrm{fb}^{-1}\right)$


Figure 22. Observed $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ cross section as a function of energy compared with previous results. Each panel covers a different energy range. Circles with error bars are the Belle II results, squares are the BABAR results [31], triangles are the SND results [23, 24, 29], and diamonds are the CMD-2 results [27, 28].


Figure 23. Differences between $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ cross-section results from previous measurements and results of this work, as functions of energy (markers with error bars). Belle II results are taken as the reference at zero, with dashed (dotted) lines corresponding to the total (systematic) uncertainties. Squares are the BABAR results [31], triangles are the SND results [24], and diamonds are the CMD-2 results [27].
is 2.4 times smaller than that of $\operatorname{BABAR}\left(469 \mathrm{fb}^{-1}\right)$. The generator used for the signal simulation is AfkQed [58$60]$ in BABAR and is PHOKHARA [20, 21, 40] in Belle II. There is a difference in the ISR QED simulation between the two programs. Both experiments use kinematical 4C fits for the signal selection. However, BABAR uses only the measured direction for the ISR photon keeping the energy as a free parameter of the fit while Belle II uses the measured ISR photon energy in their 4C fit. BABAR selects $\pi^{0}$ 's by counting the number of events in a mass window in $M(\gamma \gamma)$, while Belle II determines the $\pi^{0}$ yield by fitting the $M(\gamma \gamma)$ distribution. Although the size of the background in the $\omega$ region is less than $1 \%$ in both experiments, these differences affect the size of the remaining background.

The systematic uncertainty of the cross section in the $\omega$ resonance region is $1.3 \%$ for BABAR and is $2.2 \%$ in Belle II. BABAR's systematic uncertainty is dominated by detector effects $(1.2 \%)$, which are mainly due to the uncertainty in $\pi^{0}$ detection and tracking. Belle II's uncertainty is also dominated by the uncertainty on the $\pi^{0}$ efficiency ( $1.0 \%$ ) and tracking efficiency ( $0.8 \%$ ). In addition, Belle II takes into account $1.2 \%$ due to the uncertainty in ISR photon simulation according to the recent observation in Ref. [52].

## XI. SUMMARY

In summary, we have measured the cross section for the process $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ in an energy range from 0.62 to 3.5 GeV , using the ISR technique. We use a $191 \mathrm{fb}^{-1} e^{+} e^{-}$data sample collected by Belle II at an $e^{+} e^{-}$c.m. energy at or near the $\Upsilon(4 S)$ resonance. The


Figure 24. Energy dependence of the vacuum polarization corrections $\left|1-\Pi\left(s^{\prime}\right)\right|^{2}$ reproduced from Ref. [57].
systematic uncertainty of the cross section is about $2.2 \%$ at the $\omega$ and $\phi$ resonances, where the cross section is large. At other energies, the precision is limited by the statistical uncertainty. The resulting contribution, at leading order in HVP, to the muon anomalous magnetic moment is $a_{\mu}^{3 \pi}=(48.91 \pm 0.23 \pm 1.07) \times 10^{-10}$ in the $0.62-1.8 \mathrm{GeV}$ energy range. The Belle II result differs by $2.5 \sigma$ from the current most precise measurement [31] and global fits [32].

Table II. Summary of contributions to the systematic uncertainty in $a_{\mu}^{3 \pi}$ (\%).

| Source | Systematic uncertainty (\%) |
| :--- | :---: |
| Efficiency corrections | 1.63 |
| Monte Carlo generator | 1.20 |
| Integrated luminosity | 0.64 |
| Simulated sample size | 0.15 |
| Background subtraction | 0.02 |
| Unfolding | 0.12 |
| Radiative corrections | 0.50 |
| Vacuum polarization corrections | 0.04 |
| Total | 2.19 |
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Table III. Energy bin range ( $\sqrt{s^{\prime}}$ ), number of events after unfolding ( $N_{\text {unf }}$ ), corrected efficiency ( $\varepsilon$ ), and cross section ( $\sigma_{3 \pi}$ ) for $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ in energy range $0.62-1.05 \mathrm{GeV}$. The two uncertainties in the cross section are the statistical and systematic contributions. The statistical uncertainties for the unfolding and cross section are square roots of the diagonal components of the unfolding covariance matrix.

| $\sqrt{s^{\prime}}(\mathrm{GeV})$ | $N_{\text {unf }}$ | $\varepsilon(\%)$ | $\sigma$ (nb) | $\sqrt{s^{\prime}}(\mathrm{GeV})$ | $N_{\text {unf }}$ | $\varepsilon(\%)$ | $\sigma$ (nb) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.6200-0.6400 | $2 \pm 3$ | $9.16 \pm 0.15$ | $0.07 \pm 0.13 \pm 0.02$ | 0.8700-0.8725 | $52 \pm 8$ | $8.18 \pm 0.13$ | $14.26 \pm 2.12 \pm 0.89$ |
| 0.6400-0.6600 | $5 \pm 4$ | $9.16 \pm 0.15$ | $0.21 \pm 0.17 \pm 0.02$ | 0.8725-0.8750 | $50 \pm 7$ | $8.18 \pm 0.13$ | $13.65 \pm 1.81 \pm 1.07$ |
| 0.6600-0.6800 | $16 \pm 5$ | $9.16 \pm 0.15$ | $0.63 \pm 0.22 \pm 0.03$ | 0.8750-0.8775 | $49 \pm 6$ | $8.17 \pm 0.13$ | $13.40 \pm 1.64 \pm 1.11$ |
| 0.6800-0.7000 | $28 \pm 8$ | $9.16 \pm 0.15$ | $1.08 \pm 0.31 \pm 0.05$ | 0.8775-0.8800 | $33 \pm 7$ | $8.17 \pm 0.13$ | $8.95 \pm 1.92 \pm 1.12$ |
| 0.7000-0.7025 | $-2 \pm 2$ | $8.52 \pm 0.14$ | $-2.06 \pm 1.82 \pm 1.82$ | 0.8800-0.8825 | $44 \pm 5$ | $8.16 \pm 0.13$ | $12.06 \pm 1.38 \pm 0.62$ |
| 0.7025-0.7050 | $3 \pm 2$ | $8.51 \pm 0.14$ | $1.04 \pm 0.77 \pm 0.52$ | 0.8825-0.8850 | $39 \pm 7$ | $8.16 \pm 0.13$ | $10.57 \pm 1.97 \pm 0.70$ |
| 0.7050-0.7075 | $6 \pm 2$ | $8.51 \pm 0.14$ | $1.91 \pm 0.75 \pm 0.36$ | 0.8850-0.8875 | $45 \pm 6$ | $8.15 \pm 0.13$ | $12.14 \pm 1.56 \pm 0.66$ |
| 0.7075-0.7100 | $11 \pm 4$ | $8.50 \pm 0.14$ | $3.54 \pm 1.40 \pm 0.89$ | 0.8875-0.8900 | $32 \pm 7$ | $8.15 \pm 0.13$ | $8.74 \pm 1.88 \pm 0.63$ |
| 0.7100-0.7125 | $9 \pm 4$ | $8.50 \pm 0.14$ | $2.84 \pm 1.30 \pm 0.55$ | 0.8900-0.8925 | $39 \pm 8$ | $8.14 \pm 0.13$ | $10.55 \pm 2.08 \pm 1.19$ |
| 0.7125-0.7150 | $9 \pm 6$ | $8.49 \pm 0.14$ | $3.01 \pm 1.80 \pm 0.51$ | 0.8925-0.8950 | $40 \pm 6$ | $8.14 \pm 0.13$ | $10.82 \pm 1.64 \pm 1.62$ |
| 0.7150-0.7175 | $32 \pm 8$ | $8.49 \pm 0.14$ | $10.36 \pm 2.43 \pm 1.24$ | 0.8950-0.8975 | $40 \pm 5$ | $8.14 \pm 0.13$ | $10.84 \pm 1.31 \pm 0.60$ |
| 0.7175-0.7200 | $9 \pm 3$ | $8.48 \pm 0.14$ | $2.84 \pm 0.92 \pm 0.52$ | 0.8975-0.9000 | $41 \pm 4$ | $8.13 \pm 0.13$ | $11.01 \pm 1.18 \pm 0.69$ |
| 0.7200-0.7225 | $9 \pm 3$ | $8.48 \pm 0.14$ | $2.76 \pm 0.98 \pm 0.50$ | 0.9000-0.9025 | $46 \pm 7$ | $8.13 \pm 0.13$ | $12.30 \pm 1.86 \pm 0.55$ |
| 0.7225-0.7250 | $11 \pm 2$ | $8.47 \pm 0.14$ | $3.43 \pm 0.79 \pm 0.78$ | 0.9025-0.9050 | $26 \pm 7$ | $8.12 \pm 0.13$ | $7.00 \pm 1.74 \pm 0.44$ |
| 0.7250-0.7275 | $14 \pm 4$ | $8.46 \pm 0.14$ | $4.34 \pm 1.23 \pm 0.69$ | 0.9050-0.9075 | $44 \pm 6$ | $8.12 \pm 0.13$ | $11.82 \pm 1.48 \pm 0.34$ |
| 0.7275-0.7300 | $14 \pm 3$ | $8.46 \pm 0.14$ | $4.45 \pm 1.09 \pm 0.69$ | 0.9075-0.9100 | $42 \pm 7$ | $8.11 \pm 0.13$ | $11.28 \pm 1.87 \pm 0.99$ |
| 0.7300-0.7325 | $18 \pm 5$ | $8.45 \pm 0.14$ | $5.78 \pm 1.58 \pm 0.49$ | 0.9100-0.9125 | $40 \pm 5$ | $8.11 \pm 0.13$ | $10.70 \pm 1.35 \pm 1.06$ |
| 0.7325-0.7350 | $39 \pm 8$ | $8.45 \pm 0.14$ | $12.43 \pm 2.56 \pm 1.00$ | 0.9125-0.9150 | $42 \pm 6$ | $8.10 \pm 0.13$ | $11.13 \pm 1.51 \pm 0.46$ |
| 0.7350-0.7375 | $50 \pm 9$ | $8.44 \pm 0.14$ | $15.79 \pm 3.00 \pm 1.94$ | 0.9150-0.9175 | $41 \pm 5$ | $8.10 \pm 0.13$ | $10.94 \pm 1.42 \pm 1.39$ |
| 0.7375-0.7400 | $39 \pm 10$ | $8.44 \pm 0.14$ | $12.39 \pm 3.17 \pm 3.17$ | 0.9175-0.9200 | $47 \pm 10$ | $8.10 \pm 0.13$ | $12.48 \pm 2.70 \pm 1.22$ |
| 0.7400-0.7425 | $33 \pm 9$ | $8.43 \pm 0.14$ | $10.50 \pm 2.88 \pm 0.72$ | 0.9200-0.9225 | $38 \pm 5$ | $8.09 \pm 0.13$ | $9.93 \pm 1.31 \pm 0.28$ |
| 0.7425-0.7450 | $62 \pm 9$ | $8.43 \pm 0.13$ | $19.35 \pm 2.93 \pm 1.30$ | 0.9225-0.9250 | $38 \pm 7$ | $8.09 \pm 0.13$ | $10.06 \pm 1.78 \pm 1.06$ |
| 0.7450-0.7475 | $47 \pm 9$ | $8.42 \pm 0.13$ | $14.77 \pm 2.66 \pm 0.47$ | 0.9250-0.9275 | $42 \pm 5$ | $8.08 \pm 0.13$ | $11.01 \pm 1.35 \pm 0.79$ |
| 0.7475-0.7500 | $66 \pm 12$ | $8.42 \pm 0.13$ | $20.64 \pm 3.76 \pm 2.35$ | 0.9275-0.9300 | $26 \pm 6$ | $8.08 \pm 0.13$ | $6.85 \pm 1.65 \pm 0.49$ |
| 0.7500-0.7525 | $70 \pm 10$ | $8.41 \pm 0.13$ | $21.63 \pm 3.17 \pm 3.16$ | 0.9300-0.9325 | $40 \pm 7$ | $8.07 \pm 0.13$ | $10.45 \pm 1.70 \pm 0.63$ |
| 0.7525-0.7550 | $97 \pm 14$ | $8.41 \pm 0.13$ | $30.10 \pm 4.26 \pm 4.31$ | 0.9325-0.9350 | $43 \pm 5$ | $8.07 \pm 0.13$ | $11.14 \pm 1.32 \pm 0.64$ |
| 0.7550-0.7575 | $134 \pm 18$ | $8.40 \pm 0.13$ | $41.39 \pm 5.54 \pm 5.27$ | 0.9350-0.9375 | $45 \pm 7$ | $8.06 \pm 0.13$ | $11.71 \pm 1.86 \pm 0.54$ |
| 0.7575-0.7600 | $166 \pm 17$ | $8.40 \pm 0.13$ | $51.12 \pm 5.14 \pm 2.39$ | 0.9375-0.9400 | $39 \pm 6$ | $8.06 \pm 0.13$ | $10.16 \pm 1.47 \pm 0.88$ |
| 0.7600-0.7625 | $159 \pm 13$ | $8.39 \pm 0.13$ | $48.88 \pm 4.01 \pm 2.13$ | 0.9400-0.9425 | $44 \pm 5$ | $8.06 \pm 0.13$ | $11.42 \pm 1.39 \pm 0.58$ |
| 0.7625-0.7650 | $220 \pm 19$ | $8.39 \pm 0.13$ | $67.36 \pm 5.80 \pm 1.93$ | 0.9425-0.9450 | $57 \pm 11$ | $8.05 \pm 0.13$ | $14.63 \pm 2.90 \pm 1.75$ |
| 0.7650-0.7675 | $265 \pm 17$ | $8.38 \pm 0.13$ | $80.95 \pm 5.17 \pm 2.34$ | 0.9450-0.9475 | $46 \pm 7$ | $8.05 \pm 0.13$ | $11.89 \pm 1.80 \pm 0.72$ |
| 0.7675-0.7700 | $389 \pm 21$ | $8.38 \pm 0.13$ | $118.63 \pm 6.35 \pm 11.43$ | 0.9475-0.9500 | $43 \pm 5$ | $8.04 \pm 0.13$ | $10.92 \pm 1.40 \pm 0.26$ |
| 0.7700-0.7725 | $603 \pm 29$ | $8.37 \pm 0.13$ | $183.30 \pm 8.86 \pm 4.57$ | 0.9500-0.9525 | $48 \pm 7$ | $8.04 \pm 0.13$ | $12.37 \pm 1.68 \pm 0.34$ |
| 0.7725-0.7750 | $959 \pm 36$ | $8.37 \pm 0.13$ | $290.79 \pm 10.98 \pm 7.94$ | 0.9525-0.9550 | $39 \pm 5$ | $8.03 \pm 0.13$ | $9.97 \pm 1.39 \pm 0.57$ |
| 0.7750-0.7775 | $1588 \pm 41$ | $8.36 \pm 0.13$ | $480.21 \pm 12.35 \pm 11.41$ | 0.9550-0.9575 | $50 \pm 7$ | $8.03 \pm 0.13$ | $12.75 \pm 1.73 \pm 0.31$ |
| 0.7775-0.7800 | $3110 \pm 64$ | $8.36 \pm 0.13$ | $938.09 \pm 19.25 \pm 21.37$ | 0.9575-0.9600 | $52 \pm 8$ | $8.03 \pm 0.13$ | $13.15 \pm 1.93 \pm 0.31$ |
| 0.7800-0.7825 | $5124 \pm 43$ | $8.35 \pm 0.13$ | $1541.62 \pm 12.86 \pm 34.87$ | 0.9600-0.9625 | $46 \pm 6$ | $8.02 \pm 0.13$ | $11.57 \pm 1.63 \pm 1.04$ |
| 0.7825-0.7850 | $5342 \pm 63$ | $8.35 \pm 0.13$ | $1603.13 \pm 19.00 \pm 36.07$ | 0.9625-0.9650 | $56 \pm 8$ | $8.02 \pm 0.13$ | $14.14 \pm 1.95 \pm 0.38$ |
| 0.7850-0.7875 | $3365 \pm 63$ | $8.34 \pm 0.13$ | $1007.06 \pm 18.93 \pm 22.62$ | 0.9650-0.9675 | $42 \pm 8$ | $8.01 \pm 0.13$ | $10.70 \pm 1.99 \pm 1.06$ |
| 0.7875-0.7900 | $2079 \pm 50$ | $8.34 \pm 0.13$ | $620.45 \pm 15.02 \pm 15.34$ | 0.9675-0.9700 | $36 \pm 8$ | $8.01 \pm 0.13$ | $9.13 \pm 1.96 \pm 0.41$ |
| 0.7900-0.7925 | $1226 \pm 32$ | $8.33 \pm 0.13$ | $364.90 \pm 9.58 \pm 12.33$ | 0.9700-0.9725 | $51 \pm 5$ | $8.00 \pm 0.13$ | $12.78 \pm 1.36 \pm 0.88$ |
| 0.7925-0.7950 | $844 \pm 24$ | $8.33 \pm 0.13$ | $250.54 \pm 6.98 \pm 6.88$ | 0.9725-0.9750 | $58 \pm 6$ | $8.00 \pm 0.13$ | $14.48 \pm 1.58 \pm 0.59$ |
| 0.7950-0.7975 | $583 \pm 20$ | $8.32 \pm 0.13$ | $172.52 \pm 5.85 \pm 4.25$ | 0.9750-0.9775 | $51 \pm 8$ | $8.00 \pm 0.13$ | $12.69 \pm 2.03 \pm 1.79$ |
| 0.7975-0.8000 | $459 \pm 19$ | $8.32 \pm 0.13$ | $135.69 \pm 5.53 \pm 3.37$ | 0.9775-0.9800 | $57 \pm 8$ | $7.99 \pm 0.13$ | $14.22 \pm 2.08 \pm 1.56$ |
| 0.8000-0.8025 | $348 \pm 24$ | $8.31 \pm 0.13$ | $102.39 \pm 7.11 \pm 4.93$ | 0.9800-0.9825 | $75 \pm 11$ | $7.99 \pm 0.13$ | $18.72 \pm 2.73 \pm 2.17$ |
| 0.8025-0.8050 | $276 \pm 22$ | $8.31 \pm 0.13$ | $81.14 \pm 6.39 \pm 4.39$ | 0.9825-0.9850 | $64 \pm 7$ | $7.98 \pm 0.13$ | $15.93 \pm 1.79 \pm 1.02$ |
| 0.8050-0.8075 | $244 \pm 12$ | $8.30 \pm 0.13$ | $71.49 \pm 3.61 \pm 2.47$ | 0.9850-0.9875 | $71 \pm 9$ | $7.98 \pm 0.13$ | $17.62 \pm 2.21 \pm 1.15$ |
| 0.8075-0.8100 | $205 \pm 17$ | $8.30 \pm 0.13$ | $59.85 \pm 4.96 \pm 1.62$ | 0.9875-0.9900 | $104 \pm 15$ | $7.98 \pm 0.13$ | $25.73 \pm 3.83 \pm 2.72$ |
| 0.8100-0.8125 | $180 \pm 14$ | $8.29 \pm 0.13$ | $52.57 \pm 4.13 \pm 1.62$ | 0.9900-0.9925 | $84 \pm 10$ | $7.97 \pm 0.13$ | $20.83 \pm 2.37 \pm 1.32$ |
| 0.8125-0.8150 | $156 \pm 13$ | $8.29 \pm 0.13$ | $45.31 \pm 3.65 \pm 2.38$ | 0.9925-0.9950 | $93 \pm 9$ | $7.97 \pm 0.13$ | $22.84 \pm 2.20 \pm 0.68$ |
| 0.8150-0.8175 | $144 \pm 10$ | $8.28 \pm 0.13$ | $41.71 \pm 3.04 \pm 1.46$ | 0.9950-0.9975 | $99 \pm 9$ | $7.96 \pm 0.13$ | $24.47 \pm 2.20 \pm 0.67$ |
| 0.8175-0.8200 | $132 \pm 15$ | $8.28 \pm 0.13$ | $38.26 \pm 4.39 \pm 1.94$ | 0.9975-1.0000 | $100 \pm 11$ | $7.96 \pm 0.13$ | $24.60 \pm 2.65 \pm 2.51$ |
| 0.8200-0.8225 | $113 \pm 11$ | $8.28 \pm 0.13$ | $32.49 \pm 3.27 \pm 2.52$ | 1.0000-1.0025 | $133 \pm 12$ | $7.95 \pm 0.13$ | $32.47 \pm 3.01 \pm 1.42$ |
| 0.8225-0.8250 | $103 \pm 12$ | $8.27 \pm 0.13$ | $29.65 \pm 3.57 \pm 2.31$ | 1.0025-1.0050 | $128 \pm 16$ | $7.95 \pm 0.13$ | $31.20 \pm 4.00 \pm 1.53$ |
| 0.8250-0.8275 | $93 \pm 11$ | $8.27 \pm 0.13$ | $26.59 \pm 3.15 \pm 0.88$ | 1.0050-1.0075 | $174 \pm 14$ | $7.95 \pm 0.13$ | $42.48 \pm 3.33 \pm 2.46$ |
| 0.8275-0.8300 | $75 \pm 12$ | $8.26 \pm 0.13$ | $21.42 \pm 3.47 \pm 2.47$ | 1.0075-1.0100 | $173 \pm 8$ | $7.94 \pm 0.13$ | $42.16 \pm 2.03 \pm 1.58$ |
| 0.8300-0.8325 | $51 \pm 6$ | $8.26 \pm 0.13$ | $14.68 \pm 1.66 \pm 0.79$ | 1.0100-1.0125 | $262 \pm 25$ | $7.94 \pm 0.13$ | $63.75 \pm 5.98 \pm 3.89$ |
| 0.8325-0.8350 | $50 \pm 8$ | $8.25 \pm 0.13$ | $14.25 \pm 2.24 \pm 0.89$ | 1.0125-1.0150 | $481 \pm 35$ | $7.93 \pm 0.13$ | $116.54 \pm 8.42 \pm 6.60$ |
| 0.8350-0.8375 | $71 \pm 8$ | $8.25 \pm 0.13$ | $20.24 \pm 2.23 \pm 1.65$ | 1.0150-1.0175 | $1177 \pm 37$ | $7.93 \pm 0.13$ | $284.82 \pm 8.94 \pm 7.24$ |
| 0.8375-0.8400 | $69 \pm 9$ | $8.24 \pm 0.13$ | $19.50 \pm 2.65 \pm 1.09$ | 1.0175-1.0200 | $2565 \pm 37$ | $7.93 \pm 0.13$ | $619.46 \pm 8.87 \pm 17.02$ |
| 0.8400-0.8425 | $69 \pm 8$ | $8.24 \pm 0.13$ | $19.46 \pm 2.29 \pm 2.22$ | 1.0200-1.0225 | $1326 \pm 34$ | $7.92 \pm 0.13$ | $319.66 \pm 8.30 \pm 7.09$ |
| 0.8425-0.8450 | $59 \pm 8$ | $8.23 \pm 0.13$ | $16.73 \pm 2.25 \pm 0.86$ | 1.0225-1.0250 | $407 \pm 30$ | $7.92 \pm 0.13$ | $97.99 \pm 7.26 \pm 2.16$ |
| 0.8450-0.8475 | $66 \pm 9$ | $8.23 \pm 0.13$ | $18.68 \pm 2.57 \pm 1.03$ | 1.0250-1.0275 | $126 \pm 17$ | $7.91 \pm 0.13$ | $30.34 \pm 4.10 \pm 3.42$ |
| 0.8475-0.8500 | $61 \pm 6$ | $8.22 \pm 0.13$ | $17.13 \pm 1.73 \pm 1.30$ | 1.0275-1.0300 | $53 \pm 15$ | $7.91 \pm 0.13$ | $12.75 \pm 3.48 \pm 0.67$ |
| 0.8500-0.8525 | $66 \pm 10$ | $8.22 \pm 0.13$ | $18.58 \pm 2.79 \pm 0.65$ | 1.0300-1.0325 | $-3 \pm 9$ | $7.91 \pm 0.13$ | $-3.37 \pm 9.40 \pm 9.40$ |
| 0.8525-0.8550 | $51 \pm 8$ | $8.21 \pm 0.13$ | $14.27 \pm 2.28 \pm 0.99$ | 1.0325-1.0350 | $15 \pm 9$ | $7.90 \pm 0.13$ | $3.70 \pm 2.12 \pm 1.89$ |
| 0.8550-0.8575 | $38 \pm 8$ | $8.21 \pm 0.13$ | $10.59 \pm 2.21 \pm 0.94$ | 1.0350-1.0375 | $1 \pm 6$ | $7.90 \pm 0.13$ | $0.15 \pm 1.49 \pm 0.18$ |
| 0.8575-0.8600 | $52 \pm 7$ | $8.20 \pm 0.13$ | $14.53 \pm 1.99 \pm 0.44$ | 1.0375-1.0400 | $8 \pm 6$ | $7.89 \pm 0.13$ | $1.81 \pm 1.43 \pm 0.32$ |
| 0.8600-0.8625 | $48 \pm 7$ | $8.20 \pm 0.13$ | $13.41 \pm 1.90 \pm 0.49$ | 1.0400-1.0425 | $5 \pm 7$ | $7.89 \pm 0.13$ | $1.09 \pm 1.58 \pm 0.35$ |
| 0.8625-0.8650 | $47 \pm 7$ | $8.20 \pm 0.13$ | $13.14 \pm 1.85 \pm 0.47$ | 1.0425-1.0450 | $4 \pm 5$ | $7.89 \pm 0.13$ | $0.95 \pm 1.13 \pm 0.52$ |
| 0.8650-0.8675 | $48 \pm 7$ | $8.19 \pm 0.13$ | $13.36 \pm 1.88 \pm 1.08$ | 1.0450-1.0475 | $6 \pm 4$ | $7.88 \pm 0.13$ | $1.36 \pm 1.05 \pm 0.51$ |
| 0.8675-0.8700 | $42 \pm 7$ | $8.19 \pm 0.13$ | $11.58 \pm 1.81 \pm 1.55$ | 1.0475-1.0500 | $3 \pm 3$ | $7.88 \pm 0.13$ | $0.68 \pm 0.82 \pm 0.22$ |

Table IV. Cross section for $e^{+} e^{-} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ in the energy range $1.05-3.50 \mathrm{GeV}$. The conventions are the same as in Table III.

| $\sqrt{s^{\prime}}(\mathrm{GeV})$ | $N_{\text {unf }}$ | $\varepsilon(\%)$ | $\sigma(\mathrm{nb})$ | $\sqrt{s^{\prime}}(\mathrm{GeV})$ | $N_{\text {unf }}$ | $\varepsilon(\%)$ | $\sigma$ (nb) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.050-1.075 | $63 \pm 15$ | $7.86 \pm 0.13$ | $1.48 \pm 0.35 \pm 0.10$ | 1.900-1.925 | $38 \pm 11$ | $6.95 \pm 0.17$ | $0.54 \pm 0.16 \pm 0.14$ |
| 1.075-1.100 | $159 \pm 17$ | $7.82 \pm 0.13$ | $3.65 \pm 0.39 \pm 0.13$ | 1.925-1.950 | $61 \pm 13$ | $6.94 \pm 0.17$ | $0.84 \pm 0.18 \pm 0.15$ |
| 1.100-1.125 | $194 \pm 20$ | $7.78 \pm 0.19$ | $4.36 \pm 0.44 \pm 0.15$ | 1.950-1.975 | $37 \pm 9$ | $6.92 \pm 0.17$ | $0.51 \pm 0.13 \pm 0.11$ |
| 1.125-1.150 | $208 \pm 19$ | $7.75 \pm 0.19$ | $4.59 \pm 0.41 \pm 0.17$ | 1.975-2.000 | $31 \pm 10$ | $6.91 \pm 0.17$ | $0.42 \pm 0.13 \pm 0.12$ |
| 1.150-1.175 | $232 \pm 20$ | $7.71 \pm 0.18$ | $5.03 \pm 0.44 \pm 0.15$ | 2.000-2.050 | $55 \pm 12$ | $6.88 \pm 0.17$ | $0.37 \pm 0.08 \pm 0.08$ |
| 1.175-1.200 | $244 \pm 22$ | $7.68 \pm 0.18$ | $5.18 \pm 0.47 \pm 0.16$ | 2.050-2.100 | $76 \pm 12$ | $6.85 \pm 0.17$ | $0.50 \pm 0.08 \pm 0.07$ |
| 1.200-1.225 | $208 \pm 23$ | $7.64 \pm 0.18$ | $4.36 \pm 0.48 \pm 0.16$ | 2.100-2.150 | $70 \pm 13$ | $6.83 \pm 0.17$ | $0.45 \pm 0.08 \pm 0.05$ |
| 1.225-1.250 | $276 \pm 22$ | $7.61 \pm 0.18$ | $5.68 \pm 0.45 \pm 0.18$ | 2.150-2.200 | $53 \pm 10$ | $6.80 \pm 0.17$ | $0.33 \pm 0.06 \pm 0.03$ |
| 1.250-1.275 | $249 \pm 23$ | $7.58 \pm 0.18$ | $5.04 \pm 0.47 \pm 0.19$ | 2.200-2.250 | $54 \pm 10$ | $6.78 \pm 0.17$ | $0.32 \pm 0.06 \pm 0.02$ |
| 1.275-1.300 | $206 \pm 24$ | $7.54 \pm 0.18$ | $4.09 \pm 0.47 \pm 0.16$ | 2.250-2.300 | $54 \pm 10$ | $6.75 \pm 0.17$ | $0.32 \pm 0.06 \pm 0.02$ |
| 1.300-1.325 | $247 \pm 26$ | $7.51 \pm 0.18$ | $4.84 \pm 0.52 \pm 0.17$ | 2.300-2.350 | $53 \pm 10$ | $6.73 \pm 0.17$ | $0.30 \pm 0.06 \pm 0.02$ |
| 1.325-1.350 | $257 \pm 25$ | $7.48 \pm 0.18$ | $4.95 \pm 0.48 \pm 0.17$ | 2.350-2.400 | $40 \pm 9$ | $6.71 \pm 0.17$ | $0.23 \pm 0.05 \pm 0.02$ |
| 1.350-1.375 | $218 \pm 22$ | $7.45 \pm 0.18$ | $4.13 \pm 0.41 \pm 0.13$ | 2.400-2.450 | $26 \pm 8$ | $6.69 \pm 0.17$ | $0.14 \pm 0.05 \pm 0.01$ |
| 1.375-1.400 | $201 \pm 22$ | $7.42 \pm 0.18$ | $3.76 \pm 0.41 \pm 0.17$ | 2.450-2.500 | $33 \pm 8$ | $6.67 \pm 0.17$ | $0.18 \pm 0.05 \pm 0.02$ |
| 1.400-1.425 | $261 \pm 25$ | $7.39 \pm 0.18$ | $4.80 \pm 0.45 \pm 0.19$ | 2.500-2.550 | $28 \pm 8$ | $6.65 \pm 0.17$ | $0.15 \pm 0.04 \pm 0.01$ |
| 1.425-1.450 | $229 \pm 20$ | $7.37 \pm 0.18$ | $4.14 \pm 0.36 \pm 0.16$ | 2.550-2.600 | $12 \pm 7$ | $6.63 \pm 0.17$ | $0.06 \pm 0.03 \pm 0.01$ |
| 1.450-1.475 | $232 \pm 21$ | $7.34 \pm 0.18$ | $4.15 \pm 0.37 \pm 0.16$ | 2.600-2.650 | $25 \pm 7$ | $6.61 \pm 0.17$ | $0.13 \pm 0.03 \pm 0.01$ |
| 1.475-1.500 | $229 \pm 20$ | $7.31 \pm 0.18$ | $4.03 \pm 0.35 \pm 0.15$ | 2.650-2.700 | $33 \pm 8$ | $6.60 \pm 0.17$ | $0.16 \pm 0.04 \pm 0.01$ |
| 1.500-1.525 | $244 \pm 21$ | $7.29 \pm 0.17$ | $4.23 \pm 0.36 \pm 0.15$ | 2.700-2.750 | $7 \pm 5$ | $6.58 \pm 0.17$ | $0.04 \pm 0.03 \pm 0.01$ |
| 1.525-1.550 | $265 \pm 22$ | $7.26 \pm 0.17$ | $4.53 \pm 0.38 \pm 0.16$ | 2.750-2.800 | $12 \pm 6$ | $6.56 \pm 0.17$ | $0.06 \pm 0.03 \pm 0.01$ |
| 1.550-1.575 | $300 \pm 22$ | $7.24 \pm 0.17$ | $5.06 \pm 0.38 \pm 0.16$ | 2.800-2.850 | $5 \pm 5$ | $6.55 \pm 0.17$ | $0.02 \pm 0.02 \pm 0.01$ |
| 1.575-1.600 | $305 \pm 22$ | $7.21 \pm 0.17$ | $5.08 \pm 0.37 \pm 0.15$ | 2.850-2.900 | $14 \pm 8$ | $6.53 \pm 0.17$ | $0.07 \pm 0.04 \pm 0.02$ |
| 1.600-1.625 | $321 \pm 24$ | $7.19 \pm 0.17$ | $5.26 \pm 0.39 \pm 0.17$ | 2.900-2.950 | $6 \pm 6$ | $6.51 \pm 0.17$ | $0.02 \pm 0.03 \pm 0.01$ |
| 1.625-1.650 | $283 \pm 24$ | $7.17 \pm 0.17$ | $4.58 \pm 0.38 \pm 0.16$ | 2.950-3.000 | $12 \pm 6$ | $6.49 \pm 0.17$ | $0.05 \pm 0.02 \pm 0.01$ |
| 1.650-1.675 | $256 \pm 19$ | $7.14 \pm 0.17$ | $4.09 \pm 0.31 \pm 0.15$ | 3.000-3.050 | $18 \pm 4$ | $6.48 \pm 0.17$ | $0.08 \pm 0.02 \pm 0.08$ |
| 1.675-1.700 | $214 \pm 20$ | $7.12 \pm 0.17$ | $3.37 \pm 0.32 \pm 0.14$ | 3.050-3.100 | $19 \pm 4$ | $6.46 \pm 0.17$ | $0.082 \pm 0.018 \pm 0.004$ |
| 1.700-1.725 | $133 \pm 19$ | $7.10 \pm 0.17$ | $2.06 \pm 0.29 \pm 0.15$ | 3.100-3.150 | $16 \pm 5$ | $6.44 \pm 0.17$ | $0.065 \pm 0.020 \pm 0.004$ |
| 1.725-1.750 | $130 \pm 17$ | $7.08 \pm 0.17$ | $2.00 \pm 0.26 \pm 0.18$ | 3.150-3.200 | $19 \pm 5$ | $6.42 \pm 0.17$ | $0.08 \pm 0.02 \pm 0.06$ |
| 1.750-1.775 | $101 \pm 14$ | $7.06 \pm 0.17$ | $1.53 \pm 0.21 \pm 0.11$ | 3.200-3.250 | $8 \pm 5$ | $6.40 \pm 0.17$ | $0.03 \pm 0.02 \pm 0.01$ |
| 1.775-1.800 | $83 \pm 12$ | $7.04 \pm 0.17$ | $1.24 \pm 0.18 \pm 0.10$ | 3.250-3.300 | $9 \pm 5$ | $6.38 \pm 0.17$ | $0.037 \pm 0.019 \pm 0.003$ |
| 1.800-1.825 | $77 \pm 14$ | $7.02 \pm 0.17$ | $1.13 \pm 0.20 \pm 0.12$ | 3.300-3.350 | $5 \pm 3$ | $6.36 \pm 0.17$ | $0.020 \pm 0.012 \pm 0.004$ |
| 1.825-1.850 | $76 \pm 14$ | $7.01 \pm 0.17$ | $1.11 \pm 0.21 \pm 0.13$ | 3.350-3.400 | $6 \pm 4$ | $6.34 \pm 0.17$ | $0.023 \pm 0.015 \pm 0.005$ |
| 1.850-1.875 | $79 \pm 15$ | $6.99 \pm 0.17$ | $1.14 \pm 0.21 \pm 0.15$ | 3.400-3.450 | $8 \pm 4$ | $6.31 \pm 0.18$ | $0.030 \pm 0.017 \pm 0.005$ |
| 1.875-1.900 | $48 \pm 11$ | $6.97 \pm 0.17$ | $0.69 \pm 0.16 \pm 0.11$ | 3.450-3.500 | $14 \pm 4$ | $6.29 \pm 0.18$ | $0.05 \pm 0.02 \pm 0.01$ |
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