
CPV in D meson decays 
at Belle I/II

Michel Bertemes on behalf of the Belle I/II collaboration 
12th International Workshop on CKM Unitarity - 09/18/23



Michel Bertemes - BNL

SuperKEKB and Belle II 
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Belle Belle II

Years of 
operation

1999-2010 2019-

Beam energies 8 GeV (e-) , 3.5 GeV (e+) 7 GeV (e-) , 4 GeV (e+)

Data set ~1000fb-1 424fb-1

• SuperKEKB 
‣ asymmetric  collider in 

Tsukuba, Japan 
‣ nano-beam interaction point  
‣ =  (record) 
‣ tunable Ecm around  mass 

• Belle II 
‣ 4π spectrometer  
‣ successor to Belle with 

improved vertexing, tracking, 
PID and calorimetry 
capabilities 

‣ currently in LS1, resume in 
2024

e+e−

ℒ 4.7 × 1034cm−2s−1

Υ(4S)





Michel Bertemes - BNL

Charm physics at Belle II 
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• “charm factory” 
‣ large  cross-section provides low-background event samples 
‣ 1.3M events per 1fb-1  

‣ ~100% trigger efficiency uniform across decay time and kinematics 
• rich program 

‣ excellent reconstruction of final states with neutrals e.g. , 
,  

‣ unique access to final states with invisible particles: e.g. decay into neutrinos

e+e− → cc̄

D+ → π+π0

D0 → ρ0γ π0π0, K0
S K0

S , Kππ0, πππ0 . . .Dark Sector Physics at BaBar and Belle II (Torben Ferber)

Belle II: Detector

11

positrons e+

electrons e-

KL and muon detector (KLM):  
Resistive Plate Counters (RPC) (outer barrel) 
Scintillator + WLSF + MPPC (endcaps, inner barrel) 

Particle Identification (PID): 
Time-Of-Propagation counter (TOP) (barrel) 
Aerogel Ring-Imaging Cerenkov Counter (ARICH) 

Electromagnetic calorimeter (ECL): 
CsI(Tl) crystals, waveform sampling to measure time 
and energy (possible upgrade: pulse-shape) 
Non-projective gaps between crystals 

Vertex detectors (VXD):  
2 layer DEPFET pixel detectors (PXD) 
4 layer double-sided silicon strip detectors (SVD) 

Central drift chamber (CDC): 
He(50%):C2H6 (50%), small cells,  
fast electronics 

Magnet: 
1.5 T superconducting 
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A beautiful charm event
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c
D0(cū)

c̄c̄q

signal decay

signal decay 
products

D*+
π+

s

same sideopposite side

K+(s̄u)

ν̄ μ−
W−

K− p̄

p K+e−

‣ → two charm hadrons + fragmentation 
✦ no entanglement, inaccessible strong phase  

‣ standard approach (since 1977): exclusive reconstruction of strong decay  
✦ inefficient reconstruction of slow=low momentum pion 
✦ loss in statistics (only ~25% of all charm quarks hadronize into ) 

‣ a new more inclusive method is desirable to exploit correlation between signal flavor and 
charge of tagging particles

e+e−

D*+ → D0π+
s

D*
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D*+
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same sideopposite side

ν̄ μ−
W−

K−

p e−

‣ → two charm hadrons + fragmentation 
✦ no entanglement, inaccessible strong phase  

‣ standard approach (since 1977): exclusive reconstruction of strong decay  
✦ inefficient reconstruction of slow=low momentum pion 
✦ loss in statistics (only ~25% of all charm quarks hadronize into ) 

‣ a new more inclusive method is desirable to exploit correlation between signal flavor and 
charge of tagging particles

e+e−

D*+ → D0π+
s

D*

M(D*+) − M(D0) ≈ 145 MeV/c2slow pion:

K+(s̄u)

p̄

K+
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Novel method for the 
identification of the production 

flavor of neutral charmed mesons
PRD 107, 112010 (2023)

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.107.112010
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The Charm Flavor Tagger (CFT)
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=+1 for  and -1 for  
=1 perfect prediction, =0 random guessing

q D0 D̄0

r r

• reconstruct particles most collinear with signal meson 
• uses kinematic features ( , recoiling mass) and PID of tagging particles 
• based on BDT, predicts  (tagging decision  and dilution ) 
• trained using simulation and calibrated with Belle II data

ΔR
qr q r
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=+1 for  and -1 for  
=1 perfect prediction, =0 random guessing

q D0 D̄0

r r

• reconstruct particles most collinear with signal meson 
• uses kinematic features ( , recoiling mass) and PID of tagging particles 
• based on BDT, predicts  (tagging decision  and dilution ) 
• trained using simulation and calibrated with Belle II data

ΔR
qr q r

ϵeff
tag = (47.91 ± 0.07(stat) ± 0.51(syst)) %

tagging power: ϵeff
tag = ϵtag⟨r2⟩ , ϵeff

tag(D*) ∼ 24 %
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The Charm Flavor Tagger (CFT)
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• double the sample size w.r.t -tagged events 
• provide discrimination between signal and background 
• CFT will increase sensitivity for many charm decays: 

‣

D*+

D0 → π0π0, K0
SK0

S , Kππ0, πππ0 . . .

D0 → K−π+ D0 → K+π−π0(WS)



Measurement of BR and search for CPV in 
 decaysD0 → K0

SK0
Sπ+π−

arXiv:2305.12806

Search for CPV in  decays 
and observation of 

D+
(s) → K+K0

Sh+h−

D+
s → K+K−K0

Sπ+

Search for CPV using T-odd correlations in 
 and 

 decays
D+

(s) → K+K−π+π0, K+π−π+π0

D+ → K−π+π+π0

PRD 107, 052001 (2023)

arXiv:2305.11405

https://arxiv.org/abs/2305.12806
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.107.052001
https://arxiv.org/abs/2305.11405
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• obtain asymmetry from difference in partial 
widths 

•  includes asymmetries in production and 
reconstruction 
‣ : arising from  interference 
‣ : reconstruction of final-state particles 
‣ need control channel to correct  

• in charm: SCS two-body decays

Araw

AFB γ − Z0

Aϵ

Two approaches

Araw =
Γ(D → f ) − Γ(D̄ → f̄ )
Γ(D → f ) + Γ(D̄ → f̄ )

AT =
Γ(CT > 0) − Γ(CT < 0)
Γ(CT > 0) + Γ(CT < 0)

• measure asymmetry in triple products 
 

•  can also arise from final-state 
interaction 

• isolate - violation with  
•  is unaffected by production and 

reconstruction asymmetries 
• in charm: four-body decays

CT = ⃗v1 ⋅ ( ⃗v2 × ⃗v3)
AT ≠ 0

T aT−odd
CP

aT−odd
CP

13
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interaction 

• isolate - violation with  
•  is unaffected by production and 

reconstruction asymmetries 
• in charm: four-body decays

CT = ⃗v1 ⋅ ( ⃗v2 × ⃗v3)
AT ≠ 0

T aT−odd
CP

aT−odd
CP

aT−odd
CP =

1
2

(AT − ĀT)

ĀT =
Γ(−C̄T > 0) − Γ(−C̄T < 0)
Γ(−C̄T > 0) + Γ(−C̄T < 0)

14
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‣ : reconstruction of final-state particles 
‣ need control channel to correct  

• in charm: SCS two-body decays

Araw

AFB γ − Z0

Aϵ

Two approaches

Araw =
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interaction 

• isolate - violation with  
•  is unaffected by production and 

reconstruction asymmetries 
• in charm: four-body decays

CT = ⃗v1 ⋅ ( ⃗v2 × ⃗v3)
AT ≠ 0

T aT−odd
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aT−odd
CP

aT−odd
CP =

1
2

(AT − ĀT)

ĀT =
Γ(−C̄T > 0) − Γ(−C̄T < 0)
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ACP ∝ sin(ϕ)sin(δ) aT−odd
CP ∝ sin(ϕ)cos(δ)

15
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• focus on 
‣  in  ( -tagged) 
‣ -odd correlation in  

• common features 
‣ based on full Belle data set collected 

on or near , ~1ab-1 
‣ identification of  candidates with 

NN based on kinematic features 
‣ further background suppression with 

sum of vertex fit qualities, flight-
length significance

ACP D0 → K0
S K0

Sπ+π− D*
T D+ → K+K0

Sπ+π−

Υ(nS)
K0

S

Analysis details

16

D0

K0
S K0

S

π+

π+

π+

π−

π−

π−

D*+

π+
s

e− e+
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• obtain asymmetry from different  and  
yields 

• slow pion asymmetry  
‣ use (un)-tagged  decays 
‣ measured in bins of transverse momentum 

and polar angle 
• forward-backward asymmetry  

‣ odd function of polar angle of  
momentum 

• largest systematic from binning 

D0 D̄0

Aπs
ϵ

D0 → K−π+

AFB
D*

 in ACP D0 → K0
SK0

Sπ+π−

17

Araw =
N(D0 → f ) − N(D̄0 → f̄ )
N(D0 → f ) + N(D̄0 → f̄ )

Araw = ACP + AFB + Aπs
ϵ

3

dates. For these events, we retain a single candidate by
choosing that with the lowest value of

∑

(χ2/ndf). Ac-
cording to MC simulation, this criterion correctly identi-
fies the true signal decay 81% of the time, without intro-
ducing any bias.
We determine the signal yield via a two-dimensional

unbinned extended maximum-likelihood fit to the vari-
ables M and ∆M . The fitted ranges are 1.810 GeV/c2 <
M < 1.920 GeV/c2 and 0.140 GeV/c2 < ∆M <
0.150 GeV/c2. Separate probability density func-
tions (PDFs) are used for the following categories of
events: (a) correctly reconstructed signal events; (b) mis-
reconstructed signal events, i.e., one or more daugh-
ter tracks are missing; (c) “slow pion background,” i.e.,
a true D0 → K0

S
K0

S
π+π− decay is combined with an

extraneous π+
s track; (d) “broken charm background,”

i.e., a true D∗+ → D0π+
s decay is reconstructed, but

the (non-signal) D0 decay is mis-reconstructed, faking a
D0→K0

S
K0

S
π+π− decay; (e) purely combinatorial back-

ground, i.e., no true D∗+ or D0 decay; and (f) D0 →
K0

S
K0

S
K0

S
decays that survive the M(π+π−) veto.

All PDFs are taken to factorize as P (M) × P (∆M).
We have checked for possible correlations between M
and ∆M for all the signal and background components
and found them to be negligible. For correctly recon-
structed signal decays, the PDF for M is the sum of
three asymmetric Gaussians with a common mean. The
PDF for ∆M is the sum of two asymmetric Gaussians
and a Student’s t function [29], all with a common mean.
Both common means are floated, as are the widths of the
asymmetric Gaussian with the largest fraction used for
M , and the σ, r parameters of the Student’s t function
used for ∆M . All other parameters are fixed to MC val-
ues. For mis-reconstructed signal decays, a second-order
Chebychev polynomial is used for M , and a fourth-order
Chebychev polynomial is used for ∆M . These shape pa-
rameters are fixed to MC values. The yield is taken to be
a fixed fraction of the total signal yield (14± 1%), which
is also obtained from MC simulation.
For slow pion background, we use the same PDF for

M as used for correctly reconstructed signal decays. For
∆M , we use a “threshold” function Q0.5+α ·Q1.5, where
Q = ∆M−m

π+ and α is a parameter. For broken charm
background, we use the sum of two Gaussians with a com-
mon mean forM , and a Student’s t function for∆M . For
combinatorial background, we use a second-order Cheby-
chev polynomial for M , and, for ∆M , a threshold func-
tion with the same functional form as used for slow pion
background. For D0 →K0

S
K0

S
K0

S
decays, we use a sin-

gle Gaussian for M and a Student’s t function for ∆M .
The broken charm and D0 → K0

S
K0

S
K0

S
backgrounds

are small; thus, their yields and shape parameters are
taken from MC simulation. For slow pion background,
the ∆M shape parameters are taken from MC simula-
tion. All other shape parameters (six for the means and
widths of the signal PDF, and three for the combinatorial

background) are floated. The fit yields 6095± 98 signal
events. Projections of the fit are shown in Fig. 1.
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FIG. 1. Projections of the fit for D0 → K0
S K0

S π+π− on
M (upper) and ∆M (lower). The brown dashed curve con-
sists of slow pion, broken charm, and D0→K0

S K0
S K0

S back-
grounds. The corresponding pull distributions [= (data −
fit result)/(data uncertainty)] are shown below each projec-
tion. The dashed red lines correspond to ±3σ values.

We normalize the sensitivity of our search by count-
ing the number of D0 → K0

S
π+π− decays observed in

the same data set. The branching fraction for D0 →
K0

S
K0

S
π+π− is calculated as

B(D0→K0
S K0

S π+π−) =
(

NK0
S
K0

S
π+π−

NK0
S
π+π−

)(

ε
K0

S
π+π−

ε
K0

S
K0

S
π+π−

)

×
B(D0→K0

S
π+π−)

B(K0
S
→π+π−)

,

(5)

where N is the fitted yield for D0 → K0
S
K0

S
π+π−

or D0 → K0
S
π+π− decays; ε is the corresponding re-

construction efficiency, given that K0
S

→ π+π−; and
B(K0

S → π+π−) and B(D0 → K0
S π+π−) are the world

average branching fractions for K0
S
→ π+π− and D0 →

K0
S
π+π− [23]. The selection criteria for D0→K0

S
π+π−

are the same as those used for D0→K0
S
K0

S
π+π−, except

that only one K0
S
is required.

We determine N
K0

S
π+π−

from a two-dimensional
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• obtain asymmetry from different  and  
yields 

• slow pion asymmetry  
‣ use (un)-tagged  decays 
‣ measured in bins of transverse momentum 

and polar angle 
• forward-backward asymmetry  

‣ odd function of polar angle of  
momentum 

• largest systematic from binning 

D0 D̄0

Aπs
ϵ

D0 → K−π+

AFB
D*

 in ACP D0 → K0
SK0

Sπ+π−

18

Araw = ACP + AFB + Aπs
ϵ

wD0 = 1 − Aπs
ϵ (pT, cos θπs

)

wD̄0 = 1 + Aπs
ϵ (pT, cos θπs

)

correct for   by separately weighting  
and  yields

Aπs
ϵ D0

D̄0
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Acorr
raw = ACP + AFB

6
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FIG. 3. Values of ACP (upper) and AFB (lower) in bins of
cos θ∗. The red horizontal line in the ACP plot shows the
result of fitting the points to a constant (“p0”). The red
curve in the AFB plot shows the leading-order prediction for
AFB(e

+e− → cc) [33].

The systematic uncertainties for A
CP

are listed in Ta-
ble II. The uncertainty due to fixed parameters in the
signal and background PDFs is evaluated in the same
manner as done for the branching fraction: the various
parameters are sampled from Gaussian distributions, and
the fit is repeated. After 2000 trials, the r.m.s. of the
distribution of A

CP
values is taken as the systematic un-

certainty.

The uncertainty due to the fixed yields of backgrounds
is evaluated in two ways. The uncertainties in the over-
all yields of broken charm and residual D0→K0

S
K0

S
K0

S

backgrounds are evaluated in the same manner as done
for the branching fraction measurement. In addition, the
fixed fractions of the backgrounds between D0 and D 0

decays, and among the cos θ∗ bins, are varied by sam-
pling these fractions from Gaussian distributions having
widths equal to the respective uncertainties and repeat-
ing the fit. After 2000 trials, the r.m.s. of the resulting
distribution of A

CP
values is again taken as the system-

atic uncertainty.
We assign a systematic uncertainty due to the choice

of cos θ∗ binning by varying the number of bins from
four to six, eight, and two. The differences between the
lowest and highest values of A

CP
and the nominal re-

sult is assigned as the systematic uncertainty. There is
also uncertainty arising from the Aπs

ε values taken from
Ref. [32]. We evaluate this by sampling Aπs

ε values from
Gaussian distributions and refitting for A

CP
; after 2000

trials the r.m.s. of the fitted values is taken as the sys-
tematic uncertainty. The overall systematic uncertainty
is the sum in quadrature of all individual uncertainties.
The result is (+0.35

−0.52)%, dominated by the uncertainty due
to binning.

TABLE II. Systematic uncertainties (absolute) for ACP .

Sources (%)

Fixed PDF parameters ±0.01

D0→K0
S K0

S K0
S background +0.02

−0.03

Broken charm background +0.09
−0.07

Binning in cos θ∗ +0.33
−0.51

Reconstruction asymmetry Aπs
ε ±0.01

Fixed background fractions ±0.04

Total +0.35
−0.52

To measure aT
CP

, we divide the data into four subsam-
ples: D0 decays with C

T
> 0 (yield =N1) and C

T
< 0

(yield = N2); and D 0 decays with −CT > 0 (N3) and
−CT < 0 (N4). Thus, A

T
= (N1 − N2)/(N1 + N2),

ĀT = (N3 − N4)/(N3 + N4), and aTCP = (AT − ĀT )/2.
We fit the four subsamples simultaneously and take the
fitted parameters to be N1, N3, AT

, and aT
CP

.
For this fit, we use the same PDF functions as used

for the branching fraction measurement, and with the
same fixed and floated parameters. The fixed shape pa-
rameters are taken to be the same for all four subsam-
ples, as indicated by MC studies. The yield of combi-
natorial background is floated independently for all sub-
samples. The yield of slow pion background is fixed in
the same way as done for the A

CP
fit. The fit gives

AT = (−0.66 ± 2.01)% and aTCP = (−1.95 ± 1.42)%,
where the uncertainties are statistical only. These values
imply Ā

T
= (+3.25± 1.98)%. Projections of the fit are

shown in Fig. 4.
The systematic uncertainties for aT

CP
are listed in Ta-

ble III. Several uncertainties that enter the branching
fraction measurement cancel out for aT

CP
. The uncer-

tainty arising from the fixed parameters in the signal
and background PDFs is evaluated in the same manner
as done for the branching fraction: the various param-
eters are sampled from Gaussian distributions, and the
fit is repeated. After 5000 trials, the r.m.s. in the fit-
ted values of aT

CP
is taken as the systematic uncertainty.

obtain   by averaging over bins of polar angleACP

ACP =
Acorr

raw (cos θ*) + Acorr
raw (−cos θ*)

2
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four to six, eight, and two. The differences between the
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and the nominal re-
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; after 2000
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to binning.

TABLE II. Systematic uncertainties (absolute) for ACP .

Sources (%)

Fixed PDF parameters ±0.01

D0→K0
S K0

S K0
S background +0.02

−0.03

Broken charm background +0.09
−0.07

Binning in cos θ∗ +0.33
−0.51

Reconstruction asymmetry Aπs
ε ±0.01

Fixed background fractions ±0.04

Total +0.35
−0.52

To measure aT
CP
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< 0
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= (N1 − N2)/(N1 + N2),

ĀT = (N3 − N4)/(N3 + N4), and aTCP = (AT − ĀT )/2.
We fit the four subsamples simultaneously and take the
fitted parameters to be N1, N3, AT

, and aT
CP

.
For this fit, we use the same PDF functions as used

for the branching fraction measurement, and with the
same fixed and floated parameters. The fixed shape pa-
rameters are taken to be the same for all four subsam-
ples, as indicated by MC studies. The yield of combi-
natorial background is floated independently for all sub-
samples. The yield of slow pion background is fixed in
the same way as done for the A

CP
fit. The fit gives

AT = (−0.66 ± 2.01)% and aTCP = (−1.95 ± 1.42)%,
where the uncertainties are statistical only. These values
imply Ā

T
= (+3.25± 1.98)%. Projections of the fit are

shown in Fig. 4.
The systematic uncertainties for aT

CP
are listed in Ta-

ble III. Several uncertainties that enter the branching
fraction measurement cancel out for aT

CP
. The uncer-

tainty arising from the fixed parameters in the signal
and background PDFs is evaluated in the same manner
as done for the branching fraction: the various param-
eters are sampled from Gaussian distributions, and the
fit is repeated. After 5000 trials, the r.m.s. in the fit-
ted values of aT

CP
is taken as the systematic uncertainty.

obtain   by averaging over bins of polar angleACP

ACP =
Acorr

raw (cos θ*) + Acorr
raw (−cos θ*)

2

ACP(D0 → K0
SK0

Sπ+π−) = (−2.51 ± 1.44(stat)+0.35
−0.52(syst)) %
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CT = ⃗pK+ ⋅ ( ⃗pπ+ × ⃗pπ−)
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Fig. 2. Left: schematic view of CT = (!p1 × !p2) · !p3 definition in four-body decay M → P1P2P3P4.
Right: status of experimental results of T -odd asymmetries of D decays as summarized in Tab. I.

2. EVENT SELECTION AND OPTIMIZATION86

2.1. Data sample and software87

The analysis is based on the BASF2 software (light-2305-korat) for both datasets. That88

indicates the Belle data analysis uses B2BII framework.89

• We use the experimental data with 1.4 ab−1:90

– Belle: an integrated luminosity of 980 fb−1 collected at the Belle detector [13]91

operating at the KEKB [14] asymmetric-energy e+e− collider, which includes the92

datasets collected on or near Υ(nS) (n = 1, 2, 3, 4, 5) resonances;93

– Belle II: an integrated luminosity of 424 fb−1 (full ‘LS1 dataset’) collected at94

the Belle II detector [15] operating at the SuperKEKB [16] asymmetric-energy95

e+e− collider, which includes 362/42/20 fb−1 collected at on/below/above Υ(4S)-96

resonance.97

• Signal Monte Carlo (MC) samples for the decays D+
(s) → K0

SK
−π+π+ are from D+

(s)98

inclusive process e+e− → γ∗ → cc̄ → D+
(s) + anything.99

– We use EvtGen [17] for event generation, and GEANT3 [18] and GEANT4 [19]100

to simulate the responses of Belle and Belle II detectors, respectively.101

– The final state radiation (FSR) process is allowed via the PHOTOS [20].102

– The signals of D+
(s) → K0

SK
−π+π+ without any intermediate resonances are gen-103

erated uniformly in phase space.104

• A large size of generic MC samples are used to perform the optimization of event105

selections and study backgrounds.106

5
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3

utilizes the goodness-of-fit �2 statistic resulting from the
D+

(s) production vertex fit and decay vertex fit. The

significance of the D+
(s) decay length LD/�L is defined

as

~L = ~rdec � ~rprod, (5)

LD = ~L · ~p

|~p| , (6)

�2
L =

~LT · (Vdec + Vprod) · ~L
|~L|2

, (7)

where ~p is the momentum vector of the D+
(s), and ~rprod

and ~rdec are the position vectors for the production and
decay vertices, respectively, each with its corresponding
error matrices Vprod and Vdec. Signal events typically
have larger values of xp and LD/�L, and smaller values
of ⌃(�2/ndf), as compared to background events.

We optimize selection criteria by maximizing the signal
significance S/

p
S +B, where S and B are the numbers

of signal and background events, respectively, expected
in the signal region. We use MC for signal events and
a data sideband for background events. For S, we
scale the number of signal events from MC using the
known branching fraction [31]. The optimal values of
the selection criteria for three decay modes are in the
following ranges: ⌃(�2/ndf) < 5 – 9, LD/�L > 1.4 – 5.1,
and xp > 0.3 – 0.55. We account for correlations among
these criteria by optimizing all three simultaneously.

The invariant mass distributions of signal candidates
after applying all selection criteria are shown in Figs. 1–
3. For each channel, events are divided into four
subsamples, depending on the D charge and sign of CT

and CT values. The four signal yields are related to the
T -odd observable AT and CP -violating parameter aT -odd

CP
as follows:

N(CT > 0) =
N(D+

(s))

2
(1 +AT ), (8)

N(CT < 0) =
N(D+

(s))

2
(1�AT ), (9)

N(�CT > 0) =
N(D�

(s))

2
(1 +AT � 2aT -odd

CP ), (10)

N(�CT < 0) =
N(D�

(s))

2
(1�AT + 2aT -odd

CP ). (11)

We determine N(D+
(s)), N(D�

(s)), AT , and aT -odd
CP

by performing a binned maximum likelihood fit,
simultaneously to the invariant mass distributions of the
four subsamples. The signal component is described
by the superposition of two Gaussian functions with a
common mean value. The background component is
modeled with a straight line. We use a common signal
probability density function (PDF) and four independent
background PDFs for the subsamples. All parameters
of the PDFs are free to vary. The asymmetries AT and
aT -odd
CP are directly extracted from the fit. To validate our

TABLE I. Results of AT and aT -odd
CP measurements. The

uncertainties listed are statistical.

Mode AT (%) aT -odd
CP (%)

D+ ! K+K0
S⇡

+⇡� (3.67± 1.23) (0.34± 0.87)
D+

s ! K+K0
S⇡

+⇡� (�8.31± 8.89) (�0.46± 0.63)
D+ ! K+K�K0

S⇡
+ (�1.40± 4.23) (�3.34± 2.66)
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FIG. 1. Fit results for D+ ! K+K0
S⇡

+⇡� candidates. Dots
with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

method, we extract AT and aT -odd
CP from six independent

MC samples where no T -violation is expected. For all
MC samples, the extracted asymmetries are consistent
with zero.

Projections of the fit result are superimposed on the
data in Figs. 1–3. The normalized residuals (“pulls”)
are plotted below the distributions and are calculated
as (Ndata � Nfit)/�Ndata . Here Ndata, Nfit, and �Ndata

are the yield, yield predicted by the fitted PDF, and the
error on the yield, respectively. The fitted results for AT

and aT -odd
CP are listed in Table I.

The main sources of systematic uncertainty are listed
in Table II and evaluated as follows. Possible bias
resulting from the choice of signal shape is checked by
fitting for aT -odd

CP using alternative shapes. For these
shapes we try a Gaussian function, the superposition of a
Gaussian function and an asymmetric Gaussian function,
and the superposition of two asymmetric Gaussian
functions. The largest deviation of aT -odd

CP from the
nominal result is taken as the systematic uncertainty.

3

utilizes the goodness-of-fit �2 statistic resulting from the
D+

(s) production vertex fit and decay vertex fit. The

significance of the D+
(s) decay length LD/�L is defined

as

~L = ~rdec � ~rprod, (5)

LD = ~L · ~p

|~p| , (6)

�2
L =

~LT · (Vdec + Vprod) · ~L
|~L|2

, (7)

where ~p is the momentum vector of the D+
(s), and ~rprod

and ~rdec are the position vectors for the production and
decay vertices, respectively, each with its corresponding
error matrices Vprod and Vdec. Signal events typically
have larger values of xp and LD/�L, and smaller values
of ⌃(�2/ndf), as compared to background events.

We optimize selection criteria by maximizing the signal
significance S/

p
S +B, where S and B are the numbers

of signal and background events, respectively, expected
in the signal region. We use MC for signal events and
a data sideband for background events. For S, we
scale the number of signal events from MC using the
known branching fraction [31]. The optimal values of
the selection criteria for three decay modes are in the
following ranges: ⌃(�2/ndf) < 5 – 9, LD/�L > 1.4 – 5.1,
and xp > 0.3 – 0.55. We account for correlations among
these criteria by optimizing all three simultaneously.

The invariant mass distributions of signal candidates
after applying all selection criteria are shown in Figs. 1–
3. For each channel, events are divided into four
subsamples, depending on the D charge and sign of CT

and CT values. The four signal yields are related to the
T -odd observable AT and CP -violating parameter aT -odd

CP
as follows:

N(CT > 0) =
N(D+

(s))

2
(1 +AT ), (8)

N(CT < 0) =
N(D+

(s))

2
(1�AT ), (9)

N(�CT > 0) =
N(D�

(s))

2
(1 +AT � 2aT -odd

CP ), (10)

N(�CT < 0) =
N(D�

(s))

2
(1�AT + 2aT -odd

CP ). (11)

We determine N(D+
(s)), N(D�

(s)), AT , and aT -odd
CP

by performing a binned maximum likelihood fit,
simultaneously to the invariant mass distributions of the
four subsamples. The signal component is described
by the superposition of two Gaussian functions with a
common mean value. The background component is
modeled with a straight line. We use a common signal
probability density function (PDF) and four independent
background PDFs for the subsamples. All parameters
of the PDFs are free to vary. The asymmetries AT and
aT -odd
CP are directly extracted from the fit. To validate our

TABLE I. Results of AT and aT -odd
CP measurements. The

uncertainties listed are statistical.

Mode AT (%) aT -odd
CP (%)

D+ ! K+K0
S⇡

+⇡� (3.67± 1.23) (0.34± 0.87)
D+

s ! K+K0
S⇡

+⇡� (�8.31± 8.89) (�0.46± 0.63)
D+ ! K+K�K0

S⇡
+ (�1.40± 4.23) (�3.34± 2.66)
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FIG. 1. Fit results for D+ ! K+K0
S⇡

+⇡� candidates. Dots
with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

method, we extract AT and aT -odd
CP from six independent

MC samples where no T -violation is expected. For all
MC samples, the extracted asymmetries are consistent
with zero.

Projections of the fit result are superimposed on the
data in Figs. 1–3. The normalized residuals (“pulls”)
are plotted below the distributions and are calculated
as (Ndata � Nfit)/�Ndata . Here Ndata, Nfit, and �Ndata

are the yield, yield predicted by the fitted PDF, and the
error on the yield, respectively. The fitted results for AT

and aT -odd
CP are listed in Table I.

The main sources of systematic uncertainty are listed
in Table II and evaluated as follows. Possible bias
resulting from the choice of signal shape is checked by
fitting for aT -odd

CP using alternative shapes. For these
shapes we try a Gaussian function, the superposition of a
Gaussian function and an asymmetric Gaussian function,
and the superposition of two asymmetric Gaussian
functions. The largest deviation of aT -odd

CP from the
nominal result is taken as the systematic uncertainty.

total signal yield: 18632±214
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aT−odd
CP = (0.34 ± 0.87(stat.) ± 0.32(syst.)) %

3

utilizes the goodness-of-fit �2 statistic resulting from the
D+

(s) production vertex fit and decay vertex fit. The

significance of the D+
(s) decay length LD/�L is defined

as

~L = ~rdec � ~rprod, (5)

LD = ~L · ~p

|~p| , (6)

�2
L =

~LT · (Vdec + Vprod) · ~L
|~L|2

, (7)

where ~p is the momentum vector of the D+
(s), and ~rprod

and ~rdec are the position vectors for the production and
decay vertices, respectively, each with its corresponding
error matrices Vprod and Vdec. Signal events typically
have larger values of xp and LD/�L, and smaller values
of ⌃(�2/ndf), as compared to background events.

We optimize selection criteria by maximizing the signal
significance S/

p
S +B, where S and B are the numbers

of signal and background events, respectively, expected
in the signal region. We use MC for signal events and
a data sideband for background events. For S, we
scale the number of signal events from MC using the
known branching fraction [31]. The optimal values of
the selection criteria for three decay modes are in the
following ranges: ⌃(�2/ndf) < 5 – 9, LD/�L > 1.4 – 5.1,
and xp > 0.3 – 0.55. We account for correlations among
these criteria by optimizing all three simultaneously.

The invariant mass distributions of signal candidates
after applying all selection criteria are shown in Figs. 1–
3. For each channel, events are divided into four
subsamples, depending on the D charge and sign of CT

and CT values. The four signal yields are related to the
T -odd observable AT and CP -violating parameter aT -odd

CP
as follows:

N(CT > 0) =
N(D+

(s))

2
(1 +AT ), (8)

N(CT < 0) =
N(D+

(s))

2
(1�AT ), (9)

N(�CT > 0) =
N(D�

(s))

2
(1 +AT � 2aT -odd

CP ), (10)

N(�CT < 0) =
N(D�

(s))

2
(1�AT + 2aT -odd

CP ). (11)

We determine N(D+
(s)), N(D�

(s)), AT , and aT -odd
CP

by performing a binned maximum likelihood fit,
simultaneously to the invariant mass distributions of the
four subsamples. The signal component is described
by the superposition of two Gaussian functions with a
common mean value. The background component is
modeled with a straight line. We use a common signal
probability density function (PDF) and four independent
background PDFs for the subsamples. All parameters
of the PDFs are free to vary. The asymmetries AT and
aT -odd
CP are directly extracted from the fit. To validate our

TABLE I. Results of AT and aT -odd
CP measurements. The

uncertainties listed are statistical.

Mode AT (%) aT -odd
CP (%)

D+ ! K+K0
S⇡

+⇡� (3.67± 1.23) (0.34± 0.87)
D+

s ! K+K0
S⇡

+⇡� (�8.31± 8.89) (�0.46± 0.63)
D+ ! K+K�K0

S⇡
+ (�1.40± 4.23) (�3.34± 2.66)
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FIG. 1. Fit results for D+ ! K+K0
S⇡

+⇡� candidates. Dots
with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

method, we extract AT and aT -odd
CP from six independent

MC samples where no T -violation is expected. For all
MC samples, the extracted asymmetries are consistent
with zero.

Projections of the fit result are superimposed on the
data in Figs. 1–3. The normalized residuals (“pulls”)
are plotted below the distributions and are calculated
as (Ndata � Nfit)/�Ndata . Here Ndata, Nfit, and �Ndata

are the yield, yield predicted by the fitted PDF, and the
error on the yield, respectively. The fitted results for AT

and aT -odd
CP are listed in Table I.

The main sources of systematic uncertainty are listed
in Table II and evaluated as follows. Possible bias
resulting from the choice of signal shape is checked by
fitting for aT -odd

CP using alternative shapes. For these
shapes we try a Gaussian function, the superposition of a
Gaussian function and an asymmetric Gaussian function,
and the superposition of two asymmetric Gaussian
functions. The largest deviation of aT -odd

CP from the
nominal result is taken as the systematic uncertainty.

total signal yield: 18632±214
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charm sample charm lifetimes hadronic decays (semi)leptonic decays rare decays Quantum-correlated DD Charm CPV summary

CPV in D four-body decays T -odd asymmetry results from Belle

Belle recently searched for CPV with T -odd correlations in charm decays of
D0 → K 0

S K 0
S π+π− a, D+

(s) → K 0
S h+π+π− b, and D+

(s) → Khπ+π0 c.

In D rest frame, a triple mixed product CT = (!p1 ×!p2) ·!p3 satisfies
CP(CT ) = −C(CT ) = −CT .
The T-odd asymmetries for D+

(s) or D−
(s) decays are defined as

AT =
Γ+(CT > 0)− Γ+(CT < 0)
Γ+(CT > 0) + Γ+(CT < 0) AT =

Γ−(−CT > 0)− Γ−(−CT < 0)
Γ−(−CT > 0) + Γ−(−CT < 0)

T -odd CP asymmetry aT-odd
CP = 1

2 (AT − AT ) .
With some conditions, aT-odd

CP ∝ sin φ cos δ has largest value when δ = 0
(Adir

CP $= 0 needs δ $= 0) ⇒ an observable complementary to Adir
CP .

These aT -odd
CP results mostly are first or most precise measurement.

Belle II/LHCb may improve the precision utilizing increased samples, and apply
this method to charmed baryons.
For details, see Michel’s talk this afternoon.

a(Belle) PRD 107, 052001 (2023)
b(Belle) arXiv:2305.11405

c(Belle) arXiv:2305.12806
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D )%-0.12

+0.141.42±(-1.95
[Belle]

 (SCS)-π+π
-

K
+

KÆ0
D

-310×2.1)±(3.5
[FOCUS/ BaBar/ LHCb/          ] Belle

 (CF)0π-π+π
S

KÆ0
D -310×)

-0.76

+0.231.38±(-0.28
[Belle]

aT -odd
CP precisions of all D mesons reach O(0.1%).
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• additional branching fractions measurements: 
‣  

✦ most precise measurement to date 
✦ norm. channel:  

‣  
✦ first observation of this decay 
✦ norm. channel:  

• measurement of  in subregions of phase space: 
‣ largest asymmetry found in  
‣

B(D0 → K0
S K0

Sπ+π−) = (4.82 ± 0.08(stat)+0.10
+0.11(syst) ± 0.31(norm)) × 10−4

D0 → K0
Sπ+π−

B(D+
s → K+K−K0

Sπ+) = (1.29 ± 0.14(stat) ± 0.04(syst) ± 0.11(norm)) × 10−4

D+
s → K+K0

Sπ+π−

aT−odd
CP

D+
s → K*0ρ+

aT−odd
CP = (6.2 ± 3.0(stat) ± 0.4(syst)) %

Noteworthy
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FIG. 4. The M(K+K�K0
S⇡

+) distribution for signal
candidates with the fit result superimposed. Circles with
error bars show the data, and the solid contour shows the
overall fit result. In the top plot, the red dashed contour
shows the combinatorial background, and the green dotted
contour shows the D⇤+ background. In the lower plot,
these background components have been subtracted. The
background component is subtracted in the lower histogram.

Gaussian, with the mean and width fixed to MC values.
The signal yield obtained is 645 ± 70. The statistical
significance of theD+

s (CS) signal is 9.3�, calculated using
the di↵erence in the log likelihoods

p
�2ln(L0/Lmax).

Here, Lmax and L0 are the likelihood values of the fit
to the M(K+K�K0

S⇡
+) spectrum with and without

including the signal PDF, respectively. In order to
estimate the signal significance including the additive
systematic uncertainties, fits using alternative PDFs for
signal and background are performed as discussed below.
The minimum value of signal significance we obtain is
9.2�. To be conservative, we use this value as the signal
significance with systematic uncertainties included.

To take into account variation in reconstruction
e�ciencies due to unknown intermediate resonances, we
correct the fitted signal yield for e�ciency in bins of five-
dimensional (5D) phase space. We only use events in a
signal region defined as |M(K+K0

Sh
�⇡+) � m(D+

s )| <
10 MeV/c2. These bins consist of the invariant masses
of pairs of final-state particles. Such a method has
been used in other analyses of four-body decays of D
mesons [32]. The 5D phase space is divided into 243
bins (i.e., 3 ⇥ 3 ⇥ 3 ⇥ 3 ⇥ 3), which is well-matched to
the structure of the e�ciency distribution obtained from
the signal MC sample. We calculate the corrected signal
yield N corr as

N corr =
X

i

N tot
i �Nbkg · fbkg

i

✏i
. (12)

Here, N tot
i and ✏i are the total number of events and

the reconstruction e�ciency, respectively, for the ith
bin, and Nbkg is the overall number of background
events for all bins together. The fraction of background
events in bin i (fbkg

i ) and ✏i are obtained from MC
simulation. The uncertainties on each term in Eq. (12)
are propagated to obtain the overall uncertainty on
N corr. Only the PID requirement for a single charged
track is di↵erent between the final state particles of
the signal and normalization modes. To account for
a small di↵erence in PID e�ciency between data and
MC simulation, a correction for PID is included in the
e�ciency calculation. The correction factor is obtained
from a D⇤+ ! D0⇡+, D0 ! K�⇡+ control sample. To
account for the di↵erence in the momentum spectra of
the daughter tracks between the analysis mode and the
control sample, the daughter tracks are divided into 384
bins according to the momentum and polar angle (32
momentum bins and 12 polar angle bins). We obtain the
e�ciency-corrected signal yields as listed in Table IV, and
the relative branching fraction B[D+

s (CS)]/B[D+
s (CF)] =

(1.36± 0.15)%, where the uncertainty is statistical only.

TABLE IV. Fitted signal yields (N sig) and e�ciency-
corrected signal yields (Ncorr) for D+

s ! K+K0
S⇡

+⇡� and
D+

s ! K+K�K0
S⇡

+.

Decay mode N sig Ncorr(⇥102)
D+

s ! K+K0
S⇡

+⇡� 70080± 676 10782± 104
D+

s ! K+K�K0
S⇡

+ 645± 70 146± 15

The main sources of systematic uncertainty are listed
in Table V and evaluated as follows. Since the correction
for the di↵erence in PID e�ciencies between data and
MC is included in the calculation of the signal yield
correction, the uncertainty of the correction is evaluated.
We assign 1.6% as the systematic uncertainty for this
contribution.
The uncertainty from the e�ciency correction method

is checked by using di↵erent binnings of the 5D phase
space. The largest deviation from the nominal value is
assigned as the uncertainty.
To check for any remaining bias due to possible

intermediate resonances, we generate MC samples
of signal decays proceeding through intermediate
resonances and re-calculate N corr using Eq. (12). The
largest deviation observed in the ratio of branching

TABLE V. Contributions to the fractional systematic
uncertainty for the ratio of branching fractions
B(D+

s (CS))/B(D+
s (CF)) in %.

Sources (%)
PID e�ciency correction 1.6
E�ciency correction (binning) 0.7
E�ciency correction (intermediate resonances) 0.5
PDF model 1.8
Total 2.6
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• Charm Flavor Tagger 
‣ new inclusive algorithm that exploits correlation between 

signal flavor and charge of tagging particles 
‣ significantly enlarge the available sample size 

•  and  measurements 
‣ two complementary approaches to measure CPV 
‣ use four-body charm decays, efficient reconstruction at Belle 
‣ world’s most precise results

ACP aT−odd
CP

Conclusion

26
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TABLE I. Systematic uncertainties (fractional) for the
branching fraction measurement.

Source K0
S K0

Sπ
+π− K0

Sπ
+π−

(%) (%)

Fixed PDF parameters 0.14 0.09

D0→K0
S K0

S K0
S background 0.11 –

Broken charm background 0.98 –

MC statistics 0.26 0.17

PID efficiency correction 0.80 0.74

K0
S reconstruction efficiency 0.83 0.36

Tracking Efficiency 0.70

M(π+π−) veto efficiency +0.42
−0.93 –

Fraction of mis-reconst. signal +0.02
−0.03 –

D0→K0
S K0

S π+π− decay model 0.73

B(K0
S →π+π−) 0.07 –

Total for B
K0

S
K0

S
π+π−

/B
K0

S
π+π−

+2.07
−2.23

sible difference in reconstruction efficiencies between data
and MC simulation. This is evaluated in a separate study
of D∗+ →D0π+

s , D
0 →K0

S
π+π− decays. The resulting

uncertainty is 0.35% per track. As signal decays have
two more charged tracks than normalization decays do,
we take this uncertainty to be 0.70% on the branching
fraction.

There is uncertainty due to K0
S
reconstruction, which

is found from a study of D∗+ → D0π+
s , D

0 → K0
S
π0

decays [22]. This uncertainty is 0.83% for D0 →
K0

S
K0

S
π+π− and 0.36% for D0 →K0

S
π+π−. These un-

certainties are correlated between the two channels and
partially cancel; however, as the respective K0

S
daugh-

ters have different momentum spectra, for simplicity
we take these uncertainties to be uncorrelated, which
is conservative. The uncertainty due to PID criteria
applied to the π± tracks is obtained from a study of
D∗+ → D0π+

s , D
0 → K−π+ decays. The resulting un-

certainty is also momentum-dependent, and we take this
uncertainty to also be uncorrelated between signal and
normalization channels.

There is an uncertainty arising from the |M(π+π−)−
m

K0
S

| > 10 MeV/c2 requirement applied to reject D0→

K0
S
K0

S
K0

S
background. This is evaluated by varying

this criterion from 8 MeV/c2 to 15 MeV/c2; the result-
ing fractional change in the signal yield is taken as the
uncertainty. Finally, there is uncertainty in the PDG
value B(K0

S
→ π+π−) = 0.6920 ± 0005 (which enters

ε), and the PDG value of the branching fraction for
the normalization channel D0 → K0

S π+π−. The total
systematic uncertainty is taken as the sum in quadra-
ture of all individual uncertainties. The result is +1.90

−2.07%
for D0 →K0

S
K0

S
π+π−, 0.71% for D0 →K0

S
π+π−, and

+2.07
−2.23% for the ratio of branching fractions.

We measure the CP asymmetry A
CP

from the differ-
ence in signal yields for D0 and D 0 decays:

Adet
CP =

N(D0→f)−N(D 0→f)

N(D0→f) +N(D 0→f)
. (6)

The observable Adet
CP

includes asymmetries in production
and reconstruction:

Adet
CP = ACP +AFB +Aπs

ε , (7)

where AFB is the “forward-backward” production asym-
metry [31] between D∗+ and D∗− due to γ∗−Z0 interfer-
ence in e+e−→ cc ; and Aπs

ε is the asymmetry in recon-
struction efficiencies for π±

s tracks. We determine Aπs

ε

from a study of flavor-taggedD∗+→D0π+
s , D

0→K−π+

decays and untagged D0 → K−π+ decays [32]. In this
study, Aπs

ε is measured in bins of pT and cos θπ
s
of the

π±
s , where pT is the transverse momentum and θπs

is the
polar angle with respect to the z-axis, both evaluated in
the laboratory frame. We subsequently correct for Aπs

ε

in K0
S
K0

S
π+π− events by separately weighting D0 and

D 0 decays:

wD0 = 1−Aπs

ε (pT, cos θπs
) (8)

w
D 0 = 1 +Aπs

ε (pT, cos θπ
s
) . (9)

After correcting for Aπs

ε , we obtain Acor
CP

= A
CP

+AFB.
The asymmetry AFB is an odd function of cos θ∗, and
ACP is an even function, where θ∗ is the polar angle
between the D∗± momentum and the +z axis in the CM
frame. We thus extract A

CP
and AFB via

ACP =
Acor

CP
(cos θ∗) +Acor

CP
(− cos θ∗)

2
(10)

AFB =
Acor

CP
(cos θ∗)−Acor

CP
(− cos θ∗)

2
. (11)

For this calculation, we define four bins of cos θ∗:
(−1.0,−0.4), (−0.4, 0), (0, 0.4) and (0.4, 1.0). We de-
termine Acor

CP
for each bin by simultaneously fitting for

D0 and D 0 signal yields for weighted events in that
bin. We use the same PDF functions as used for the
branching fraction measurement, and with the same fixed
and floated parameters. The fixed shape parameters are
taken to be the same for all cos θ∗ bins. The yields of
combinatorial background for the D0 and D 0 samples
are floated independently. The yields of broken charm
and D0 →K0

S
K0

S
K0

S
backgrounds are fixed to MC val-

ues. The yield of slow pion background is also fixed: the
total yield is fixed to the value obtained from the branch-
ing fraction fit, and the fraction assigned to D0, D 0, and
each cos θ∗ bin is taken from MC simulation. The fit-
ted parameters are N(D0→f) and Acor

CP . The results for
Acor

CP
are combined according to Eqs. (10) and (11) to ob-

tain A
CP

and AFB. These values for the cos θ∗ bins are
plotted in Fig. 3. Fitting the A

CP
values to a constant,

we obtain A
CP

= (−2.51± 1.44)%.
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FIG. 3. Values of ACP (upper) and AFB (lower) in bins of
cos θ∗. The red horizontal line in the ACP plot shows the
result of fitting the points to a constant (“p0”). The red
curve in the AFB plot shows the leading-order prediction for
AFB(e

+e− → cc) [33].

The systematic uncertainties for A
CP

are listed in Ta-
ble II. The uncertainty due to fixed parameters in the
signal and background PDFs is evaluated in the same
manner as done for the branching fraction: the various
parameters are sampled from Gaussian distributions, and
the fit is repeated. After 2000 trials, the r.m.s. of the
distribution of A

CP
values is taken as the systematic un-

certainty.

The uncertainty due to the fixed yields of backgrounds
is evaluated in two ways. The uncertainties in the over-
all yields of broken charm and residual D0→K0

S
K0

S
K0

S

backgrounds are evaluated in the same manner as done
for the branching fraction measurement. In addition, the
fixed fractions of the backgrounds between D0 and D 0

decays, and among the cos θ∗ bins, are varied by sam-
pling these fractions from Gaussian distributions having
widths equal to the respective uncertainties and repeat-
ing the fit. After 2000 trials, the r.m.s. of the resulting
distribution of A

CP
values is again taken as the system-

atic uncertainty.
We assign a systematic uncertainty due to the choice

of cos θ∗ binning by varying the number of bins from
four to six, eight, and two. The differences between the
lowest and highest values of A

CP
and the nominal re-

sult is assigned as the systematic uncertainty. There is
also uncertainty arising from the Aπs

ε values taken from
Ref. [32]. We evaluate this by sampling Aπs

ε values from
Gaussian distributions and refitting for A

CP
; after 2000

trials the r.m.s. of the fitted values is taken as the sys-
tematic uncertainty. The overall systematic uncertainty
is the sum in quadrature of all individual uncertainties.
The result is (+0.35

−0.52)%, dominated by the uncertainty due
to binning.

TABLE II. Systematic uncertainties (absolute) for ACP .

Sources (%)

Fixed PDF parameters ±0.01

D0→K0
S K0

S K0
S background +0.02

−0.03

Broken charm background +0.09
−0.07

Binning in cos θ∗ +0.33
−0.51

Reconstruction asymmetry Aπs
ε ±0.01

Fixed background fractions ±0.04

Total +0.35
−0.52

To measure aT
CP

, we divide the data into four subsam-
ples: D0 decays with C

T
> 0 (yield =N1) and C

T
< 0

(yield = N2); and D 0 decays with −CT > 0 (N3) and
−CT < 0 (N4). Thus, A

T
= (N1 − N2)/(N1 + N2),

ĀT = (N3 − N4)/(N3 + N4), and aTCP = (AT − ĀT )/2.
We fit the four subsamples simultaneously and take the
fitted parameters to be N1, N3, AT

, and aT
CP

.
For this fit, we use the same PDF functions as used

for the branching fraction measurement, and with the
same fixed and floated parameters. The fixed shape pa-
rameters are taken to be the same for all four subsam-
ples, as indicated by MC studies. The yield of combi-
natorial background is floated independently for all sub-
samples. The yield of slow pion background is fixed in
the same way as done for the A

CP
fit. The fit gives

AT = (−0.66 ± 2.01)% and aTCP = (−1.95 ± 1.42)%,
where the uncertainties are statistical only. These values
imply Ā

T
= (+3.25± 1.98)%. Projections of the fit are

shown in Fig. 4.
The systematic uncertainties for aT

CP
are listed in Ta-

ble III. Several uncertainties that enter the branching
fraction measurement cancel out for aT

CP
. The uncer-

tainty arising from the fixed parameters in the signal
and background PDFs is evaluated in the same manner
as done for the branching fraction: the various param-
eters are sampled from Gaussian distributions, and the
fit is repeated. After 5000 trials, the r.m.s. in the fit-
ted values of aT

CP
is taken as the systematic uncertainty.
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FIG. 3. Values of ACP (upper) and AFB (lower) in bins of
cos θ∗. The red horizontal line in the ACP plot shows the
result of fitting the points to a constant (“p0”). The red
curve in the AFB plot shows the leading-order prediction for
AFB(e

+e− → cc) [33].

The systematic uncertainties for A
CP

are listed in Ta-
ble II. The uncertainty due to fixed parameters in the
signal and background PDFs is evaluated in the same
manner as done for the branching fraction: the various
parameters are sampled from Gaussian distributions, and
the fit is repeated. After 2000 trials, the r.m.s. of the
distribution of A

CP
values is taken as the systematic un-

certainty.

The uncertainty due to the fixed yields of backgrounds
is evaluated in two ways. The uncertainties in the over-
all yields of broken charm and residual D0→K0

S
K0

S
K0

S

backgrounds are evaluated in the same manner as done
for the branching fraction measurement. In addition, the
fixed fractions of the backgrounds between D0 and D 0

decays, and among the cos θ∗ bins, are varied by sam-
pling these fractions from Gaussian distributions having
widths equal to the respective uncertainties and repeat-
ing the fit. After 2000 trials, the r.m.s. of the resulting
distribution of A

CP
values is again taken as the system-

atic uncertainty.
We assign a systematic uncertainty due to the choice

of cos θ∗ binning by varying the number of bins from
four to six, eight, and two. The differences between the
lowest and highest values of A

CP
and the nominal re-

sult is assigned as the systematic uncertainty. There is
also uncertainty arising from the Aπs

ε values taken from
Ref. [32]. We evaluate this by sampling Aπs

ε values from
Gaussian distributions and refitting for A

CP
; after 2000

trials the r.m.s. of the fitted values is taken as the sys-
tematic uncertainty. The overall systematic uncertainty
is the sum in quadrature of all individual uncertainties.
The result is (+0.35

−0.52)%, dominated by the uncertainty due
to binning.

TABLE II. Systematic uncertainties (absolute) for ACP .

Sources (%)

Fixed PDF parameters ±0.01

D0→K0
S K0

S K0
S background +0.02

−0.03

Broken charm background +0.09
−0.07

Binning in cos θ∗ +0.33
−0.51

Reconstruction asymmetry Aπs
ε ±0.01

Fixed background fractions ±0.04

Total +0.35
−0.52

To measure aT
CP

, we divide the data into four subsam-
ples: D0 decays with C

T
> 0 (yield =N1) and C

T
< 0

(yield = N2); and D 0 decays with −CT > 0 (N3) and
−CT < 0 (N4). Thus, A

T
= (N1 − N2)/(N1 + N2),

ĀT = (N3 − N4)/(N3 + N4), and aTCP = (AT − ĀT )/2.
We fit the four subsamples simultaneously and take the
fitted parameters to be N1, N3, AT

, and aT
CP

.
For this fit, we use the same PDF functions as used

for the branching fraction measurement, and with the
same fixed and floated parameters. The fixed shape pa-
rameters are taken to be the same for all four subsam-
ples, as indicated by MC studies. The yield of combi-
natorial background is floated independently for all sub-
samples. The yield of slow pion background is fixed in
the same way as done for the A

CP
fit. The fit gives

AT = (−0.66 ± 2.01)% and aTCP = (−1.95 ± 1.42)%,
where the uncertainties are statistical only. These values
imply Ā

T
= (+3.25± 1.98)%. Projections of the fit are

shown in Fig. 4.
The systematic uncertainties for aT

CP
are listed in Ta-

ble III. Several uncertainties that enter the branching
fraction measurement cancel out for aT

CP
. The uncer-

tainty arising from the fixed parameters in the signal
and background PDFs is evaluated in the same manner
as done for the branching fraction: the various param-
eters are sampled from Gaussian distributions, and the
fit is repeated. After 5000 trials, the r.m.s. in the fit-
ted values of aT

CP
is taken as the systematic uncertainty.
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TABLE III. Systematic uncertainties (absolute) for the aT
CP

measurement.

Source (%)

Fixed PDF parameters 0.010

D0→K0
S K0

S K0
S background +0.000

−0.013

Broken charm background +0.014
−0.040

Efficiency variation with CT , CT
+0.14
−0.11

Total +0.14
−0.12

The uncertainties due to the fixed yields of broken charm
and D0 →K0

S
K0

S
K0

S
backgrounds are also evaluated in

the same manner as done for the branching fraction. Fi-
nally, we assign an uncertainty due to a possible differ-
ence in reconstruction efficiencies between decays with
C

T
, −CT > 0 and those with C

T
, −CT < 0. These un-

certainties are evaluated using MC simulation by taking
the difference between generated and reconstructed val-
ues of aTCP . The total systematic uncertainty is taken as
the sum in quadrature of all individual uncertainties; the
result is (+0.14

−0.12)%, dominated by the uncertainty due to
efficiency variation.
In summary, using Belle data corresponding to an in-

tegrated luminosity of 922 fb−1, we measure the branch-
ing fraction, A

CP
, and aT

CP
for D0 →K0

S
K0

S
π+π− de-

cays. The branching fraction, measured relative to that
for D0→K0

S
π+π−, is:

B(D0→K0
S
K0

S
π+π−)

B(D0→K0
S
π+π−)

=

[1.72± 0.03 (stat)± 0.04 (syst) ]× 10−2 .

(12)

Inserting the world average value B(D0 →K0
S
π+π−) =

(2.80± 0.18)% [23] gives

B(D0→K0
S K0

S π+π−) =

[4.82± 0.08 (stat)±+0.10
−0.11 (syst)± 0.31 (norm)]× 10−4 ,

(13)

where the last uncertainty is due to B(D0→K0
S
π+π−).

The time-integrated CP asymmetry is measured to be

ACP (D
0→K0

S K0
S π+π−) =

[−2.51± 1.44 (stat)+0.35
−0.52 (syst)]% . (14)

The CP -violating asymmetry aT
CP

is measured to be

aTCP (D
0→K0

S K0
S π+π−) =

[−1.95 ± 1.42 (stat)+0.14
−0.12 (syst)]% . (15)

The branching fraction measurement is the most precise
to date. The measurements of A

CP
and aT

CP
are the first

such measurements. We find no evidence of CP violation.

We thank the KEKB group for the excellent operation
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SK0

Sπ+π−
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Search for CPV in  decays and observation of D+
(s) → K+K0

Sh+h− D+
s → K+K−K0

Sπ+

3

utilizes the goodness-of-fit �2 statistic resulting from the
D+

(s) production vertex fit and decay vertex fit. The

significance of the D+
(s) decay length LD/�L is defined

as

~L = ~rdec � ~rprod, (5)

LD = ~L · ~p

|~p| , (6)

�2
L =

~LT · (Vdec + Vprod) · ~L
|~L|2

, (7)

where ~p is the momentum vector of the D+
(s), and ~rprod

and ~rdec are the position vectors for the production and
decay vertices, respectively, each with its corresponding
error matrices Vprod and Vdec. Signal events typically
have larger values of xp and LD/�L, and smaller values
of ⌃(�2/ndf), as compared to background events.

We optimize selection criteria by maximizing the signal
significance S/

p
S +B, where S and B are the numbers

of signal and background events, respectively, expected
in the signal region. We use MC for signal events and
a data sideband for background events. For S, we
scale the number of signal events from MC using the
known branching fraction [31]. The optimal values of
the selection criteria for three decay modes are in the
following ranges: ⌃(�2/ndf) < 5 – 9, LD/�L > 1.4 – 5.1,
and xp > 0.3 – 0.55. We account for correlations among
these criteria by optimizing all three simultaneously.

The invariant mass distributions of signal candidates
after applying all selection criteria are shown in Figs. 1–
3. For each channel, events are divided into four
subsamples, depending on the D charge and sign of CT

and CT values. The four signal yields are related to the
T -odd observable AT and CP -violating parameter aT -odd

CP
as follows:

N(CT > 0) =
N(D+

(s))

2
(1 +AT ), (8)

N(CT < 0) =
N(D+

(s))

2
(1�AT ), (9)

N(�CT > 0) =
N(D�

(s))

2
(1 +AT � 2aT -odd

CP ), (10)

N(�CT < 0) =
N(D�

(s))

2
(1�AT + 2aT -odd

CP ). (11)

We determine N(D+
(s)), N(D�

(s)), AT , and aT -odd
CP

by performing a binned maximum likelihood fit,
simultaneously to the invariant mass distributions of the
four subsamples. The signal component is described
by the superposition of two Gaussian functions with a
common mean value. The background component is
modeled with a straight line. We use a common signal
probability density function (PDF) and four independent
background PDFs for the subsamples. All parameters
of the PDFs are free to vary. The asymmetries AT and
aT -odd
CP are directly extracted from the fit. To validate our

TABLE I. Results of AT and aT -odd
CP measurements. The

uncertainties listed are statistical.

Mode AT (%) aT -odd
CP (%)

D+ ! K+K0
S⇡

+⇡� (3.67± 1.23) (0.34± 0.87)
D+

s ! K+K0
S⇡

+⇡� (�8.31± 8.89) (�0.46± 0.63)
D+ ! K+K�K0

S⇡
+ (�1.40± 4.23) (�3.34± 2.66)
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FIG. 1. Fit results for D+ ! K+K0
S⇡

+⇡� candidates. Dots
with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

method, we extract AT and aT -odd
CP from six independent

MC samples where no T -violation is expected. For all
MC samples, the extracted asymmetries are consistent
with zero.

Projections of the fit result are superimposed on the
data in Figs. 1–3. The normalized residuals (“pulls”)
are plotted below the distributions and are calculated
as (Ndata � Nfit)/�Ndata . Here Ndata, Nfit, and �Ndata

are the yield, yield predicted by the fitted PDF, and the
error on the yield, respectively. The fitted results for AT

and aT -odd
CP are listed in Table I.

The main sources of systematic uncertainty are listed
in Table II and evaluated as follows. Possible bias
resulting from the choice of signal shape is checked by
fitting for aT -odd

CP using alternative shapes. For these
shapes we try a Gaussian function, the superposition of a
Gaussian function and an asymmetric Gaussian function,
and the superposition of two asymmetric Gaussian
functions. The largest deviation of aT -odd

CP from the
nominal result is taken as the systematic uncertainty.
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FIG. 2. Fit results for D+
s ! K+K0

S⇡
+⇡� candidates. Dots

with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

The systematic uncertainty from possible detector bias
is checked by measuring aT -odd

CP for control sample D+ !
K0

S⇡
+⇡+⇡�. This control sample is CF decay and

is expected to have aT -odd
CP value consistent with zero

with small statistical uncertainty. We obtain aT -odd
CP =

(�0.32 ± 0.27)% for D+ ! K0
S⇡

+⇡+⇡�. We assign this
central values of aT -odd

CP as the systematic uncertainty due
to possible detector bias.

We also check for possible bias due to di↵erences in
reconstruction e�ciency between the four subsamples of
each mode. These uncertainties are evaluated by taking
the di↵erence between generated and reconstructed
values of aT -odd

CP for the signal MC samples. The total
systematic uncertainties are evaluated as the sum in
quadrature of all individual contributions and are also
listed in Table II. The results for aT -odd

CP are listed in
Table III along with the corresponding signal yields.

TABLE II. Contributions to the absolute systematic
uncertainty for aT -odd

CP in units of % for each mode.

Sources D+(CS) D+
s (CF) D+(CF)

Fit model 0.01 0.02 0.12
Detector bias 0.32 0.32 0.32
E�ciency variation with CT , CT 0.03 0.20 0.06
Total 0.32 0.38 0.35

We also perform a search for the CS decay D+
s !

K+K�K0
S⇡

+. We suppress peaking background from
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FIG. 3. Fit results for D+ ! K+K�K0
S⇡

+ candidates. Dots
with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

TABLE III. Fitted signal yields and aT -odd
CP values. The first

uncertainties are statistical and the second are systematic.

Mode N(D+
(s)) aT -odd

CP (%)

D+ ! K+K0
S⇡

+⇡� 18632± 214 (0.34± 0.87± 0.32)
D+

s ! K+K0
S⇡

+⇡� 70080± 676 (�0.46± 0.63± 0.38)
D+ ! K+K�K0

S⇡
+ 1425± 44 (�3.34± 2.66± 0.35)

D⇤+ ! D0⇡+, D0 ! K+K�K0
S by requiring �M >

0.15 GeV/c2. As done for the aT -odd
CP measurement, we

suppress backgrounds using the variables xp, ⌃(�2/ndf),
and the significance of theD meson decay length, LD/�L.
The selection criteria are chosen to maximize the ratio
S/

p
B, where S and B are the expected yields of signal

and background events in the signal region based on MC
simulation. To normalize the sensitivity of our search,
we use the fitted yield of CF D+

s ! K+K0
S⇡

+⇡� decays;
dividing the yield of D+

s ! K+K�K0
S⇡

+ by this yield
and the ratio of e�ciencies gives the ratio of branching
fractions.
The distribution of M(K+K�K0

S⇡
+) after applying

all selection criteria is shown in Fig. 4. A clear peak
at the mass of the D+

s [31] is observed. To obtain the
signal yield, we perform a maximum likelihood fit to
the M(K+K�K0

S⇡
+) distribution. A Gaussian function

and a straight line are used to describe the shapes of
the signal and combinatorial background, respectively.
The shape of residual D⇤+ background is taken to be a
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FIG. 2. Fit results for D+
s ! K+K0

S⇡
+⇡� candidates. Dots

with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

The systematic uncertainty from possible detector bias
is checked by measuring aT -odd

CP for control sample D+ !
K0

S⇡
+⇡+⇡�. This control sample is CF decay and

is expected to have aT -odd
CP value consistent with zero

with small statistical uncertainty. We obtain aT -odd
CP =

(�0.32 ± 0.27)% for D+ ! K0
S⇡

+⇡+⇡�. We assign this
central values of aT -odd

CP as the systematic uncertainty due
to possible detector bias.

We also check for possible bias due to di↵erences in
reconstruction e�ciency between the four subsamples of
each mode. These uncertainties are evaluated by taking
the di↵erence between generated and reconstructed
values of aT -odd

CP for the signal MC samples. The total
systematic uncertainties are evaluated as the sum in
quadrature of all individual contributions and are also
listed in Table II. The results for aT -odd

CP are listed in
Table III along with the corresponding signal yields.

TABLE II. Contributions to the absolute systematic
uncertainty for aT -odd

CP in units of % for each mode.

Sources D+(CS) D+
s (CF) D+(CF)

Fit model 0.01 0.02 0.12
Detector bias 0.32 0.32 0.32
E�ciency variation with CT , CT 0.03 0.20 0.06
Total 0.32 0.38 0.35

We also perform a search for the CS decay D+
s !

K+K�K0
S⇡

+. We suppress peaking background from
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FIG. 3. Fit results for D+ ! K+K�K0
S⇡

+ candidates. Dots
with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

TABLE III. Fitted signal yields and aT -odd
CP values. The first

uncertainties are statistical and the second are systematic.

Mode N(D+
(s)) aT -odd

CP (%)

D+ ! K+K0
S⇡

+⇡� 18632± 214 (0.34± 0.87± 0.32)
D+

s ! K+K0
S⇡

+⇡� 70080± 676 (�0.46± 0.63± 0.38)
D+ ! K+K�K0

S⇡
+ 1425± 44 (�3.34± 2.66± 0.35)

D⇤+ ! D0⇡+, D0 ! K+K�K0
S by requiring �M >

0.15 GeV/c2. As done for the aT -odd
CP measurement, we

suppress backgrounds using the variables xp, ⌃(�2/ndf),
and the significance of theD meson decay length, LD/�L.
The selection criteria are chosen to maximize the ratio
S/

p
B, where S and B are the expected yields of signal

and background events in the signal region based on MC
simulation. To normalize the sensitivity of our search,
we use the fitted yield of CF D+

s ! K+K0
S⇡

+⇡� decays;
dividing the yield of D+

s ! K+K�K0
S⇡

+ by this yield
and the ratio of e�ciencies gives the ratio of branching
fractions.
The distribution of M(K+K�K0

S⇡
+) after applying

all selection criteria is shown in Fig. 4. A clear peak
at the mass of the D+

s [31] is observed. To obtain the
signal yield, we perform a maximum likelihood fit to
the M(K+K�K0

S⇡
+) distribution. A Gaussian function

and a straight line are used to describe the shapes of
the signal and combinatorial background, respectively.
The shape of residual D⇤+ background is taken to be a
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FIG. 2. Fit results for D+
s ! K+K0

S⇡
+⇡� candidates. Dots

with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

The systematic uncertainty from possible detector bias
is checked by measuring aT -odd

CP for control sample D+ !
K0

S⇡
+⇡+⇡�. This control sample is CF decay and

is expected to have aT -odd
CP value consistent with zero

with small statistical uncertainty. We obtain aT -odd
CP =

(�0.32 ± 0.27)% for D+ ! K0
S⇡

+⇡+⇡�. We assign this
central values of aT -odd

CP as the systematic uncertainty due
to possible detector bias.

We also check for possible bias due to di↵erences in
reconstruction e�ciency between the four subsamples of
each mode. These uncertainties are evaluated by taking
the di↵erence between generated and reconstructed
values of aT -odd

CP for the signal MC samples. The total
systematic uncertainties are evaluated as the sum in
quadrature of all individual contributions and are also
listed in Table II. The results for aT -odd

CP are listed in
Table III along with the corresponding signal yields.

TABLE II. Contributions to the absolute systematic
uncertainty for aT -odd

CP in units of % for each mode.

Sources D+(CS) D+
s (CF) D+(CF)

Fit model 0.01 0.02 0.12
Detector bias 0.32 0.32 0.32
E�ciency variation with CT , CT 0.03 0.20 0.06
Total 0.32 0.38 0.35

We also perform a search for the CS decay D+
s !

K+K�K0
S⇡

+. We suppress peaking background from
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FIG. 3. Fit results for D+ ! K+K�K0
S⇡

+ candidates. Dots
with error bars show the data; red dashed lines show the
background component; blue dotted curves show the signal
component; and solid curves show the overall fit result. Pulls
are plotted below each mass distribution, with the ±3 level
denoted by horizontal lines.

TABLE III. Fitted signal yields and aT -odd
CP values. The first

uncertainties are statistical and the second are systematic.

Mode N(D+
(s)) aT -odd

CP (%)

D+ ! K+K0
S⇡

+⇡� 18632± 214 (0.34± 0.87± 0.32)
D+

s ! K+K0
S⇡

+⇡� 70080± 676 (�0.46± 0.63± 0.38)
D+ ! K+K�K0

S⇡
+ 1425± 44 (�3.34± 2.66± 0.35)

D⇤+ ! D0⇡+, D0 ! K+K�K0
S by requiring �M >

0.15 GeV/c2. As done for the aT -odd
CP measurement, we

suppress backgrounds using the variables xp, ⌃(�2/ndf),
and the significance of theD meson decay length, LD/�L.
The selection criteria are chosen to maximize the ratio
S/

p
B, where S and B are the expected yields of signal

and background events in the signal region based on MC
simulation. To normalize the sensitivity of our search,
we use the fitted yield of CF D+

s ! K+K0
S⇡

+⇡� decays;
dividing the yield of D+

s ! K+K�K0
S⇡

+ by this yield
and the ratio of e�ciencies gives the ratio of branching
fractions.
The distribution of M(K+K�K0

S⇡
+) after applying

all selection criteria is shown in Fig. 4. A clear peak
at the mass of the D+

s [31] is observed. To obtain the
signal yield, we perform a maximum likelihood fit to
the M(K+K�K0

S⇡
+) distribution. A Gaussian function

and a straight line are used to describe the shapes of
the signal and combinatorial background, respectively.
The shape of residual D⇤+ background is taken to be a
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Search for CPV using T-odd correlations in  and  decaysD+
(s) → K+K−π+π0, K+π−π+π0 D+ → K−π+π+π0

6

TABLE I. Fitted D+
(s) and D�

(s) signal yields (ND and ND, respectively), T -odd asymmetry AT , and T -odd CP -violating

asymmetry aT -odd
CP , obtained from a simultaneous fit to the four subsamples of each decay mode. The uncertainties listed are

statistical only.

Decay D+ ! f D+
s ! f

Final state (f) K+K�⇡+⇡0 K+⇡�⇡+⇡0 K�⇡+⇡+⇡0 K+⇡�⇡+⇡0 K+K�⇡+⇡0

ND 27284± 254 2062± 127 438432± 947 15197± 484 167357± 786

ND 27177± 255 2044± 125 450667± 961 14945± 479 167064± 788

AT (%) +3.63± 0.93 �0.4± 6.0 �0.76± 0.22 +1.4± 3.2 +2.96± 0.47

aT -odd
CP (%) +0.26± 0.66 �1.3± 4.2 +0.02± 0.15 �1.1± 2.2 +0.22± 0.33

TABLE II. T -odd CP -violating asymmetries (aT -odd
CP ) in seven subregions of phase space (see text) corresponding to the inter-

mediate D+
(s) ! V V processes listed. The uncertainties listed are statistical and systematic, respectively.

Subregion D+
(s) ! V V Signal region (SR) aT -odd

CP (⇥10�2)

(1) SCS D+ ! �⇢+ �-SR, ⇢+-SR 0.85± 0.95± 0.25

(2) SCS D+ ! K⇤0K⇤+ K⇤(0,+)-SR, veto �-SR 0.17± 1.26± 0.13

(3) CF D+ ! K⇤0⇢+ K⇤0-SR, ⇢+-SR 0.25± 0.25± 0.13

(4) SCS D+
s ! K⇤0⇢+ K⇤0-SR, ⇢+-SR 6.2 ± 3.0 ± 0.4

(5) SCS D+
s ! K⇤+⇢0 K⇤+-SR, ⇢0-SR 1.7 ± 6.1 ± 1.5

(6) CF D+
s ! �⇢+ �-SR, ⇢+-SR 0.31± 0.40± 0.43

(7) CF D+
s ! K⇤0K⇤+ K⇤(0,+)-SR, veto �-SR 0.26± 0.76± 0.37

the coe�cient of the asymmetric term, is consistent with
zero, and thus the e↵ects of CT resolution are expected
to be small.

To determine the e↵ect on aT -odd
CP , we smear the CT

distributions by Gaussian functions having widths given
by the previously fitted polynomial a0 + a1x+ a2x2. We
repeat the fit for aT -odd

CP on these smeared samples and
take the di↵erence between the resulting value of aT -odd

CP
and the nominal value as a systematic uncertainty due
to CT resolution.

(3) Signal and background parameters

We consider systematic uncertainty arising from
the fixed parameters of signal and background PDFs
as follows. We sample the parameters of the signal
PDF from a multi-dimensional Gaussian function,
accounting for their respective uncertainties and
correlations, and repeat the fit for aT -odd

CP . We re-
peat this procedure 1000 times and take the RMS
of the fitted aT -odd

CP values as systematic uncertain-
ties: 0.002% for D+ ! K�K+⇡+⇡0, 0.023% for
D+ ! K+⇡�⇡+⇡0, 0.004% for D+ ! K�⇡+⇡+⇡0,
0.054% for D+

s ! K+⇡�⇡+⇡0, and 0.003% for
D+

s ! K�K+⇡+⇡0. We calculate the uncertainty due to
fixed values of �µ, k�, and background parameters in an
identical manner; the resulting uncertainties are 0.010%,
0.071%, 0.001%, 0.048%, and 0.002%, respectively. We

sum the two uncertainties in quadrature for each channel
to obtain the overall systematic uncertainty due to fixed
signal and background parameters.

(4) Signal mass resolution

We consider a possible di↵erence between D+
(s) and

D�
(s) samples arising from a di↵erence in mass resolu-

tion between data and MC events. To study this e↵ect,
we fit the M(D+

(s)) and M(D�
(s)) distributions individu-

ally to obtain separate sets of parameters: (�+µ , k
+
� ) for

D+
(s) decays, and (��µ , k�� ) for D�

(s) decays. With these
parameters, we repeat the simultaneous fit to the CT sub-
samples. The resulting change in aT -odd

CP is assigned as a
systematic uncertainty due to signal mass resolution.

(5) Fit bias

To check for bias in our fitting procedure, we study
large samples of “toy” MC events. These events are gen-
erated by sampling from the PDFs used to fit the data.
We generate 1000 samples each for di↵erent input values
of aT -odd

CP , spanning a range from �0.05 to +0.05. We fit
these samples and plot the resulting aT -odd

CP values. This
distribution is then fitted with a Gaussian function, and
the mean and width of the Gaussian are taken as the
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FIG. 2. Mass distributions M(D±) and fit results for subregions of phase space. The rows correspond to the decay modes
listed. The columns correspond to the four subsamples D+ with CT > 0, D+ with CT < 0, D� with �CT > 0, and D�

with �CT < 0, respectively. The points with error bars show the data; the dashed blue curve shows the fitted background;
the dashed red curve shows the fitted signal; and the solid red curve shows the overall fit result. The corresponding pull
distributions are shown below.

TABLE III. Systematic uncertainties for aT -odd
CP in % for five D+

(s) decay channels: (a) D+ ! K�K+⇡+⇡0;

(b) D+ ! K+⇡�⇡+⇡0; (c) D+ ! K�⇡+⇡+⇡0; (d) D+
s ! K+⇡�⇡+⇡0; and (e) D+

s ! K�K+⇡+⇡0.

Decay channel (a) (b) (c) (d) (e)

CT -dependent e�ciency 0.13 0.02 0.08 0.02 0.41

CT resolution 0.01 0.06 0.01 0.07 0.02

PDF parameters 0.01 0.07 0.01 0.07 0.04

Mass resolution 0.03 0.01 ... 0.02 0.11

Fit bias 0.01 0.07 0.00 0.06 0.02

Total syst. 0.13 0.12 0.08 0.12 0.43

mean measured value and its uncertainty corresponding
to that input value of aT -odd

CP . Plotting these mean val-
ues versus the input value displays a linear dependence;
fitting a line to these points gives a slope consistent with
unity and an intercept consistent with zero. However,

we conservatively assign the di↵erence between our mea-
sured value and the input value corresponding to our
measured value as given by this fitted line (including its
uncertainty) as a systematic uncertainty due to possible
fit bias.
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