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Preface

In 2009, having worked actively on the development of Depfet-based vertex
pixel detector for a future International Linear Collider (ILC), the Depfet
collaboration [I], together with our Prague experimental group, made a stra-
tegic step forward and joined a new emerging Belle Il project [2] in Japan.
The main aim of such a decision was to apply the Depfet technology in a real
running experimental environment. With the decision in mind, the Depfet
collaboration made a commitment to build a new vertex pixel detector (based
on Depfet technology) for the BelleIT detection system. The Belle Il exper-
iment is an upgrade of Belle [3], a successful B-factory experiment having
been operated in Japan in 1999-2010. This project represents currently
the only ”Super” B-factory experiment in the world; with a plan to collect
50 times more data compared to Belle and thus, to allow investigation of
various extensions to the Standard model through precision measurements
in the B, charm and 7 sectors. Its first data taking is planned to start early
in 2016 [4, [5].

Simultaneously with our efforts within the BelleII collaboration, the Pra-
gue experimental group was offered an interesting opportunity to actively
participate in the Belle ICPV physics group, focused on Indirect C'P Viola-
tion. For precise measurements of such effects a time-dependent technique is
commonly used and the analysis precision is then closely related to the de-
termination of B vertices, so-called B vertexing. As intuitively clear, ver-
texing precision goes hand in hand with a deep understanding of detection
mechanisms, electronics effects and consequently, in understanding of aris-
ing systematic effects in used vertex detectors. So with our participation
in the Depfet hardware development, it’s natural, we’ve got another unique
chance to touch the world’s largest data sample with its strong impact on
understanding of C'P violation effects. The data were collected over more
than a decade at KEKB collider by Belle and even now, this data sample
provides physicists with a unique tool for investigation of various fascinat-
ing C'P violation phenomena within the B sector and related heavy flavour
physics.

As clear from the historical prospective, the whole PhD work has been
mainly connected with the development of various types of vertex detectors,
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their application in particle physics and with the physics analysis, the preci-
sion of which would not be possible with absence of such devices. The detec-
tors in focus have not just been Depfet pixel detectors, as mentioned above,
but also micro-strip silicon vertex detectors. In summary, three individual
topics have been covered:

The first task was to develop a full MC simulation (digitization) with
the aim to simulate in detail the response of Depfet pixel and silicon micro-
strip vertex detectors. All the software was written within the framework
intended for ILC simulation studies and further, its correctness was verified
(for pixel detectors by B. Schwenker [0]) using various test beam data.

After the Prague group joined the BelleII collaboration, the digitization
software was extended within the ILC framework with a full simulation chain,
including Geant4 simulation of a new BelleII vertex detector, simplified pat-
tern recognition, track fitting procedure (taken over from the ILC software)
and a standalone analysis. The main focus of the second task was to provide
a Belle Il vertex group with an efficient tool for the optimization of various
pixel/strip detector parameters (both technological and physics related) and
thus, to improve the future physics performance of the Belle IT vertex detec-
tor. This software was developed in a close collaboration with K. Prothmann
[7] during several stays of the author at the Max-Planck Institute in Munich.

Finally, the third task represents the main topic of this doctoral thesis and
is dedicated to the time-dependent C'P violation measurement in B%(B*) —
NG ().

Considering all the pros and cons, the author of this thesis has decided
to focus mainly on the most actual topic, the physics analysis of C'P vio-
lation measurement at Belle, and to include the older topics just in a form
of published proceedings (exclusively written by the author of the thesis),
only with a brief introduction and summary of the most important results.
The physics analysis on C'P violation is in detail described in the first part,
the BelleII vertex detector related analyses in the second part. The reasons
are mainly clarity and simplicity; to consistently describe only one topic in
detail. Moreover, the first two topics have been already shown at several
Belle IT general meetings, some results are included in the Belle Il TDR [5]
and most importantly, the detailed description of both analyses have been
published in terms of PoS (Proceedings of Science) at two international con-
ferences: Vertex (2011) [§] and HQL - Heavy Quarks and Leptons (2012) [9)].
That’s the main reason, why the author believes that results of the first two
topics are already well established and known to the whole BelleII collabo-
ration and don’t have to be covered in detail here.
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1 Introduction

In the Standard model (SM) of elementary particle physics, the C'P violation
occurs due to a single irreducible complex phase in the Cabbibo-Kobayashi-
Maskawa (CKM) quark-mixing matrix [10, 11I]. Recently, mixing-induced
CP violation has been clearly observed by the BaBar [12] and Belle [13]
Collaborations in all statistically significant b — cc¢s induced decays, such as
e.g. B— J/YKY (CP-odd eigenstate) or B — J/1 K7} (C P-even eigenstate).
These decays that proceed dominantly through the colour suppressed b — ccs
transition are sensitive to angle ¢, one of the angles of the Kobayashi-
Maskawa (KM) unitarity triangle, defined as ¢ = arg[—VaVy/Via t‘f)]H.
Relevant Feynman diagrams contributing to these transitions are shown in
Figure[.Il The left diagram, colour suppressed tree graph, represents a dom-
inant contribution. The right one, a strong (electroweak) penguin graph
represents a minor contribution (in case of electroweak interaction, the glu-
ons are replaced by Z or 7). Considering a Wolfenstein parametrization of
the CKM matrix [14], it can be shown that the penguin diagram with heavy
quarks in the loop (¢, t) has the same weak phase as the tree graph. The
one with u quark has a different weak phase and thus, introduces some the-
oretical uncertainty on sin 2¢ measurement. Fortunately, the uncertainty is
estimated to be less than 1% [15] and therefore, a real ¢; angle, not only its
effective value, can be measured.

b c
c ¢
b W §
5 W
d d d d

Fig. 1.1: Tree and penguin diagrams for b — ccs induced decays, such as
B — J/¢K§ (with 3-gluon exchange in the penguin graph) or B — n.KJ.

The physics analysis, presented in this part of the thesis, is concerned

2 Another naming convention for ¢, angle, 3, is also used.
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20 CHAPTER 1. INTRODUCTION

with the measurement of branching ratio and time-dependent C'P violation
parameters in B — n.K3. In general, the physics lying behind such decay
is very similar to that of B — J/¢¥K{, which is due to its experimentally
clean pattern often recognized as a ”"golden” channel to measure the C'P
violation at B-factories. Similarly as the J/¢KJ, the n.KQ represents a
C P-odd eigenstate and the B decay with this final state has a comparable
branching fraction to that of B — J/¥KJ. Therefore, it provides another
promising physics mode for further study of time-dependent C'P violation
in the system of neutral B mesons. On the other hand, unlike the .J/v
charmonium state (JF¢ = 177), the 7, represents a scalar particle (J*¢ =
0~) and thus, can only decay purely hadronically. For comparison, the basic
properties of all charmonia are summarized in Table [Tl

c¢ meson JY'C  Mass [MeV] Width [MeV]

n(1S)  0~F  2980.3 £ 1.2 28.6 & 2.2
J/p(1S) 17~ 3096.916 +0.011 0.0929 = 0.0028
Yeo(1P) 0+ 341475 4+0.31 10.5 + 0.8
Xa(IP) 17+ 3510.66£0.07  0.88+0.05

he(IP) 1+~  3525.4240.29 <1
Ye2(1P) 2+ 3556.20 £ 0.09 1.95 £ 0.13

n(28)  0~* 3637 + 4 17+7

P (28) 177 3683.093 £0.034 0.286 £ 0.016

Tab. 1.1: The basic properties of ¢¢ mesons [16].

In the B-factories, B mesons are produced from the bottomonium reso-
nance, Y(4S), which represents the lowest possible bb bound state that decays
into B mesons. The Y (4S) decays to a BB pair of which one (BY_) may be
reconstructed as a B® — 7. K while the other (B0.,,) may reveal its flavour.
The proper time interval between Bf?ec and Botag which decay at time, t,ec
and ty,g, respectively, is defined as At = t,c — tiag. For coherent BB produc-

tion in the T(4S) decay, the time-dependent decay rate P(At, q) when B,
posseses flavour, ¢ (B%: ¢ = +1, B%: ¢ = —1), can be expressed by:

€—|At|/TB0

P(At,q) = v {(1 — q.Aw) +

a(1 = 2w) {SCP sin(AmgAt) + Acp Cos(AmdAt)] } .
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where

S . QIm)\cp
1— |Aep|?

Acp = ——
op 1—|—|)\(1p’2

Tpo is the B lifetime, Amyq is the difference between the B meson mass
cigenstates determined from the B® — BO oscillations, Acp = (G/p)(As/As),
¢ and p are complex numbers that relate the B meson flavour eigenstates to
their mass eigenstates and A; (A;) is the amplitude of the B® — f (BY — f)
decay [16]. The last two parameters, average wrong-tag probability w and
the mistag difference Aw, describe the effect of incorrect tagging and the dif-
ference between the wrong-tag probabilities for B® and B° mesons, respec-
tively. Moreover, the relation assumes that the total decay rate difference
between the two mass eigenstates, Al'y, is negligible, and for simplicity, no
effects of natural Belle detector resolution have been assumed in that relation.

In the Eq. (ILT) a non-zero cosine term, expressed as a parameter Acp,
measures the interference between decay amplitudes with different weak and
strong phases (direct C'P violation |A¢/A¢| # 1) or By — By mixing induced
CP violation (|¢/p| # 1). The sine term, Scp, measures the interference
between the direct decay and decay after B® — B? oscillations. As mentioned
above, with a very small theoretical uncertainty, the SM predicts A¢p =
e %91 Sep = —€sin2¢; and Aep ~ 0 for the b — ccs transitions, where
¢ = —1(+1) for CP-odd (C P-even) final states.

N (BB-pairs) Sep Acp
Belle 151 x 109 1.2675:20 & 0.064ys; —
BaBar 465 x 10°  0.925701%0 4 0.057,s  0.08070 134 £ 0.029,ys

Tab. 1.2: The previous measurements of C'P parameters in B — 1. KJ.

The Belle and BaBar experiments have already performed measurements
of C'P parameters in the studied B — n.KJ. For comparison, their results
are summarized in Table[[.2l This analysis is an update to the previous Belle
analysis with 85 x 10BB pairs [I7] and includes the complete data set of
Belle experiment which consists of 772 x 105BB pairs. The BaBar results
have been obtained using 465 x 105BB pairs and represent the first obser-
vation of C'P violation in this mode [I2]. The current value of sin 2¢; world
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average is Scp = 0.679 £ 0.020 (0.018tat—oniy)[18], and includes measure-
ments in following B decay modes: J/WKY, J/WK?, (2S)KY, xa1 K3, n. K3,
J/Y KO (K* — K%, J/WwKQ (J/1 — hadrons) and x.K3. See Table .3l

Mode () BaBar Belle
J/YKS (-1) 0.657 £0.036 £0.012  0.670 £0.029 £ 0.013
JJYK? (+1) 0.694 + 0.061 £ 0.031  0.642 = 0.047 + 0.021

P(2S)K§ (-1) 0.897 £ 0.100 £ 0.036  0.738 £ 0.079 £+ 0.036

XclKg (-1) 0.614 £ 0.160 £ 0.040  0.640 £0.117 £ 0.040

K9 (-1) 0.925 =+ 0.160 = 0.057 -

JIE (1—2[A,[?)  0.601 £ 0.239 £ 0.087 -
Yo K? (+1) 0.69 = 0.52 = 0.04(0.07) -

J/Y K2, hadronic (+1) 1.56 + 0.42 + 0.21 —
All charmonium 0.679 £ 0.020 (0.018tat—only)

Tab. 1.3: The previous measurements of sin 2¢; at BaBar[12, [19, 20] and Belle
experiments [13], £ = —1(+1) represents C' P-odd (CP-even) final states.

In the first Chapter of this part of the thesis the focus is given on a brief
overview of C'P violation within the Standard model and a historical back-
ground of how such a unique effect has been explored. A detailed description
of Belle experimental apparatus and an asymmetric ete™ collider, KEKB,
which both were built to acquire the unique BB data sample, is given in
Chapter 2l Chapter ?7? is devoted to a theoretical overview. All applied
selection criteria together with used observed variables and procedures sup-
pressing various sources of particle background are described in event recon-
struction Chapter, Chapter Bl In Chapter dl we build a data model and
explain a fitting procedure. Chapter [0l verifies the consistency of the model
and validates the whole analysis procedure. Fitting results are presented
in Chapter [0l and Chapter [l A control sample measurement used to cali-
brate a final C'P violation measurement is presented in Chapter [0l the final
measurement in Chapter [[l There are several appendices added. Appendix
[Al is dedicated to the description of flavour tagging procedure at Belle ex-
periment, Appendix [Bl details description of time resolution function. This
function describes the detector response. In Appendix [Cl we summarize for
clarity all fit parameters. Final conclusions and outlook are summarized in
the last chapter of the first part of the thesis, called conclusions and outlook.



2 Experimental Apparatus

The branching ratio and time-dependent measurement of C'P violation pa-
rameters in B — n.K§ (BT — n.K*) is based on the final data sample con-
taining 772 x 106 BB pairs collected with the Belle detector [21] at the KEKB
asymmetric-energy ete” (3.5 on 8.0 GeV) collider machine [22]. The Belle
experiment and the KEKB accelerator are located at the High Energy Ac-
celerator Research Organization (KEK) in Tsukuba, Japan, and represent
one of the leading scientific projects in quantitative studies of rare B-meson
decays and C'P violation in the b-sector in the world. Operating with a peak
luminosity that has exceeded 2.1 x 103 cm=2s7!, the KEKB collider pro-
duces the Y(4S) resonance (Ecys = 10.58 GeV) with a Lorentz boost of
B = 0.425 nearly along the z-axis, opposite to the positron beam direction.
The T (4S) resonance is a bb triplet state with orbital momentum equal to 1.
Its mass lies only 20 MeV above the threshold for BB production, and there-
fore, the Y (4S) mostly decays into B°B® or BT B~ pairs; non-BB decays are
less than 4 % at 95 % confidence level [23]. In order to perform high preci-
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Fig. 2.1: CUSB data illustrating the T(1S), Y(2S), Y(3S), and Y(4S) states
with an insert of CLEO data illustrating the Y(5S) and Y(6S) states [24].
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sion C'P violation measurements a high event statistics is a must. This has
been successfully achieved with a high luminosity delivered by the collider
system. Moreover, the KEKB currently holds the world record in the peak

luminosity, 2.1 x 103* cm=2s7!.

2.1 The KEKB Accelerator

The KEKB accelerator system consists of several components: a particle
source, several pre-accelerators, a linear accelerator (LINAC) and two main
storage rings; one for electrons (High Energy Ring - HER) and one for
positrons (Low Energy Ring - LER). Electrons and positrons are acceler-
ated to their respective energies, 8 GeV and 3.5 GeV, in the LINAC system,
and injected to HER and LER. The length of both rings is about 3km and
roughly 5000 particle bunches circulate in each ring with a bunch spacing of
59cm. In KEKB the designed beam currents are 1.1 A and 2.6 A for HER
and LER, respectively, and the beam size at the interaction point is 90 um
in the horizontal and 1.9mm in the vertical direction. A schematic picture
of the accelerator system is shown in Fig.2.2

Superconducting
cavities (HER) o Belle detector
e =

a
Nl B

ARES copper . ~— .
cavities (LER) w

8GeV e~ & 3GeV e+
Linac

Fig. 2.2: The KEKB accelerator machine and its location within KEK in
Tsukuba (Japan).

Colliding particles are brought to the interaction region at a crossing
angle of 11 mrad. The main reason for such a configuration is to efficiently
separate incoming and outgoing beams, and avoid parasitic collisions. To
compensate for possible drop in luminosity due to the finite crossing angle,
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crab cavities were installed; they tilt the particle bunches before their collision
in a way, that the luminosity of a head-on collision is restored back.

2.2 The Belle Detector

SC Solenoid
1.5T

Aerogel Cherenkov Counter
n~1.015-1.030

Csl(TI) Calorimeter
16X,

ToF Counter

Central Drift Chamber
small cell + He/C,H,

Si VTX Detector
3/4 layers DSSD

w/K, Detection
14/15 layers RPC+Fe

Fig. 2.3: The Belle detection system with all sub-detector components.

The Belle detector is a large-solid-angle magnetic spectrometer that con-
sists of a silicon vertex detector (SVD), a 50-layer central drift chamber
(CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like
arranged time-of-flight scintillation counters (TOF), and an electromagnetic
calorimeter (ECL) comprised of CsI (T1) crystals located inside a supercon-
ducting solenoid coil that provides a 1.5 T magnetic field. An iron flux-return
located outside of the coil is instrumented to detect K7 mesons and to iden-
tify muons (KLM). The detector covers the 6 region extending from 17° to
150°. Two inner detector configurations were used. A 2.0 cm beam pipe and
a 3-layer silicon vertex detector (SVD1) were used for the first data sample
of 152 x 10BB pairs, while a 1.5cm beam pipe, a 4-layer silicon detector
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(SVD2) and a small-cell inner drift chamber were used to record the re-
maining 620 x 10°BB pairs. We use a GEANT3-based [25] Monte Carlo
(MC) simulation to model the response of Belle detector and to determine
its detection efficiency in the studied physics modes.

2.2.1 Belle Data Set

The list of all data subsets acquired with Belle detector and available for
data analysis is shown in Tab.ZIl The numbers of BB pairs corresponding
to each subset (so-called experiment) and used further in branching ratio
calculations are listed in the same Table.

2.2.2 Beam Pipe (BP)

The precise determination of B decay vertices represents a key factor in
the time-dependent C'P violation measurement at Belle experiment. Basi-
cally, a multiple scattering in the BP and the first layer of silicon vertex
detector (SVD), together with the distance of the first SVD layer to the
interaction point, are the main limiting factors in precise determination of z-
vertex position. In addition, the vertex resolution worsens (roughly inversely)
with increasing distance of the first SVD layer with respect to the interac-
tion point [2I]. Having taken into account these two constraints during the
design phase, it was of high necessity to minimize material in both the beam
pipe and SVD, and simultaneously position the first SVD layer as close as
possible to the interaction point.

The beam pipe was designed as a double-wall beryllium cylinder with
an inner radius of 2cm, and with an active cooling provided by helium gas
flowing between the walls. The beryllium and helium gas were intention-
ally chosen due to their low atomic numbers and relatively low impact on
deflection of particle tracks. In addition, to reduce the low energy X-ray
background (synchrotron gammas with energy < 5keV), the BP was coated
with 20 um thick golden layer. During the upgrade of SVD detector in 2003
(SVD1 — SVD2) the beam pipe was redesigned and its inner radius was
decreased to 15 mm. The main motivation for such a step was to get the first
SVD layer closer to the interaction point.

2.2.3 Silicon Vertex Detector (SVD)

The silicon vertex detector [26], an innermost part of the Belle tracking sys-
tem, played a crucial role in the measurement of BY, B° z-vertex position
and their respective difference. The difference in z, denoted further as Az,
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Experiment number

N (BB-pairs) [x10°]

7
9
11
13
15
17
19
21
23
25
27

6.4587 + 0.1615 — 0.0976
4.7597 4 0.0286 — 0.0473
8.8509 + 0.0517 — 0.0518
11.6998 + 0.2393 — 0.2392
13.5679 + 0.0963 — 0.1055
12.4588 + 0.3301 — 0.3301
27.1705 + 0.1676 — 0.1676
4.3371 + 0.0540 — 0.0676
6.4755 + 0.0675 — 0.0989
28.0008 + 0.3329 — 0.1605
28.1814 + 0.2110 — 0.1516

SVD1

151.961 +1.241

31
33
35
37
39
41
43
45
47
49
o1
95
61
63
65

19.6587 + 0.3045 — 0.3031
19.3022 4 0.3000 — 0.2987
18.5262 + 0.2861 — 0.2855
67.1819 + 1.0326 — 1.0319
47.0818 4 0.7265 — 0.7246
64.0134 4 0.9863 — 0.9857
61.5614 4 0.9493 — 0.9474
14.3538 + 0.2218 — 0.2215
41.2186 4 0.6406 — 0.6393
29.7271 + 0.4648 — 0.4634
41.8919 4 0.6605 — 0.6590
80.2472 4 1.2462 — 1.2439
37.4460 + 0.5624 — 0.5617
35.6231 + 0.5297 — 0.5291
41.7867 + 0.6317 — 0.6309

SVD1 & SVD2

771.581 + 10.566

Tab. 2.1: The list of Belle data subsets [27].

27
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and derived quantity At, At = Az/f~, represent the key observables for
the measurement of time dependent C'P asymmetries and C'P violation ef-
fects. At Belle experiment ~ 100 um Az resolution has been achieved. Such
a value is precise enough for the time-dependent measurements, since the de-
cay length of B mesons reaches roughly 200 pm in the laboratory system due
to relatively high eTe™ boost.

SVD sideview
SVD erdview \ CDC _—
— — — —
e - — \Qﬁe J
7

Be beampipe P

Fig. 2.4: Geometry configuration of Silicon Vertex Detector (SVD1) [21].
The upper left picture illustrates SVD geometry. SVD acceptance and a me-
chanical setup of SVD ladder are shown at the upper and lower right picture,
respectively.

The first version of SVD, illustrated in Figure 2.4l and denoted as SVDI1,
consisted of three concentric layers positioned at 30, 45.5 and 60.5 mm, and
covered the polar angle from 23° to 139°. The geometry layout was designed
in a so-called wind-mill structure, with each layer made-up of several ladders,
and each layer consisted of a few double sided silicon strip detectors (DSSD),
300 wm thick. The number of DSSD strips was 1280 on both sides (r-¢
and z). In order to reduce the high number of necessary read-out channels,
the scheme with floating strips was applied, and only 640 pads were in reality
read out. The DSSD read-out electronics was based on the VA1 integrated
circuit.

In 2003, SVD1 was replaced with its second version, denoted as SVD2.
The new version of silicon vertex detector came with several improvements,
among which the following are the most important for the overall vertexing
performance. First, four layers, instead of three, were installed, and the first
layer was positioned much closer to the interaction point; the radii were 20,
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43.5, 70 and 88 mm. Second, the acceptance region significantly improved.
The new SVD2 coverage of polar angle was from 17° to 150°. As a necessary
installation step, the central drift chamber, the next detector component
used for Belle tracking, had to be redesigned to accept the larger volume of
SVD2.

The basic detection principles of the reverse biased SVD can be explained
as follows. Once a charged particle passes through a DSSD, e-h pairs (with
an average production energy of 3.5 eV) are generated along the particle path,
and the charge then is collected through an applied electric field by sensitive
electrodes. The holes drift to the p*—doped side of the DSSD, electrons ex-
actly opposite, to the n™— doped side. If an electrode is not directly read-out,
the charge will induce a signal on neighbouring strips due to non-zero capac-
itive coupling. Finally, the charge distributions obtained on the orthogonally
segmented strips allow one to determine a two dimensional hit positions and
hence, to reconstruct the particle track. Every charged particle traversing
detector installed in a constant magnetic field follows a helicoidal trajectory,
and its track can be mathematically described by 5 independent parameters.
The most important ones used to describe the tracking performance are im-
pact parameters in z, dz, and r-¢, dr. They are defined as a distance to the
point of closest approach with respect to the interaction point in z and r-¢,
respectively. Figure shows the impact parameter resolutions estimated
by Belle SVD group with cosmic ray muons.

2.2.4 Central Drift Chamber (CDC)

The central drift chamber is a large volume gas filled detector, installed in
a uniform magnetic field. It primarily serves as a long lever arm for the central
Belle tracking system and has to fulfill several physics driven requirements:
efficient reconstruction of particle tracks, precise determination of their mo-
menta and the measurement important for the particle identification - energy
losses of charged particles by ionization, dE/dzx.

The majority of B meson decay particles produced at KEKB collisions
have momenta lower than 1GeV/c and hence, the minimization of multiple
scattering is necessary for successful Belle tracking performance. The optimal
way, how to suppress the impact of multiple scattering and simultaneously
retain a good dF/dx resolution, is to choose a low Z gas filling in the drift
chamber. For the CDC 50 % helium - 50 % ethane mixture was chosen.

The configuration of CDC is schematically shown in Figure 2.6l The cen-
tral drift chamber covers a polar angle region of 17° < 6 < 150°, consists of
50 detection layers: 32 axial layers, 18 small-stereo-angle layers and 3 cath-
ode layers, and has 8400 drift cells. A drift cell is represented by a sense
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Fig. 2.5: Impact parameter resolution determined from cosmic data in r-¢
plane (left) and z direction (right) for SVD1 detector [26]. Both plots are
drawn as a function of particle pseudo-momentum pSsin(#)>/? (right) and
pBsin(0)>/? (left), where p represents the track momentum and @ the track
dip angle.

wire surrounded by 8 extra wires, which form the drift field. After a charged
particle traverses the drift chamber and its drift cells, it ionizes atoms of
the gas along its path. The ionized electrons are accelerated in the internal
drift field and move towards the sense wire, gaining more and more energy
and thus ionizing additional gas atoms. This in the end forms an electron
avalanche and generates a huge electronic pulse, a 2D hit, at the sense wire.
Hits collected by axial wires provide an r-¢ information, hits on cathode
layers and stereo wires, rotated by several tenths of mrad with respect to
the axial wires, provide a z information. The CDC can measure hits with
approximately 130 wm resolution in r7-¢ plane.

The amplitude of the signal read-out by CDC electronics corresponds to
the charge collected by sense wires, and is used to determine particle dE/dz.
The quantity of mean energy losses by ionization is a function of the velocity
of incident particles. So for a certain momentum, different particle species
have different energy losses, because their masses differ. The dE/dx can be
efficiently used to distinguish electrons, kaons, pions and protons. The central
drift chamber was involved in the particle identification for tracks with p <
0.8GeV/cand p > 2.0 GeV/¢; a scatter plot of the measured (dF/dx) versus
particle momentum is shown in Figure 2.7
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Fig. 2.6: Mechanical design of the Central Drift Chamber: schematic
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Fig. 2.7: A scatter plot of measured (dE/dx) versus particle momentum [21].
The expected mean losses for different particle species are illustrated with a
red curve.

The reconstruction of charged tracks starts in the CDC with a track
segment finder selecting hits which belong to the same track candidates.
The track parameters are found from a x? fit using a Kalman filtering tech-
nique. Once the CDC tracks are determined, they are extrapolated into
the SVD to improve the fitted values of track parameters. For this purpose,
the SVD hits are added to the CDC hits and newly created track candidates
are refitted using the same technique as for the CDC only tracking. Finally,
the improved values of track parameters are extracted and an update on
charged particles information is performed.

2.2.5 Aerogel Cherenkov Counter (ACC)

An important component of the Belle particle identification system (PID)
is represented by an Array of threshold silica aerogel Cherenkov Counters
(ACC). ACC efficiently extends the PID momentum coverage beyond the
common reach of dF/dx measurements and time-of-flight measurements by
CDC and TOF, respectively. Regarding the ACC sensitivity range, it was
primarily designed to cover the PID of high momenta kaons and pions (above
~ 1GeV), and to provide a good separation between them up to 3.5GeV
momenta [28].

A charged particle moving with a velocity higher than a speed of light
(¢), v > ¢/n, will emit a Cherenkov radiation inside an ACC medium with
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a refractive index n. For the given n the threshold momentum for Cherenkov
emission, p, is proportional to a particle mass, m, and inversely proportional
to the refractive index: p > mc/y/(n? — 1. Therefore, the efficient way to
mutually separate 7 /K* in high momenta region is to choose a suitable re-
fractive index. Since the B decay particles are produced with non-zero boost,
the values of refractive index have to follow the forward-backward asymmetry
of eTe™ interactions. That can be efficiently achieved by positioning of ACC
modules in sets in the Belle barrel region, with various refractive indices from
1.010 - 1.028. The ACC crystals in the forward end-cap region are made up
of silica aerogel with n = 1.030. The higher index is chosen to incorporate
the particle identification of low momenta particles into the PID system. The
ACC crystals are the only PID detector providing particle identification in
the very forward end-cap region.

A cross section of Belle detector with an emphasized ACC is shown in
Figure 2.8 ACC consists of 960 counter modules positioned in sets by 60
in ¢ direction for the barrel part and 228 modules arranged in 5 concentric
layers for the forward end-cap part. The total polar angle covered by ACC
is 17° < 6 < 127°. Emitted Cherenkov photons are measured by fine-mesh
photo-multipliers, which are able to work in 1.5'T magnetic field.

n=1.028 Barrel ACC n=1013 TOF/TSC
60mod.

n=1.020 n=1.015
240mod. 240mod.
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Fig. 2.8: A side view of the Belle detector with the emphasized barrel and
endcap regions filled with ACC modules.
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2.2.6 Time of Flight Counter (TOF)

The last technique used to identify particle species at Belle experiment con-
sists in the measurement of flight time difference. Two particles having
the same momentum, p, but different rest masses, m; and ms, and traversing
detector of the same thickness, L, pass a detection system with a following
time difference (in relativistic limit £ > mc?):

L 2.2 2.2 L
At— 2 \/1+”;1; —\/1+m26 zz—];(mf—mg) (2.1)

c p?

As clearly visible from the relation, the PID system based on the time of flight
technique has to provide a very good time resolution. For kaons and pions
with the same momentum of 1.2 GeV/c and flight length of 1.2 m, the flight
time difference would be 300 ps. Hence, in order to efficiently separate pions
from kaons up to about 1.2 GeV/c momenta (90% of all particles produced
in Y (4S) decays [21]), the detection system has to provide time resolution of
~ 100 ps.

The TOF measures the time difference between a collision at the interac-
tion point and the time when a particle hits the TOF layer. The time reso-
lution was designed to be 100 ps. In order to provide such a high resolution,
fast plastic scintillators together with a read-out having fine-mesh-dynode
photomultiplier tubes were chosen. In total, 64 TOF modules were posi-
tioned at a radius of 1.2m and together, they formed a cylindrical structure
covering polar angle from 33° to 121°. Each module was composed of two
TOF counters and a Trigger Scintillation Unit (TSC). The TSC is a thin
plastic scintillator and it’s main purpose was to provide an input for the
Belle data acquisition (DAQ) and triggering system. The detection path in
TOF can be described as follows; light signals collected from the TOF scin-
tillators are converted into photo-electrons and amplified by photomultipliers
(PMTs). The read-out electronics outputs the PMT signals to a charge-to-
time converter and then to a multihit time-to-digital converter for charge
measurements.

The separation power of TOF for kaons, pions and protons is depicted
in Figure 2.9 It shows a mass distribution for particle momenta below
1.2GeV/e.

2.2.7 Electromagnetic Calorimeter (ECL)

The main purpose of Belle electromagnetic calorimeter is to detect photons
coming from B decays with high efficiency and good resolution in energy. Si-
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Fig. 2.9: TOF measured mass distribution for particle momenta lower than
1.2GeV/c [21]. Expectations from MC simulations are shown as histograms,
the measured data are depicted as black points.

multaneously, it is designed to provide an important information for the par-
ticle identification system, in terms of separation of electrons and positrons
from other particle species. The electron identification relies primarily on
a comparison of the charged particle momentum reconstructed by the CDC
and the energy deposited at the ECL clusters. Electrons deposit most of their
energy in the ECL, while muons or charged hadrons just a small fraction.

At high energies, electrons and positrons preferably lose their energy by
Brehmsstrahlung, while photons by electron-positron conversion. These pro-
cesses follow, one each other, repeating over and over again and producing
an electromagnetic shower of deposited energy in the absorbing material of
ECL. The energy deposited by primary particle per unit length exponen-
tially decreases in the absorber, with a characteristic decay length X,. As
the shower cascade evolves, more and more particles carrying lower fraction of
the original energy are generated. Once the energy achieves a critical energy,
electrons (positrons) start losing preferably their energy by ionization, and
hence, gammas pair production stops to have any effect on further shower
development; the shower achieves its maximum and stops over a relatively
low distance. The measurement of energy with electromagnetic calorimeter
is based on these principles and thus, the energy released by cascade particles
(mainly by ionization and excitation) can be taken as being proportional to
the deposited energy of primary particle.

The ECL consists of 8736 thallium-doped (T1) CsI crystal counters, where
each crystal is tower shaped and has a height of 30 cm. From a physics
point of view, this height corresponds to 16.2 Xy. The Csl crystals form
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Fig. 2.10: Overall geometry layout of the Electromagnetic calorimetry [21].

a barrel section, 3.0m in length and positioned at inner radius of 1.25m,
and annular end-caps positioned at z = +2.0m and z = —1.0 m with respect
to the interaction point. For details see a schematic Figure 210l Each
crystal points towards the interaction point, but is slightly tilted in 6 and
¢ in order to avoid photons escaping through the gaps between individual
crystals. Regarding a polar angle, the ECL extends from 17° to 150°. Signals
from the ECL crystals are read out with silicon photodiodes. Photons are
reconstructed if they do not match extrapolated tracks of charged particles
and have a lateral shape consistent with an electromagnetic shower.

The ECL has a good performance over a wide range of photon energies
20MeV < E, < 5.4GeV, the nominal energy resolution is measured to be as

follows:
Og 0.066 0.81

Two photon invariant mass distributions in 7° region and 7 region are shown
in Figure 217, the evaluated resolutions, o, are also shown.

2.2.8 Superconducting Solenoid (SC)

A crucial ingredient for a proper operation of the Belle tracking system is
a superconducting solenoid. Its coil provides a magnetic field of 1.5T in
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Fig. 2.11: Invariant mass distribution for typical hadronic events with two
gammas in the final state: 7° — v (left) and n — ~v (right) [21]. Each
photon is required to have energy greater than 30 MeV in the barrel region.

a cylindrical volume of 3.4 m in diameter and 4.4 m in length and consists of
a single layer of niobium-titanium-copper alloy, embedded in a high purity
(99.99%) aluminum stabiliser. In order to return a magnetic flux back to
the tracker an iron structure of the Belle detector (iron yoke) is used. This
structure is also designed to effectively support the overall detection system
and work as an absorber of KLM.

2.2.9 K and Muon System (KLM)

The KLM detection system was installed outside of the solenoidal magnetic
field and its main purpose is to detect and distinguish K?’s from muons, with
high efficiency and over a broad range of particle momenta, p > 600 MeV.
The pattern left by muons in the detection system significantly differs from
the one left by K?’s. In contrast to K?’s, the muons path matches the ex-
trapolated track from the inner detector, and in addition, muons do not
interact strongly and hence, travel further in the KLM system with much
smaller direction deflections. In contrast, K? particles interact strongly in
the iron or ECL and produce a shower of ionizing particles. The location
of such a hadronic cascade determines K? direction, but due to fluctuations
in the size of the shower, the energy of K? particles can not be sufficiently
measured.

The KLM consists of several alternating layers of glass electrode resis-
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Fig. 2.12: Cross section of the KLM superlayer [21].

tive plate chambers (RPCs) and 4.7 cm-thick iron plates. In total, there
are 15 detector layers with 14 iron layers positioned in the octagonal barrel
region, and 14 detector layers in each of forward and backward end-cap re-
gion. Figure shows a cross section of the KLM super-layer. Each RPC
is composed of two high resistive electrodes separated by a gap, filled with
a special gas mixture: 30% argon, 8% butane, and 62% freon. Once an ion-
izing particle traverses the gap, it initiates a streamer that results in a local
discharge of the plates. The strength of such discharge is limited by the value
of RPC resistivity and the quenching characteristics of the gas. In the end,
the discharge induces a signal on external strips, which record the discharge
location and time of its origin. The overall coverage of RPCs in terms of
polar angle was 20° < 6 < 155°.

2.2.10 Trigger and Data Acquisition

The Belle trigger system is used to select signal events and reject back-
ground events as efficiently as possible. Moreover, it works hand in hand
with the Belle data acquisition system, responsible for the data read out
from all sub-detector components. The trigger system reduces data event
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rate in three subsequent steps: online data triggering with hardware Level-1
trigger and software Level-3 trigger; a Level 4 trigger based on event re-
construction and classification is performed offline. The Level-1 trigger can
be schematically described as following: the CDC and SVD logics provide
charged track signals, the TOF trigger system an event timing information,
the ECL gives trigger signals for both neutral and charged particles, based on
their deposited energy and ECL hits cluster counting, and finally, the KLM
provides an additional information on muons. All these trigger signals are
worked out by a Global Decision trigger Logic (GDL), which makes the fi-
nal global decision. In January 2001, another step in the triggering design
was introduced, a trigger Level-3, which uses fast track fitting algorithms to
suppress background tracks not coming from the interaction point. The last
level, Level-4, represents a pre-step for any data analysis.
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3 Event Reconstruction

In contrast to B® — J/1 K, the n. meson can be reconstructed from hadronic
decays only rather than from a pure leptonic final state with relatively low
combinatorial background. In total, there are three promising hadronic
modes, which can be analysed to reconstruct 7. candidates; one with rel-
atively low branching ratio, but with almost no combinatorial background,
ne — pp, and two 3-body decays: 7. — K{K*nT and n. — KTK n°.
The branching fractions together with the estimated average detection ef-
ficiencies, obtained from signal MC simulation studies, are summarized in

Table B.11

Decay mode B €
B = n.K$, n. — pp (5.941.1) x 1077 23%
B® = n.K$, n. — K{K*nF  (9.7+£22) x 107 6%
B - n.K$ n.— KtK—n (5.0£1.1)x107% 8%

Tab. 3.1: PDG branching fractions and average detection efficiencies for
the 1. decay modes [16].

In this chapter, the event reconstruction of the first hadronic mode, 1. —
pp, which has been used to analyse C'P violation in BY — n.K2, will be
explained.

3.1 Event Selection for n. — pp

Starting with the final state particles: p, p, 7%, 7—, in BY — n.K? (denoted
further as a neutral mode), or p, p, K+, in B* — n.K* (control sample,
denoted further as a charged mode), we have gradually reconstructed the 7,
resonance from pp, K¢ from 777~ and then the B® or B* meson from 7. K9
or 1. K*, respectively. This has been done by combining given 4-momenta
of all particle candidates and then, by applying a set of different selection

41



42 CHAPTER 3. EVENT RECONSTRUCTION

criteria. For this purpose signal MC, with 250 thousand events for each,
SVD1 and SVD2 experiment, has been generated. Here, one B candidate
decays generically and the other via the studied physics channel.

3.1.1 Hadronic Events

In ete™ collision at Y (4S) resonance, non-hadronic processes, including 7-
pair production, QED (Bhabha, two-photon) and beam-gas interaction, oc-
cur with similar or even larger cross sections than BB production. To remove
these events, so-called HadronB(J) skimming procedure has been applied on
data [29].

3.1.2 Charged Tracks

A helix in a magnetic field along z-axis is fully determined by five parameters:
dr, ¢9, k, dz and tan A. The impact parameters dr and dz are radial and
z positions, respectively, of the point of closest approach of the helix to
a specified reference point, usually vertex. Here, an interaction point (IP)
is used. The reconstructed charged tracks satisfy loose selection criteria on
impact parameters, |dr| < 0.5cm and |dz| < 3cm. These requirements have
suppressed background tracks that do not originate from the IP.

An additional requirement on number of SVD hits has been imposed
[30], so that a good quality vertex of the reconstructed B candidates can be
determined. Only charged tracks with at least 2 hits in z-direction and 1 hit
in r¢-direction are considered.

3.1.3 Particle Identification

With information obtained from CDC (dFE/dz), ACC and TOF, particle
identification (PID) is determined using different likelihood ratios, £;); =
Li/(L; + L;), where L; (L;) represents the likelihood that a particle is of
i (j) type. For kaons, a requirement of Lk, > 0.6 has been applied [31],
which is 86.3% (85.2%) efficient for kaons, in SVD1 (SVD2) experiment,
with a 9.8% (10.5%) misidentification rate for pions. Furthermore, veto cuts
have been applied on kaons consistent with electron hypothesis (electron-like
kaons), p(e) < 0.95.

Protons and antiprotons are required to have likelihood ratios, £,/ or
Ly/x > 0.4, and similarly to kaons, candidates which are electron-like ac-
cording to the information from CsI(T1) are vetoed, p(e) < 0.95. These loose
cuts significantly reduce bb generic background due to natural suppression of
m-like or e-like proton and antiproton candidates, namely by 35% and 40%
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in the charged mode and neutral mode, respectively, and retain 99.5% of all
signal. For these studies, 10 streams of generic bb MC data samples have
been used (10 x official Belle data sample).

3.1.4 KJ Reconstruction

All K§ candidates are reconstructed from pairs of oppositely charged tracks
that satisty the pion hypothesis and lie within the following mass window
of 482MeV/c* < m(ntm~) < 514MeV/c?, which corresponds to +16 MeV
(+40, as defined in [32]). In order to optimize the selection of K candidates,
goodKs cut has been applied [32].

3.1.5 7. and B Reconstruction

The n. resonance is reconstructed from the proton and antiproton candi-
dates within the mass window of 2.84 GeV /c* < m(pp) < 3.03 GeV/c?. Such
an asymmetric mass window has been chosen, in order to limit the inter-
ference with the J/1 particle (see the J/v¢ properties in Table [[1]). Based
on 10 streams of generic bb MC studies, the right limit of the interval has
been optimized in the way that the number of contributing J/v events into
the 7. distribution remains, in maximum, at the level of statistical error of
the number of 7, events only, see Fig.3.1l
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Fig. 3.1: Reconstructed pp invariant mass with two c¢ states: 7. (blue) and
J/1 (red). The left picture shows results for the charged mode, the right
for the neutral mode. The optimal right boundary of 7. mass window is
emphasized by an arrow.

As the 7. decays promptly after the B decay, a vertex defined by p and
p tracks also defines the decay vertex of the B meson. In the neutral mode,
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the K§ track is determined with a large error at the IP, due to its dis-
placed vertex, and can’t be thus used in B vertexing. In the charged mode,
the same condition has to be applied, as the mode is used, in the end, to
calibrate the neutral mode (to correct for the differences between MC and
data). Therefore, no additional K* track information has been used in B*
vertexing either.

Based on all combinations of 7. and K{ (K*), a list of B® (B*) candi-
dates has been formed. Reconstructed B candidates are described with two

nearly orthogonal kinematic variables: the beam-constrained mass, M. =
V(EEMS)2 _ (pEMS)2 and the energy difference AE = E§MS — ECMS 'where

beam beam>
ESMS represents the beam energy, (ESMS + ESMS)/2 and ESMS (pgMd)

the energy (momentum) of the reconstructed B meson, all evaluated in
the center-of-mass system (CMS). On average, 1.006 B® (1.01 B¥) are re-
constructed per event as shown in Fig.[3.2] and naturally, only one candidate
is chosen and used then in further analysis.

L E L . | P I B
0 2 4 6 8, 10
B” Multiplicity

P B
6

| |
o] 8, 10
B* Multiplicity

Fig. 3.2: Multiplicity of reconstructed B* — n.K* (left) and B® — n K2
(right), 7c — pp.

For this particular physics channel, the multiplicity looks rather low and
the best B candidate selection might be random-like. Nevertheless, other
selection methods based on M, or 7. invariant mass should be considered
too. For the pp channel with a very low multiplicity the random based
selection procedure brings comparable results as the other two methods. On
the other hand, for the K{K*nF and K*K¥7° channels, which are meant
to be used in the final combined C'P fitter too, only M, or 7. invariant mass
based methods bring efficient results. So, in the end, only these two selection
methods have been studied, both using 6 streams of generic (b, u,d, ¢, s) MC
data samples. Obtained results are summarized in Table and shown in
Figure 33 (Concerning the plots, all selection criteria, including the criteria
described later in this chapter, such as continuum suppression cuts or peaking
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Selection Mode esypr [%] esvpe [%]  fsvpi (%]  fsvpe [
M, -based charged 31.62 36.28 0.12 0.09
My-based charged 33.33 38.12 0.05 0.03
M, -based neutral 19.02 24.13 0.07 0.10
My .-based neutral 20.03 25.36 0.03 0.06

Tab. 3.2: Detection efficiencies, ¢ = Nyec/Ngen, and fractions of misidentified
B mesons in all reconstructed, fuissp = Nmistp/Nree. Both are shown for

different best candidate selection methods and decay modes.
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background vetoes, have been applied.)

The previous Belle analysis [I7], in all decay channels: pp, K{K*rF
and K*KFr% as well as BaBar analysis [12], in K{K*7F channel, applied
the 7. invariant mass based best candidate selection. Since the 7. determines
the B vertex, we think, that such a selection might bias the final results
and therefore, the M. based procedure has been applied. Moreover, us-
ing the M, one can significantly reduce the M, window from a fit range,
5.20GeV/c? < M. < 5.29GeV/c?, in case of 1, mass based selection, to
a signal window, 5.271GeV/c?* < My, < 5.290 GeV/c?, and thus signifi-
cantly improve signal to background ratio. Simultaneously, the 1. window
can be then extended from 2.92GeV/c* < M, < 3.03GeV/c?, to already
optimized 2.84 GeV/c* < M, < 3.03GeV/c?, and thus increase the detec-
tion efficiency. On the other hand, the fitting procedure might be more
complicated as the number of correctly reconstructed signal events in AF
distribution does not necessarily equal to the number of 7. signal events.
(Due to fact that 7. represents a decay product of B meson.) The final AE
window has been set in the following range: —0.1 GeV < AF < +0.1 GeV.

3.1.6 Continuum Suppression

The dominant background for this measurement comes from the continuum
processes, i.e. ete™ — ¢¢ (where ¢ = u,d,s,c). In the T(4S) CMS frame,
the BB pairs are produced with very small energy release (~ 20 MeV) and
thus, tend to have a nearly spherical event topology. In contrast, the light
quarks are generated with the jet-like event structure. As the continuum
and BB events have such different event ”shapes”, either different individ-
ual topological variables or Fisher’s linear discrimination function combining
the discrimination power of all these topological variables together (further
denoted as Fisher discriminant) [33], Fpg/qq, can be used to suppress the
continuum background. Since the 7. resonance has a big decay width of
28.6 MeV (Tab.[[1) and high contribution of continuum is thus expected,
compared to other b — ccs processes, the latter approach with Fisher dis-
criminant, separately used for SVD1 and SVD2 experiments, has been used.

In total, 10 event topology variables have been combined in the Fisher
discriminant, Fgg/qq = Zf\zlo a;x;, where «; represent weight coefficients
which maximize the separation of signal events from continuum background,
and x; are the individual topological variables. The training procedure has
been done using the signal Monte Carlo and 2 streams of generic (u,d, s, ¢)
MC data. Due to a very limited statistics in Belle T (4S) off-resonance data
sample, only the MC data could be practically used as a ¢q training sample,
with M. window set in the full region from 5.20 to 5.29 GeV/ c? to increase
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the statistics. The discriminating variables, combined in the Fgp/qq, are
listed here:

e The cosine of thrust angle, cos ., which is defined as a scalar prod-
uct of "signal” thrust vector, calculated from the momenta of particles
coming from the reconstructed B candidate (signal B), and ”other”
thrust vector, calculated from the momenta of remaining particles.
The cos V. is flat for BB events and peaks at +1 for the continuum.

e Reduced Fox-Wolfram moment, Ry, [34], defined as the ratio of Hs to
Hy. Here, H;, [ =0,1,... represent the Fox Wolfram moments defined
as following:

il 1Pj 1
H, = Z ‘pgfj‘ﬂ(cos 0i;), e.g. Pa(cosb;;) = 5(3(COS 0:;)* — 1), (3.1)
i,J
where indices 7 and j run over all final state particles, E is the total
visible energy of the event, 0;; is the opening angle between particle 4

and j and P, is the I-th Legendre polynomial. For BB events (spherical
limit): Ry — 0; for jet-like events (back-to-back limit): Ry — 1.

e 8 modified Fox-Wolfram moments, 4 H° and 4 H°, [ = 0, 1,2, 3, [35].
They have the same form as defined in Equation (B.1]), only the indices
7 and j run over specific particles, coming either from the reconstructed
B (signal - denoted by the superscript s) or from the other B (denoted
by the superscript o). Only H;° and H° have been utilized, the H;*
are highly correlated with the measured variables: M., M, and AE.

As some of the variables combined in the Fpp,qq: typically Ry, H7® and
H:5°, might be correlated with the individual observables used in the fitter:
AFE and M,, , necessary calculations of possibly dangerous correlations p have
been done, correlations checked and summarized in Tab.B3] (charged mode),
B4 (neutral mode). The observed values are negligible, at most at 2.1%
level for AE and 0.8 % level for M, . The non-negligible correlations, with
My, will not influence the final results as the M, has already been used for
the best candidate selection and thus, will not be used in the fitter.

Together with the Fgg/qq, we have also used the cosine of the B flight
direction with respect to the z-axis, cosfg, in order to improve the total
separation of signal from the continuum background. As the Y (4S) is a spin
1 particle and the B mesons are pseudoscalars, i.e. spin 0 particles, the con-
servation of angular momentum requires BB pair to be in a p-wave state.
Therefore, the signal has a (1 — cos#3) distribution in contrast to the flat
distribution of continuum.
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p %] Ry  Hy  HP  HP®  HY
AE (SVD1) +15 —004 —08 +0.004 —0.8
M, (SVD1) +04 —04 —03 —02 +0.03
AE (SVD2) —04 405 404  +04  +04
M, (SVD2) —04 —0.01 405 —04 40.2

HE° Ho° Hg° HE°
-14 4039 +0.8 +04
+0.4  +0.3 -0.3  +0.04
—1.3 +0.2 —-0.3  +0.05
+0.05 —-0.007 0.04 +40.06

Tab. 3.3: Charged mode: correlations between Rs, modified Fox-Wolfram
moments, H;”°, and observables, AE and M, , separately calculated for
SVD1 and SVD2 experiments.

p (%] R, Hy HY Hy HY
( ) 413 +04 —-10 402 —06
( ) 4+0.06 -0.5 402 -0.2 —-0.3

AFE (SVD2) +0.3 —04 +0.3 +0.04 +0.6
( )

07 402 —01 —04 —02
Hy  HYP  HY  HY
—21 +03 08 +16
—0.3 —0.1 403 +0.2
~16 +11 —04 —05
05 +0.7 02 —0.8

Tab. 3.4: Neutral mode: correlations between Ry, modified Fox-Wolfram
moments, H;”°, and observables, AE and M,_, separately calculated for
SVD1 and SVD2 experiments.
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Finally, signal and background distributions, both for the Fisher discrim-
inant and cosfg, have been fitted, using the unbinned maximum likelihood
method. For the Fgp,qq signal PDF (Probability Density Function) a sum
of two bifurcated gaussians with a central mean value has been used:

PSig(FBE/QQ) = fG(,U, JL, JR) + (1 - f)G(M> kO'L'ULa kO'R-UR) (32)

For the Fyp/qq background PDF only a single bifurcated gaussian has been
used:

Pokg(FBB/qa) = G(1, 01, 0R) (3.3)
For the cos g, the signal PDF has been defined as:

Pyig(cos ) = N'(1 — a. cos® O), (3.4)
whereas the cos g background PDF follows as:
Prxg(cos ) = N (1 + a.cosOp) (3.5)

The Fisher PDFs, separately depicted for the charged mode and neutral
mode, and, for the SVD1 and SVD2 experiments, are shown in Fig. 3.4
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Fig. 3.4: Distributions of Fpp/,q for the charged mode (top) and neutral
mode (bottom), SVD1 (left) and SVD2 (right) experiments. The signal PDF
is shown in red color, the background PDF in blue color.
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The distributions of the cosine of the B flight direction are shown in
the same configurations as Fisher distributions in Fig. B.5

Since the Fisher discriminant and cos fg represent mutually uncorrelated
variables, the signal (background) likelihoods, formed from individual PDF's;
can be multiplied together to form a total signal (background) likelihood Ly,
(Lkg). A likelihood ratio, constructed from such likelihoods as following:

ﬁsig

LR =58
['sig + ‘Cbkg

(3.6)

can be then used (see Fig. B.0]) to suppress the continuum background while
keeping the number of signal events at highest possible level.

In general, there exist several methods to optimize a selection cut on
the LR. (Further denoted as a continuum suppression cut, CSey.) First,
one can maximize a so-called figure of merit (F.O.M.):

FOM = %8 (3.7)
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Fig. 3.6: Likelihood ratio for the charged mode (left) and the neutral mode
(right). The red line describes signal events, the blue line continuum back-
ground. The results for SVD1 experiment are shown with a solid line, for
SVD2 experiment with a dashed line. The optimized value of CS.,; has been
stressed by an arrow.

which, practically, means a minimization of a statistical error with respect to
the measured number of signal events. Second, one can keep the CS.y as low
as possible, such as the number of signal events remains almost untouched,
but the background is still significantly suppressed. The first approach is
usually preferred when branching fraction is the main aim of the analysis,
the second when C'P violating parameters are of the main concern. For
the measurement of C'P violating parameters the F.O.M. approach doesn’t
necessarily bring more precise results, as the error of the parameters is still
mainly dominated by statistical fluctuations and therefore, high signal ef-
ficiency is desirable. Moreover, the second approach minimally influences
the number of signal events and thus, no extra systematic error is generated
due to the cut. Third, as a new method, the difference between signal and
background efficiencies has been maximized and used. Such an approach
defines the CS.y as a point until which one cuts out more background than
signal events while increasing the value of the cut.

From the prospective of the second approach, the CS.,; has been found
to be optimal at 0.2 (Fig. B.6]), from the prospective of the third approach
at 0.5 (Fig. B1). The final optimization based on the real data (control
sample) has shown that the branching ratio is more or less independent on
the value of the cut, and thus, the lowest possible value has been chosen as
the most optimal. The CS.y; has been set to 0.2, which naturally selects:
96.1% (96.1%) of the signal events for SVD1 (SVD2) and rejects 77.1 %
(71.4%) of the continuum background in the charged mode. In the neutral
mode, the numbers are slightly worse: 96.2% (96.0%) of the signal events
for SVD1 (SVD2) has been retained, while 74.6 % (68.4 %) of the continuum
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Fig. 3.7: F.O.M. (top) and efficiencies (difference of efficiencies) (bottom) for
the charged mode (left) and the neutral mode (right). The solid line shows
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line describes efficiencies of signal events, blue line efficiencies of background
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background has been rejected.

3.1.7 Peaking Background Suppression

The second non-negligible background comes from the generic charm decays
of the B meson. This background has been found to peak in the signal region
of the measured mode. In order to eliminate such sources of the peaking back-
ground, different veto cuts are usually applied. In the neutral mode, there
exists only one non-negligible decay with the same final states as the mea-
sured mode, B® — A_p, A, — pKJ. It has been efficiently suppressed using
a following veto: 2271 MeV< m(pKY) < 2301 MeV, while loosing 1.6 % of all
signal, see Figure 3.8 In the charged mode, there has not been found any
significant source of the peaking background.
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Fig. 3.8: AE (left) and 7. invariant mass distribution obtained from
the generic bb MC study, before (blue) and after (red) application of m(pKY)
veto.

3.1.8 Time Measurement, Vertexing and B Tagging

Since the B, and BY,, mesons are approximately at rest in the T(4S) CMS,
the difference in decay time between the two B mesons, At, can be deter-
mined from the displacement in z direction between the final state decay

vertices as:

Zree — 2 Az
At~ Z¢ " - , (3.8)
Brye c(B)r
where the Lorentz boost, (87)r, is approximately 0.425, produced nearly
along the z-axis.
The vertex of reconstructed B candidates has been determined from
the charged daughters of 7. resonance, p and p, and in addition, using (via
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the mathematical method of Lagrange multipliers) the known information of
ete™ IP profile in z and y direction (IP constraint fit). Moreover, the mea-
sured IP profile had to be, on top of that, smeared in the x-y plane, to
account for the finite flight length of the B meson in transverze direction.
An IP constraint, which is used in the kinematic fit exactly this way, is called
a beam pipe constraint. It is due to a fact that the IP profile is represented
by an infinite tube in z direction. This approach significantly helps improve
the final At resolution while reducing the At bias compared to a full IP
profile constraint [36]. Moreover, because of the IP profile, it is possible to
reconstruct a decay vertex using even a single track measurement. Concern-
ing the kaon track in the charged mode, it has not been used in the kinematic
fit as the mode is intended to calibrate the neutral mode and thus, the same
fitting conditions have to be applied. In order to obtain the At distribution,
the tag side vertex has been reconstructed WTagTabfrom the tracks not as-
signed to BY,., using the TagV algorithm, [37, 138]. Finally, all events had to
pass the time window, |At| < 70 ps, and the fit had to converge with the ver-
tex goodness-of-fit, hreotas = (y2reotas _ y2rectag) pqfreetas - 50 for events
with multi-track vertices, and with o/*“*¢ < 200 pm and 0°“*¢ < 500 pm
for events with multi-track and single-track vertices, respectively.

The flavour tag of other B, denoted as Bi,g, has been determined using
the tagging routine, Hamlet, described in detail in [39], for brief summary
see Appendix [Al The tagging information is represented by two parameters:
Biag flavour (charge), ¢, and a parameter, . This parameter is an event-
by-event, MC determined flavour-tagging dilution factor that ranges from
r = 0 for B mesons with no flavour discrimination to » = 1 for unambiguous
flavour assignment and is divided into 7 independent r-bins, indexed by [
and defined in Table 3.5

r-bin index r-bin region

0 0.000 - 0.100
1 0.100 - 0.250
2 0.250 - 0.500
3 0.500 - 0.625
4 0.625 - 0.750
) 0.750 - 0.875
6 0.875 - 1.000

Tab. 3.5: Belle definition of individual r-bins, indexed by [.
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The mistag probability, w, connected with the dilution factor r by a fol-
lowing relation:

r=1-2w, (3.9)

and the difference between the wrong tag probabilities, Aw, defined as:

Aw = wgo — Wpo, (3.10)
where the w index denotes the flavour of the tag side, have been, for clarity,
summarized in the Table [3.6l These parameters are essential for the precise
measurement of C'P violation parameters (1) and have been extracted from
the MC and flavour specific data studies [13], 40].

All events which have not successfully passed the tagging or vertexing
procedure have been discarded from the analysis.

l MC w, MC Auw, Data w Data Aw,
SVD1
0 0.5000  +0.0000  0.5000100000  +0.000010 0000
1 0.4208  +0.0583  0.418970007%  +0.057070 905
2 0.3003  +0.0057  0.3299709070  +0.01261 93052
3 02193 —0.0393 0.2339%0007  —0.0148700100
4 0.1546  +0.0047  0.1706700001 —0.000670 000
5 0.0916 ~ -+0.0119  0.0998%000%  +0.00897) 9093
6 0.0229  —0.0059  0.0229%9005%  +0.004770 0028
SVD2
0 0.5000  +0.0000  0.5000709000  +0.0000£9350
1 0.4122  +0.0041  0.4188"000s8  —0.0088"5 003
2 0.3078  40.0103  0.3193770033  +0.010475:00%2
3 0.2128  —0.0048  0.2229700037  —0.010970:0015
4 0.1499  4+0.0015 0.1632700033  —0.0186" 0001
5 0.0913  +0.0144  0.104170:003  +0.001745:0050
6 0.0219 +0.0019 0.0251%0003 —0.003610 0054

Tab. 3.6: Summary of w-tag probabilities and mistag differences, Aw, used
in this analysis for Monte Carlo and experimental data [I3], 40]. Different
values are used for SVD1 and SVD2 experiments.
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3.1.9 Detection Efficiency

After applying all the selection criteria, detection efficiencies have been de-
termined from the signal Monte Carlo studies using the following relation:

€ = Nyeo/Nyon, (3.11)

where N, represents the number of correctly reconstructed events and Ngey
the total number of generated events in signal MC sample. The detection
efficiencies have been found to be:

SVD1: &(B* = n.K* xn. — pp) = 0.3333 £ 0.0012 (3.12)
SVD2: &(B* = n.K* x n. — pp) = 0.3812 £ 0.0012 (3.13)

for the charged mode, and:

SVD1: &(B° = 0K x ne — pp) = 0.2003 + 0.0009 (3.14
SVD2: &(B° = 5K x ne — pp) = 0.2536 =+ 0.0010 (3.15)

for the neutral mode. In addition, efficiency correction factors, n (¢ = n.€),
have been determined:

SVD1: n(B* — n.K* x n. — pp) = 1.0162 & 0.0075 (3.16)
SVD2: n(B* — n.K* x n. — pp) = 1.0126 & 0.0067 (3.17)

for the charged mode, and:

SVD1: 7(B° = n.Kg x n. — pp) = 0.9891 + 0.0056 & 0.0060,s; (3.18)
SVD2: n(B° = n.Kg x n. — pp) = 0.9888 £ 0.0054 & 0.0060,s; (3.19)

for the neutral mode. These correction factors naturally account for the dif-
ferences between Monte Carlo and experimental data and have been provided
as lookup tables for various kinematic regions by independent Belle studies.
The main source of the differences arises from the kaon PID [3I] for the
charged mode and Kg reconstruction [4I] for the neutral mode.

3.1.10 Summary

For lucidity, we have summarized all observables together with the fit regions
and signal /side-band region in Table[B.7l The selection criteria and veto cuts
can be found in Table B8



3.1. EVENT SELECTION FOR nc — PP o7

M, signal region 5.271 GeV/c* < My < 5.290 GeV/c?
M, side-band region 5.200 GeV/c? < My, < 5.265 GeV /c?

AF fit region —0.1GeV < AFE < +0.1GeV
1. fit region 2.84GeV/c* < M, < 3.03GeV/c?
At fit region |At| < 70 ps

Tab. 3.7: Fit regions and signal /side-band region used in the analysis.

Kaons and protons selection criteria

Impact parameters |dr| < 0.5cm & |dz] < 3.0cm
Kaons PID Lx/x > 0.6 & p(e) < 0.95
Protons (antiprotons) PID L,k > 04 & L,/ > 0.4 & p(e) < 0.95
K2 mass window 482MeV/c? < m(ntm~) < 514 MeV /c?

Best B candidate selection
based on M.

Continuum suppression cuts

Likelihood ratio CSct =0.2
Veto cuts
A veto 2271 MeV< m(pKg) < 2301 MeV

Vertexing and flavour tagging cuts

#(SVD hits) /charged track > 1 in r¢-plane & > 2 in z-direction
Single-track vertices 0z < 0.5mm

Multi-track vertices 62 < 0.2mm & £rootas /ndfeete < 50

Tab. 3.8: Summary of all selection criteria and veto cuts used in this anaysis.
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4 Data Model

The branching fractions, B, and C'P violating parameters, Scp and Acp,
have been extracted from a 4-dimensional extended unbinned maximum like-
lihood fit to AFE, n. invariant mass, At and ¢q. The first three observables
have been represented by continuous variables, the charge by a discrete vari-
able, ¢ = +1. The fit has been simultaneously performed in each r-bin,
[ = 0—06, and for each SVD configuration: SVD1 and SVD2, further denoted
by s = 1 and 2, respectively. As the detector response differs for these two
detector configurations, the data model has been naturally characterized by
two various sets of fit parameters. The only common parameters remained:
B lifetime, C'P violating parameters, Scp and Acp, and effective B life-
time describing non-C'P violating B background. As a fitting package C++
software based on MINUIT2 [42] has been written and used.

Compared to previous Belle analysis [I7], such an approach seems to
be significantly more complex. Nevertheless, the main motivation has been,
first, to measure the B more precisely by utilizing all the observed variables in
a simultaneous fit. And second, more importantly, to decrease the systematic
errors in the measurement of Scp and Agp parameters. In the previous
analysis, the B, a fraction of signal events, f = Ngg/(Nsg + Npkg), and
the signal and background distributions of M. and AFE were determined
first, in a 2D unbinned ML fit, P(AE, My.), and afterwards, the C'P violating
parameters were extracted from a 2-dimensional unbinned ML fit to (At x q)
with the event-by-event signal probability given as:

fpsig<AEa Mbc)
[Pag(AE, Mye) + (1 — f)Pokg(AE, M)’

fsig - (41)

Due to higher number of fixed parameters from the 2D fit, such a strat-
egy, further denoted as 2D x2D fit, automatically generated extra systematic
errors to the final results, which we intend to avoid here.

In this chapter, the data model for the charged and neutral mode of
1. — pp will be shown. The backward comparison of the new approach with
the old one will be demonstrated in Chapter [

99
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4.1 Signal Model

The signal shape has been determined from correctly reconstructed signal MC
events using the selection criteria described in Bl As expected, the study
of correlations, p, between individual variables has shown that AFE is highly
correlated with 7). invariant mass. p has been found to be 20.1 % and 16.5 %,
for the charged mode, and 20.6 % and 17.3 %, for the neutral mode, both for
SVD1 and SVD2, respectively. Scatter plots of AE versus 7. mass are shown
for illustration in Fig.[Z.1]

=U. J- -
g B
'021.84 2.86 2.88 2.9 2.92 294 2.96 298 3 3.02
n, mass [GeV]

29 292 294 296 298 3 3.02
n mass [GeV]
Fig. 4.1: Correlation of AFE versus 7. invariant mass (scatter plots) for the
charged mode (left) and the neutral mode (right).

Further, as the B meson has been reconstructed from the 7. resonance, the
number of correctly reconstructed events doesn’t have to be necessarily equal.
Generally, one expects three different fractions of events: first, fgxsig, With
both correctly reconstructed B meson and 7. resonance, second, fsgxbkg, With
correctly reconstructed B meson but misreconstructed 7. and finally, fike,
with misreconstructed B independently on the fact whether the 7. has or not
been correctly reconstructed. The MC study has shown that the fraction,
fsigxbke, can be considered negligible for the studied 1. — pp decay. On
the other hand, the fraction has been found to be non-zero for 7. decays with
the particle of the same type coming from the B meson and the resonance, e.g.
ne — KJK*7nT decay. Here, the prompt kaon coming right from the B meson
might get swapped with the kaon coming from the 7. and thus, generate still
correctly reconstructed B, but misreconstructed 7. resonance.

The PDF for AE has been taken as a sum of three Gaussians, naturally
incorporating correction for the difference between MC and data via separate
calibration factors (offsets). The calibration offset that modifies the mean,
pSE. s fixed to zero, the factor that modifies the sigma, oC¥ | is fixed to

main?
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one, for signal model. They are determined from a control sample (charged
mode) as detailed in Chapter [fl Due to fit stability, the mean and sigma of
tail Gaussians, utl;jl and Utlz;izl, are always expressed with respect to the main
mean and sigma, respectively. The PDF follows as:

Psig<AE|mnc) = fl-G(AE5 Prmain = ,Umaln + Hrain T :umalm Omain = Ur(rjlginamain)

-+ fQG(AE, Hmain 1 Mtail? Jmainatail>
+ (1= fi = f2).G(AE; fimain + M?aih&mainafaﬂ)
(4.2)

The correlation between AE and 7. mass, m,, , has been modelled via
a linear dependence of the main mean, pgri , on the m,, :

main?

Hrmain = Keorr (M. — (My, + p**'=)), (4.3)
where ke represents the linear dependence, M, the generator value of
mass and zV°#" has been obtained from the 7, mass fit; see Eq. (&4).

The PDF for m,_ has been expressed as a convolution of Breit-Wigner
function, BW, and a central double Gaussian, or in other words, as a sum
of two Voigt functions:

Psig<mnc) — f (BV[/‘(WL?7 7M77c7 Fm) ® G(mn ’Iu\/'mgt ~Voigt _ O'CF VoigtO_Voigt))

+(1 =) (BW(mnc, My, Ty.) @ Gy ; poe, ~I\I/1(;11%1t0-¥.?11gt))7
(4.4)

where M, and I, arethe generator values of 7. mass and width, respectively.

As for the calibration factors (offsets), the difference between MC and
data is for Breit-Wigner function automatically taken into account by using
different values of M, and I';, ; generator values for MC, PDG values for data.
For illustration, the values have been summarized in Table 4.1l Concerning

Generator value PDG value [16]
M, [GeV] 2.9798 2.9803
T, [GeV] 0.0265 0.0286

Tab. 4.1: 1. mass and width used in MC (second column) and data fit (third
column).

detector effects, the main sigma of resolution function has been corrected

using an additional correction factor, o .. "”®" set to one here. As the mean
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value already represents a shift with respect to the corresponding M, , either
generator or PDG value, it is expected to be the same for MC and data. No
extra offset has been implemented here.

For overall numerical stability the ROOT implementation of Voigt func-
tion has been used [43].

Based on Equation (L], the 2D PDF of (At x q) is given by:

N

Pl(Atg) =(1— fu) " {(1 ~gAw) +

B

q(1 — 2w;) x [Scp sin(AmqAt) + Acp Cos(AmdAt)} }@

Ros(At) +  fusC(0.0u)
(4.5)

where the meaning of parameters accounting for incorrect flavour tagging, w
and Aw;, is in detail described in Section B.I.8l Their values, directly used
in the fit, are summarized in Table [3.6l

The PDF is convolved with a At resolution function for B particles,
Rpz(At), which consists of three different components: detector resolution
mainly due to tracking uncertainty for reconstructed By and Bi,g; smearing
on Bi,e vertices due to non-primary tracks and finally; smearing due to the
kinematic approximation. In addition, to account for a small number of
events that add extra large At to the distribution a fraction of outliers, f,,
has been introduced. The brief overview of time resolution function together
with the summary of parameters used in the analysis are given in Appendix
Bl more details can be found in [37].

In order to extract the signal shape for both charged and neutral mode,
the total signal PDF becomes:

Pl

sig

(AEa e, Ata Q) = ’ng(AE‘m??c) Slg(mnc)PSllg(At7 Q)> (46)

whose shape has been determined with the following extended log-likelihood:

IOgEj _ _ZZNSJCIS lS+ZZIOg <ZNSfls ls,])l AEz nchtz Z))
s=1 [1=0 s=1 1=1

(4.7)

where the sum runs over ¢ events, [ flavour bins and s detector configurations.

The index j simply represents which log-likelihood component is meant. In

this case, j is equal to sig as it represents the signal component here. The pa-

rameter N* is the signal yield, with separate value for SVD1 and SVD2, f*
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the fraction of events in 7-bin [ and SVD configuration s, and n"* is a cor-
rection factor to the r-bin fraction accounting for the difference between MC
and data. This correction has been determined from the control sample as
detailed in Chapter [fl The value is set to one for signal model.

Since the quality-of-fit test is not automatically generated in ML method
(compared, for example, to least-squares method), an ad hoc x*/ndf has been
artificially constructed for each fit. The final 4D-dimensional distribution has
been binned, with a bin size equal to rough estimate of detector resolution
(~ 5MeV for AE and 7, mass, ~ 0.5 ps for At) and then, the goodness-of-fit
test, %2, has been calculated as follows:

Nbins

(NiData _ NiPDF)2
¥ = Z P (4.8)

=0

Here, NP2 i5 the number of events in a given bin i. NFPF represents the cen-
tral bin value returned for the same bin from the fitted PDF. The number
of degrees of freedom, ndf, is calculated as the total number of bins minus
the number of fitted parameters.

In addition to quality-of-fit test a pull distribution has been constructed
and plotted. It clearly shows possible inconsistency of the fit compared to
experimental data, all expressed in terms of standard deviation. The pull
distribution (pull value in bin 7) has been defined as:

L — NiData _ NZPDF
pull; = /—N.Data )

where the individual variables have the same meaning as in y? definition.

For the charged mode, the fit results of correctly reconstructed signal
Monte Carlo, together with pull distributions, are shown in Figures and
43 for SVD1 and SVD2 configuration, respectively. The results of the neutral
mode are depicted in Figures d.4l and .5l The fitted values of Scp, Acp and
B lifetime, 75, have been summarized in corresponding Tables 4.2] [£.3] [4.4]
and [£3], and compared to input values used in the generator to cross-check if
any reconstruction bias is present. All values have been found to be consistent
within +30, no obvious bias has been observed. Obtained fit parameters are
summarized in Appendix [Cl

(4.9)

4.2 Background Model

In most analyses the background shape has to be separately modelled for
continuum and BB component. Here, the observed BB peaking background
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Fig. 4.2: Fit projections of correctly reconstructed B mesons obtained from
the signal MC studies for SVD1 experiment in the charged mode, B* —
n.K*, n. — pp. The individual projections are: AFE (top left), n. invariant
mass (top right), At for B tagged with ¢ = +1 (down left) and At for B
tagged with ¢ = —1 (down right).

Gen. value Reconstr. value Bias [0]

7 [ps] 1.6545 1.649 £ 0.007 —0.80
Sep 0.0 0.013 £0.010 +1.30
Acp 0.0 —0.011 £ 0.007 —1.60

Tab. 4.2: Fit results, lifetime and C'P violation parameters, and their cross-
check with the generated values for the charged mode (SVD1 experiment).
The last column shows the discrepancy between the input (generated) value
and the output (reconstructed) value, expressed in terms of one standard
deviation.
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Fig. 4.3: Fit projections of correctly reconstructed B mesons obtained from
the signal MC studies for SVD2 experiment in the charged mode, B* —
neK*, n. — pp. The individual projections are: AE (top left), 7. invariant
mass (top right), At for B tagged with ¢ = +1 (down left) and At for B
tagged with ¢ = —1 (down right).

Gen. value Reconstr. value Bias [0]

Tlps]  1.6545 1.658 == 0.006 +0.60
Sep 0.0 0.0004 + 0.0090  +0.040
Acp 0.0 ~0.006+0.006  —1.00

Tab. 4.3: Fit results, lifetime and C'P violation parameters, and their cross-
check with the generated values for the charged mode (SVD2 experiment).
The last column shows the discrepancy between the input (generated) value
and the output (reconstructed) value, expressed in terms of one standard
deviation.
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Fig. 4.4: Fit projections of correctly reconstructed B mesons obtained from
the signal MC studies for SVD1 experiment in the neutral mode, B® —
neKs, n. — pp. The individual projections are: AFE (top left), n. invariant
mass (top right), At for B tagged with ¢ = +1 (down left) and At for B
tagged with ¢ = —1 (down right).

Gen. value Reconstr. value Bias [0]

7 [ps] 1.5344 1.529 +£ 0.009 —0.60
Sep 0.6889 0.679 £ 0.020 —0.50
Acp 0.0 —0.033 = 0.013 —2.50

Tab. 4.4: Fit results, lifetime and C'P violation parameters, and their cross-
check with the generated values for the neutral mode (SVD1 experiment).
The last column shows the discrepancy between the input (generated) value
and the output (reconstructed) value, expressed in terms of one standard
deviation.
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Fig. 4.5: Fit projections of correctly reconstructed B mesons obtained from
the signal MC studies for SVD2 experiment in the neutral mode, B® —
n.Ks, n. — pp. The individual projections are: AFE (top left), n. invariant
mass (top right), At for B tagged with ¢ = +1 (down left) and At for B
tagged with ¢ = —1 (down right).

Gen. value Reconstr. value Bias [0]

7 [ps] 1.5344 1.534 £ 0.007 —0.060
Sep 0.6889 0.667 = 0.015 —1.50
Acp 0.0 0.005 £ 0.011 +0.50

Tab. 4.5: Fit results, lifetime and C'P violation parameters, and their cross-
check with the generated values for the neutral mode (SVD2 experiment).
The last column shows the discrepancy between the input (generated) value
and the output (reconstructed) value, expressed in terms of one standard
deviation.
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in AE distribution has been fully suppressed by applied veto cut, as shown
in Fig.3.8 and according to the generic MC studies, the background PDF
exhibits only a linear dependence in AFE and 7, invariant mass in both com-
ponents, continuum and BB. The same shape has been observed and cross-
checked with the side-band data. Thus, the AF and 7. background distri-
butions have been modelled with the sum of Chebyshev polynomials up to
the 1% order:

Pug(AE) = N(1+aCi(AE)) (4.10)
Pacln) = {1+ o, ) (11

On the other hand, the At distribution exhibits different behavior for
BB background (non-C'P violating B background) compared to continuum.
The BB background has been studied using 7.-inclusive MC sample and
the contribution of expected At peaking background has been estimated
to be ~ 2% for the neutral mode and ~ 9% for the charged mode. As
for the neutral mode, such a level of At peaking background is found to
be much lower than the expected statistical error of the yield and thus,
the contribution can be safely neglected. In contrast, for the charged mode,
such a peaking background represents a significant contribution and its shape
has been described by a following PDF"
6_|Atl /Teff

27, off
Similarly as for the signal (4.3]), the exponential PDF is convolved with the
At resolution function for B particles, Rpz(At). Since reconstructed BB
events may borrow a particle from the tag side, the average At lifetime
tends to be smaller, which is taken into account with a so-called effective
lifetime. The fit results of 10 streams of generic MC data have been depicted
in Figure and Figure L7l the obtained effective lifetime has been found:
7ol = (1.468 £ 0.095) ps.

The continuum source of At background has been parametrized with
a distribution consisting of two components, ”prompt” and ”lifetime” com-
ponent. The former models the At shape for charmless contribution, where
all tracks more or less originate from the same vertex point. (The reason is
that any intermediate resonance state with charmless content decays instan-
taneously.) The latter stands for charm contribution, which contains mesons
with non-negligible decay time. The prompt component has been described
by Dirac delta function, the lifetime component by exponential behavior with
an effective lifetime, 7iig:

PEB(At,q) = ® Rps(At), (4.12)

)eimt'/Tbkg
2Tbkg

(AL, q) = {faé(At — ps) + (1= fs } ® Reg(AL),  (4.13)
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Fig. 4.6: Fit projections to At of non-C'P violating B background, for B
tagged with ¢ = +1 (left) and ¢ = —1 (right), obtained from the generic MC
sample for SVD1 experiment in the charged mode.
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where f5 stands for a fraction and ps for the mean of prompt component.
Moreover, to account for the effects of detector resolution, the PDF has been
convolved with a background resolution function, represented by the sum of
two Gaussians:

Rog(At) = (1 = fENG(AL; fbkg, St ovix) + franG(AL; bbkg, ShaShia Ovix),
(4.14)

where o, is the event-by-event error, + Utag /Bye, with Orec and oyag

rec

being the vertex errors of C'P reconstructed and tagged B, respectively. Frac-

tion of tails is represented by fgﬁ{gl and two Gaussian widths: sglkagmam and

tail .main f o : :
ShigSbkg Ovtx- 10 order to achieve higher precision in fitting, usually two sets

tail

'n . .
and sy, and corresponding fraction

of Gaussian parameters: fipkg, Spig
of tails, fgﬁg, are used; one for single-track vertices (with only one charged
track used for vertex reconstruction, either for Bye. or Bi,g), the other for
multi-track vertices (with more than just one charged track used in vertex
reconstruction).

Similarly as for the signal component (.5]), each At background PDF also
takes into account the effect of outliers (1/2 stands for the normalization over
the B charge, q):

1 7/BB 1

The respective contribution of each component, continuum and BB, is
represented by a fraction, flﬁjg, obtained from the final fit to data:

75bkze;(Atv‘J) fbkg bkg(At q)+(1 fbkg) bkg(At q) (4.16)

Finally, the total background PDF has been given as a product of the
three components:

Pois(AE, e, AL, q) = Poieg(AE) Poeg (1, ) Poig (AL, ). (4.17)

and the log-likelihood follows as:

log £, = ZZNSfZS—l—ZZlog (Zzwprl (AE i, A, i>)
s=1 [=0 s=1 =1
(4.18)
with the same meaning of individual parameters as in Equation (£7]), except

for the fact that j equals to bkg and no correction factors for the difference
between MC and data are needed here.
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Concerning the continuum fit results, since the (At x q) background peaks
below the signal, the shape of ~ggg(At, ¢q) has been found from the side-band
data. Moreover, as the continuum contribution in (AE X 7.) to the back-
ground dominates in the neutral mode, together with the ﬁggg(At, q) the sha-
pe of Pug(AE,1n.) could be determined from the side-band data too. In
the charged mode for both SVD1 and SVD2 experiments and in the neu-
tral mode for SVD2 only, two various sets of Gaussian parameters and tail
fraction: fipig, sgfgin, stb*fjé and fgig have been used in R,;(At). In contrast,
for SVD1 experiment in the neutral mode, only one set of such parameters
could be practically used due to very limited size of side-band data sam-
ple. The background shapes are for illustration shown in Figures (4.8 and
for the charged mode and SVD1 and SVD2 experiments, respectively.
For the same in the neutral mode, see Figures [4.10 and [A.11l The values of
individual (At x q) fit parameters are listed in corresponding Tables 647
4.8 and B9l All obtained parameters are summarized in Appendix [Cl

In addition, the size of control data sample (charged mode) has been
found to be high enough to extract the background shape parameters of AF
and 7. mass directly from the final fit together with the signal, background
yields and C'P violating parameters, while keeping the ~ggéBB(At, q) param-
eters fixed. In the neutral mode, such an approach has not been adopted
due to fit instability. Therefore, the whole background shape remains fixed
from the side-band data and only signal, background yields and C'P violating
parameters will be extracted there. Moreover, the background contribution
from the non-C'P violating B background has been found negligible as men-
tioned earlier and thus, fixing background parameters just from the side-band

data in the neutral mode is considered as a consistent approach.

4.3 Total PDF and Expected Yields

The total log-likelihood for 264 candidates (126 with ¢ = +1, 138 with
g = —1) in the neutral mode and 1523 candidates (754 with ¢ = +1, 769 with
¢ = —1) in the charged mode has been calculated as the sum of log(Lg),
Eq. (A1), and log(Like), Eq. (AI8).

In the neutral mode, only the yields (signal, background, both in SVD1
and SVD2) and Acp, Scp parameters have been considered as free, the rest
has been fixed from signal MC studies (signal component), side-band data
(continuum background component) and control sample (correction factors
and offsets). The physics parameters 75, M, and I';, have been fixed from
the PDG@G, see Table [4.11

In the charged mode, much higher statistics is available. Therefore, not
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Tab. 4.6: B* — n.K=*, n. — pp fit results obtained from the side-band data

n

Parameter Fit Result
Tokg [PS]  +0.903 +0.176
s +0.635 £ 0.129
s +0.010 £ 0.064
flal g +0.012£0.007
Mbkg sngl —0.162 £ 0.161

i +1.20 +0.10
B sngl +12.51 4 4.02
fel e +0.562 £ 0.337
[bkg mure —0.494 +0.424
smain o +0.689 £ 0.324

Stien mult +2.23+0.78

SVD1 experiment.
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Fig. 4.9: Fit projections of background shape obtained from the side-band
data for SVD2 experiment in B* — n.K*, n. — pp. The individual projec-
tions are: AFE (top left), n. invariant mass (top right), At for B tagged with
g = +1 (down left) and At for B tagged with ¢ = —1 (down right).

Parameter

Fit Result

Thicg [PS]
s
s
ftail
bkg sngl
Mbkg sngl
main
bkg sngl
tail
bkg sngl
ftail
bkg mult
Hbkg mult
main
Sbkg mult
Stail
bkg mult

+0.546 £ 0.067
+0.390 £ 0.087
—0.013 = 0.036
+0.070 = 0.018
—0.013 £ 0.035

+1.22 £0.05
+5.64 £ 0.66

+0.182 £ 0.086
—0.044 £ 0.095

+1.08 £0.10
+2.62£0.43

Tab. 4.7: B* — n.K*, n. — pp fit results obtained from the side-band data

in SVD2 experiment.
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Parameter Fit Result

Thkg [DS] +1.03 +0.67

fs +0.721 4 0.230

s +0.047 4 0.131
fo 40.079 £ 0.057
[bkg —0.099 4 0.543
Shiean +0.913 + 0.145
st +8.67 £ 4.14

Tab. 4.8: B — n.KQ, n. — pp fit results obtained from the side-band data

in SVD1 experiment.
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Fig. 4.11: Fit projections of background shape obtained from the side-band
data for SVD2 experiment in the neutral mode, B® — n.K{, n. — pp.
The individual projections are: AE (top left), . invariant mass (top right),
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Parameter Fit Result
Thke [PS] +1.0240.18

Js +0.605 + 0.122

115 —0.030 £ 0.060
fin e +0.016 £ 0.008
Mbkg sngl +0.253 £ 0.180
S gl +1.35+0.11

Stk sngl +15.65 £ 4.74
fiai e +0.137£0.039
fokgmue  —0.419 £ 0.428
ST e +1.254+0.12
Stk mult +9.33 +£2.31

Tab. 4.9: B — n.K§, n. — pp fit results obtained from the side-band data
in SVD2 experiment.
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only yields and C'P violating parameters, but also the background shape of
AFE, n. mass, correction factors (offsets) and fraction of At peaking back-
ground in continuum versus non-C'P violating B background have been deter-
mined directly from data. The signal component has been fixed from signal
MC studies, continuum peaking background in At together with background
r-bin fractions from side-band data and non-C'P violating B background
from generic MC sample. Similarly as in the neutral mode, the lifetime has
been fixed to the most up-to-date PDG values [1§]. In general, when measur-
ing C'P violating parameters, the lifetime can’t be determined so precisely.
The values used and fixed in both charged and neutral mode fitter are given
here:

Tt = 1.641ps (4.19)
Tgo = 1.519ps (4.20)

Expected signal and background yields have been estimated based on
the following relations:

Nsig = NBE X BPDG X & (421)
Npg = Niot — Nyig, (4.22)
where Npg represents the total number of Belle BB events, summarized in
Table 211 e the detection efficiencies, see Section [3.1.9, and Bppg the branch-
ing ratios: (5.785 x 1077) for B® — n.K?, n. — pp, and (11.83 x 1077) for
B* — n.K*, n. — pp [16]. Estimated yields have been summarized in Table
410 for the charged mode and E.IT] for the neutral mode.
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Charged mode Yield
Nssigm (59.92 + 7.74)
NEIYng (187.08 + 13.68)
N3YP? (279.42 4+ 16.72)
Ng}gﬁ (996.58 4+ 31.57)

Tab. 4.10: Expected signal and background yields for the charged mode.

Neutral mode Yield
NGYP! (17.61 + 4.20)
NS (24.39 & 4.94)
NP2 (90.90 £ 9.53)
N5YP? (131.10 4 11.45)

Tab. 4.11: Expected signal and background yields for the neutral mode.
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5 Validity Study

The validity study of the overall 4D fit procedure in the neutral mode, to-
gether with a search for possible fit bias and an estimation of expected statis-
tical error, will be for S¢p, Acp parameters and branching ratio, I3, presented
and discussed in detail here.

5.1 Toy MC Simulation

In order to check the fit procedure with defined data model, we have per-
formed an ensemble test with 10000 pseudo-experiments. Concerning the ap-
plied method, two different approaches have been used. First, the toy Monte
Carlo samples have been generated according to the probability density func-
tion (PDF) defined in Eq. (A6l), for signal events, and Eq. (£I7), for back-
ground events. Once the results have been found to be consistent with
the generated values, the second, more realistic, method has been used. Here,
the signal events have been distributed directly from Geant3 (GSIM) signal
MC while the background component just from the PDF.

As some of the input variables are not directly described by PDF in
the fit and are data dependent, namely: vertex related variables (x2, Jtag? ndf,
Orec/tag, Number of tracks used in vertexing, lepton tag information), variables
used for selection of the best B candidate (M., ESMS) and variables used
in the continuum suppression procedure (cosfp), they must be generated
according to the corresponding distributions observed in the real data; for
signal events, the on-resonance data, for background events, the side-band
data have been used. The expected total number of signal and background
events, used in the toy MC studies, have been summarized in Tables 410l
and 4111

The PDF-based toy MC results have clearly shown that expected low
statistics in the neutral mode naturally leads to a wide distribution of S¢p
and Acp parameters, with one dominant tail beyond the physics boundaries
(—1;1); practically, the physics boundaries can be extended to ~ (—1.4;1.4),
due to a non-zero detector resolution. If the fitting region is not strictly
limited to this interval, the asymmetric Gaussian tails are observed in the toy

79
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MC results. Such tails start to be asymmetric right after reaching the physics
boundaries and consequently, the fit model has a tendency to bias the mean
value of C'P violating parameters. In order to avoid such a physics related
bias, the fit region has been limited to (—1.4;1.4) and the observed bias
disappeared.

The fit results of GSIM-based toy MC studies of the neutral mode can be
found in Figures B.11 (branching ratio), (Scp parameter) and B3 (Acp
parameter).
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Fig. 5.1: Neutral mode: Toy MC distribution of branching ratio, B, (left),
B pull distribution (middle) and distribution of relative B fit uncertainties
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Fig. 5.2: Neutral mode: Toy MC distribution of S¢p parameter (left), Scp
pull distribution (middle) and distribution of S¢p fit uncertainties (right).

We have fitted each pseudo-experiment, using the defined fit model, and
plotted the central value distributions of measured observables (B, Scp and
Acp). Moreover, to check the consistency, we have plotted derived pull
distributions and distributions of expected fit uncertainties. The input values
for toy MC have been: B = 0.579 x 1075, Scp = 0.689 and Acp = 0. The
obtained values of fit uncertainties together with the estimated systematic



5.2. LINEARITY TEST 81

1400 14001 2200
8 [ X?NDF =0.9 (22/23) ST XNDF = 1.6 (45/28) 2,000k Acen = 0:31
S1200f H= (-0.006+0.003) <1200} W =-0.026 +0.012 = E
< [ E= (0.000) (GSIM) 2 T 0=1.067+0.009 S1800F
W1000F 0= (0.326+0.003) <1000 16001
r t 1400F
800; 800 . 12007
600" 600~ 1000-
r r 800F
400r 400 600F
200" 2001 400f
r r 200F
Tt | k | Ll [ B P P [
C O3 2T 0 T T 3 %01 02 03 04 05 06
ACP PU" ACP CPFit

Fig. 5.3: Neutral mode: Toy MC distribution of Acp parameter (left), Acp
pull distribution (middle) and distribution of Acp fit uncertainties (right).

errors (due to a fit bias) are summarized in Table 5.l No significant fit bias
compared to statistical error has been observed, the fit model demonstrates
to be consistent with the data. The fitting procedure can be considered as
very stable, less than 0.5 % of all 10000 fits failed.

fit bias
syst

Brevtral 1% 40.69%
Speutral 43070 44 %
Aveutral 31 04 10,006

Ostat 0

Tab. 5.1: Neutral mode: Summary of expected relative (absolute) fit un-
certainties (statistical errors) and systematic errors due to the fit bias.

5.2 Linearity Test

Another test using pseudo-experiments has been performed in the neutral
mode to check a linearity of the fitter and its output, CP violating param-
eters. The method used here has been exactly the same as described in
the previous section, only the Sgp parameter has been varied individually
from 0 to 1 in intervals of 0.1, while A¢p remained fixed to 0 and vice versa,
Scp remained fixed to 0.689 and Acp has been varied from -0.5 to 0.5 in
intervals of 0.1.

In total 10000 pseudo-experiments have been generated for each of the
configurations. The final results are plotted in terms of residuals, i.e. the dif-
ferences between the central value obtained from the toy MC distribution and
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the generated value, and fitted with a straight line to determine a linearity
and possible fit bias. A departure from a flat line with an intercept of zero in-
dicates that a fit bias is present. The plots are shown in Figures[5.4] (residuals
of C'P violating parameters with respect to varying Scp) and [5.5] (residuals of
C'P violating parameters with respect to varying Acp). The curves indicate
a negligible bias as observed in the previous section and a good linearity.
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6 Control Sample Measurement

The physics mode, which is in its decay topology, detection efficiency and
fit model description as much similar as possible to the measured mode, is
typically used as a control sample. There are several aspects of its usage in
the physics analysis. First, at ee™ accelerator machines a measured mode
is usually worked out using a so-called ”blind” analysis technique, where
all selection criteria, together with all but fitted parameters, have to be
determined before the final fit is performed. (No parameters optimization
using the experimental data is allowed.) Here, the control sample serves as
an ideal data sample to optimize the common selection criteria. Second, dif-
ferent Monte Carlo samples (signal MC, generic MC, rare MC), which are
commonly used to define a data model, usually incorporate physics processes
of the lowest order only and applied corrections of one order higher. More-
over, some physics processes are described just by phenomenological physics
models. Therefore, the obtained MC results might differ from the physics
reality. Even though the difference is considered to be rather small, it has to
be corrected (calibrated) using a real data sample, i.e. a control sample. As
detailed in Chapter[] to account for the difference between MC and data, dif-
ferent calibration factors (offsets) have been introduced in the fitting model.
Third, a comparison of control sample fit results with the values from PDG
is necessary to cross-check the consistency of the fitting model and overall
fit procedure. As an ideal control sample, the charged mode, B — n. K+,
1. — pp, has been naturally chosen and analysed.

6.1 Fit Results

The fitting procedure has been performed in three different fit configurations:
full 4D fit (AE x m,, x At x q), 2D fit (AE x m,, ) and 2Dx2D fit (see def.
in Chapter M)). As a fitting method an unbinned ML has been applied with
the likelihood defined as a sum of (A1), for signal, and (AIS]), for back-
ground, with Ngyp; = 245 and Ngyps = 1268 candidates in SVD1 and SVD2
experiment, respectively. The 2D fit has been performed to test whether
a 4-dimensional fit returns the same results (branching ratio) as a fitting

83



84 CHAPTER 6. CONTROL SAMPLE MEASUREMENT

procedure without (At x ¢) component. The other motivation behind is in
the following: adding more dimensions in the fit model will put tighter con-
straints on the ML minimization procedure and consequently, will provide
more precise results. The 2Dx2D fit has been made to test the backward
compatibility and simultaneously, to cross-check the new fit method with
an older Belle analysis technique. The final fit results have been summarized
in Table[6.1], 4D fit plots are depicted in Figure and Figure[6.2] for SVD1
and SVD2 respectively, and the obtained correction (calibration) constants
are given in corresponding Tables and [6.3]

Configuration B [1079] Scp Acp
AD fit 1.63 £ 01040 —0.011 = 0.1600;  0.137 = 0.1184a;
9D fit 1.63 =+ 0.1040 - -
2D x2D - —0.010 £ 0.159¢at  0.137 £ 0.117g4as
PDG values 1.354+0.23 0.0 0.0

Tab. 6.1: Summary of fit results in B* — n.K*, n. — pp and their PDG
values [16].

The branching ratio has been calculated as a ratio of the measured number
of signal events over the product of total number of Belle BB events and
detection efficiency. The efficiency is particularly important in the relation; it
corrects the obtained result for various imperfections in the detection method
and applied analysis techniques:

B— Nsig

= 6.1
gNBB ( )

The mean value of branching ratio has been corrected to account for the dif-
ference between MC and data using efficiency correction factors, n, defined
and summarized in Sec.[3.1.91 The corrected values are:

Bip = 1.61 %0104 (6.2)
Bop = 1.61+0.104u (6.3)

Notice that both values, from 4D and 2D fit, are exactly the same. Thus
in the end, the 2D measurement of branching ratio has been preferred to
eliminate the systematic effects coming from the (At x ¢) measurements.
Similarly, the same approach will be followed in the neutral mode.
Concerning the fit of r-bin fractions and their correction factors, an im-
portant remark is in order here. Generally, when there exist more than one
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Fig. 6.1: Fit projections of control data sample for SVD1 experiment (B* —
neK*, n. — pp). The individual projections are: AE (top left), 7. invariant
mass (top right), At for B tagged with ¢ = +1 (down left) and At for B
tagged with ¢ = —1 (down right).

Correction Parameter Fit Result

fsmin (AE) —0.0013 & 0.0013
Tonin(AE) 11.02 4 0.13
o rizinvmgt(mnc) fixed to 1.0
ii% (r-bin CF [ = 0) +0.90 £ 0.28
ik, (r-bin CF [ = 1) +0.83 £ 0.25
72, (r-bin CF [ = 2) 11.174+0.38
7%, (r-bin CF | = 3) +1.54 +£0.31
ik, (r-bin CF | = 4) +1.25 & 0.20
i, (r-bin CF I = 5) +1.35+0.29

Tab. 6.2: B — n.K*, n. — pp correction factors (offsets) for AE mean and

sigma, m,, sigma and signal 7-bin fractions in SVD1 experiment.
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Fig. 6.2: Fit projections of control data sample for SVD2 experiment (B* —
n.K*, n. — pp). The individual projections are: AFE (top left), 7. invariant
mass (top right), At for B tagged with ¢ = +1 (down left) and At for B
tagged with ¢ = —1 (down right).

Correction Parameter Fit Result
[imin (AE) —0.0013 = 0.0008
Tmin(AF) +1.10 £ 0.08

Ufff;hf’ Oigt(mnc) fixed to 1.0
7%, (r-bin CF [ = 0) +1.04 £0.14
ik, (r-bin CF [ = 1) +0.97 £0.11
7% (r-bin CF [ = 2) 4+0.97 £+ 0.15
i, (r-bin CF [ = 3) +1.06 £0.13
g (r-bin CF | = 4) +0.77 4+ 0.10
75, (r-bin CF [ = 5) +0.89 £0.16

Tab. 6.3: B* — n.K*, n. — pp correction factors (offsets) for AE mean and
sigma, m,, sigma and signal 7-bin fractions in SVD2 experiment.
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PDF fractions in the fit model, one has to limit each of them to a certain fit
interval, otherwise the fitting procedure, using Minuit2 package here, might
get unstable. This is especially important for data samples with low statis-
tics. For this reason, following parameter transformation has been utilized
for r-bin fractions (indexed by 7):

o= 1= -MHa-/~Ha-/Aa-Mma-Fo
ffo= A== MHa-AHa-Aa-me
= 1= -MHa-»~Ha- o

= 0= -Ma-mre

o= a=-a-me

o= a=pmn

o=

where f? (7') represent Minuit2 input parameters, each limited to fit interval
(0; 1), while their images f* (n') stand for the real fractions (correction fac-
tors), the sum of which is the only Minuit2 limitation; it equals to one. For
this reason, such a special transformation has been used. Each of the Minuit2
fraction parameters have been limited to the given interval (0; 1) and the r-
bin fitting procedure has converged even using a low statistics data sample.
The plots with obtained number of signal (background) events versus tag
quality, 7, (r-bin fractions) are shown in Figure [6.3

o 300
c L = F .
70— I F |
g 2501~
60— F
L F : :
50 200 '
r | S e
40; : f 150
L | I 1 | 1 R S S [ S S LA R
30— T T | C
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205, FE =
g : 50—
10~ ..., eiem C
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r - tag quality r - tag quality

Fig. 6.3: Number of fit events versus tag quality, r, (r-bin fractions) in control
data sample for SVD1 (left) and SVD2 (right) experiment. The number of
signal (background) events is represented by solid red (dashed blue) curve,
the sum of both contributions by solid black curve.

Finally, a raw asymmetry has been calculated and plotted together with



88 CHAPTER 6. CONTROL SAMPLE MEASUREMENT

the background subtracted At distributions, see Figure [6.4l It combines
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Fig. 6.4: The background subtracted At distributions for ¢ = +1 (red curve),
g = —1 (blue curve) and raw asymmetry (bottom black curve).

control sample results from both SVD1 and SVD2 experiments. The raw
asymmetry has been defined as a normalized difference of At signal PDFs:

(6.4)

where P(At,q = +1) (P(At,q = —1)) represents a At signal PDF with
B tagged with charge ¢ = +1 (¢ = —1). The data points plotted in the

graph are experimental data minus the number of events estimated from
the background PDF.

6.2 Validity Study and Consistency Check

To test the fitting procedure in the control sample, two independent cross-
checks have been done: a fit validity study using toy MC simulations and
BT lifetime measurement. The first is described in Subsec.[6.2.1], the latter
in Subsec.[6.2.2]



6.2. VALIDITY STUDY AND CONSISTENCY CHECK 89

6.2.1 Toy MC Simulation

Similarly as for the neutral mode, see Chapter B we have performed an
ensamble test with 1000 pseudo-experiments for the charged mode. This
procedure is very important, because the control sample provides the cal-
ibration factors (offsets) for the neutral mode and a potential bias would
automatically propagate into the measurement of C'P violating parameters
in the neutral mode. First, in order to check that the overall fitting procedure
can be regarded as self-consistent, the PDF-based toy MC studies have been
performed. The obtained results have clearly shown perfect agreement with
the generated values of branching ratio and C'P violating parameters. Only
a negligible bias has been observed. After this cross-check, the GSIM-based
toy MC ensamble test has been prepared. The obtained results have again
demonstrated a reasonable agreement with the GSIM input values. A small
bias in the branching ratio measurement, yet negligible compared to the sta-
tistical error, has been observed. It will be taken into account further in
terms of a systematic uncertainty. For illustration, the GSIM-based toy MC
results have been depicted in Fig.[6.5]
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Fig. 6.5: Charged mode: Toy MC distribution of branching ratio, B, (left),
B pull distribution (middle) and distribution of relative B fit uncertainties
(right).

6.2.2 Lifetime Measurement

A 4D fit with C'P violating parameters fixed to zero and lifetime parameter
released has been performed in order to measure the B¥ lifetime and there-
fore, to check the consistency of the overall fit procedure. (The other fit
parameters have remained fixed /released as for the branching ratio measure-
ment.) The obtained result, provided with a statistical uncertainty only:

T = (1.588 + 0.112at) DS (6.5)
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is in full agreement with the world average [18], 75+ = (1.641 £ 0.008) ps.

6.3 Optimization Study of CS.

Subsection (in Chapter B]) is dedicated to the continuum suppression
procedure as well as to the strategy how to choose an optimal value of CSy;.
In addition, this subsection explains in detail which suppression strategies
are preferred more for branching ratio measurement (F.O.M.) and which are
usually used in the measurement of C'P violation parameters (a low value
of CScu typically used). In order to test whether two different cut values
have to be chosen for these two measurements or rather the same value
can be applied, we have run the fitter on the data model with the CS.u
set to several values: from 0.15 to 0.70, with step of 0.1. The cut values
have been chosen such as the tested interval fully covered the optimal region
from the perspective of F.O.M., see Figl3.7l As can be clearly seen from
Table [6.4] where all fit results have been summarized, the statistical error
on branching ratio has remained constant, independently on the selected cut
value. Moreover, no real systematic bias has been observed, the mean values
perfectly agree with each other.

CSewt esvpi  esvpz  Yield(SVD1)  Yield(SVD2)  B[x109]
%] (%]

0.15 33.66 3849 10844132 321.6+258 (1.64=0.10)
0.20 33.33 38.12 105.8+12.7 359.7+252 (1.63+0.10)
025 33.00 37.74 10294123 35454246 (1.62=+0.10)
0.30 3269 37.31 99.24+12.0 35224243 (1.63=£0.10)
040 3204 3645 97.4+11.6 3484+237 (1.63=£0.10)
050 3125 3537 93.24+11.3 349.7+£234 (1.62=+0.10)
0.60 3027 3393 914+11.0 331.9+226 (166 +0.10)
0.70 28.92 31.87 85.0+107 3052+£21.1 (1.62=0.10)

Tab. 6.4: Control sample yield and branching ratio based on different level
of continuum suppression, i.e. likelihood ratio cut, CS ;.

Concluding the results of optimization study, the higher values of CS.y
generally don’t help to increase the measurement precision in this decay
mode, as originally expected. With a higher CS., value applied a branch-



6.4. SYSTEMATIC UNCERTAINTIES 91

ing ratio is measured with the same statistical significance, so no improve-
ment has been observed. On the other hand, the measurement of C'P vi-
olation parameters starts to suffer from extra systematic effects as the cut
increases. Therefore, we set the continuum suppression cut to the lowest
possible value, while keeping the background suppression factor significantly
high, see Fig.[3.60l The CS.. has been set to 0.2.

6.4 Systematic Uncertainties

In this analysis, we expect that statistical uncertainties will dominate over
systematic effects, mainly due to a low branching ratio of the decay mode.
Despite this fact, the systematic errors will still significantly contribute to the
precision of branching ratio measurement, B(B* — n.K*) x B(n. — pp), and
therefore, have to be carefully studied. This section lists all systematic effects
and where necessary, more detailed description of corresponding technique
used to calculate a systematic uncertainty is given.

More or less, we have followed a standard Belle procedure to estimate
the systematic effects. Major sources, coming from determination of number
of BB events, tracking efficiency, K3 reconstruction or particle ID have been
analysed independently, in various Belle studies. As a result, most of these
systematic errors can be easily assessed through the obtained look-up tables
by using various discriminating variables (usually kinematic variables). At
the input, one provides the values of one or more discriminating variables,
typically specific for the studied physics analysis. At the output, one gets
an estimated systematic error and/or correction factor to the detection effi-
ciency.

Some contributions, typically arising from application of non-standard
selection criteria or when using a different analysis technique, have to be
studied independently. In those cases, more detailed description of applied
procedure has been provided. Let us stress that the same procedure will
be used in the estimation of systematic errors for the neutral mode (where
applicable).

e Number of BB events - contributes with a relative error of 1.37 %.
This value has been derived from the absolute error on the total number
of B events, Npp, determined in an independent Belle study [29].

e Tracking efficiency - contributes with a relative error of 1.05%.
Depending on a track momentum there is a certain probability that
the tracking algorithm doesn’t find a track. This directly propagates
into the reconstruction inefficiency. The independent Belle study [44]
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has shown that for high-momenta charged tracks, pr > 200 MeV/c,
there applies a systematic uncertainty of 0.35% per track. For this
mode (charged mode) there are three high-momenta charged tracks,
i.e. the uncertainty equals 3 x 0.35 %.

Kaon PID - contributes with a relative error of 0.99%. Based on
the look-up tables, provided by independent Belle study [31], with
following discriminating variables: |pyaon| and cos(fgaon), one can find
the correction factors to the detection efficiency together with a sys-
tematic error on the final branching ratio measurement. The value of
the uncertainty is strongly dependent on how tight a selection criterion
on likelihood ratio has been used. In our case a soft cut, Lk, > 0.6,
has been applied.

Proton PID - contributes with a relative error of 0.67 %. For proton
PID, the cuts on likelihood ratio L;/k, £,/x, have been set to a low
value, 0.4, just with the intention not to generate extra systematic
effects due to PID. Generally, with such mild selection criteria, one
doesn’t expect that the number of obtained signal events would signif-
icantly change once the cut is decreased or completely removed. Only
the level of background might increase. In reality a small systematic
shift has been observed when the likelihood cuts were decreased by
~ 0.05 or removed. The similar effect appeared after removing the se-
lection criterion used to eliminate proton-like electrons, = p(e) = 1.0.
In order to make a proper estimate of this systematic effect, we have
rebuilt the whole data model (with a released cut), refitted the data
and taken the absolute difference as a systematic uncertainty.

Continuum suppression cut - contributes with a relative error of
0.56 %. A similar approach as for the previous systematic error, dppmn),
has been applied . When varying a value of the continuum selection cut
by F0.05 (CScus = 0.2), the level of signal remains roughly constant, see
Fig.[3.6, but the continuum background increases/decreases. The effect
of absolute change in branching ratio is counted as the systematic effect
of the cut. Such a simplified estimate works well for studies where a cut
value has not been set tight. This is true for values of CS.; and proton
PID cut used in this analysis.

Model shape - contributes with a relative error of 2.22 %. Variations
in the parametric model shape due to limited statistics are accounted
for by varying each parameter of the data model within their errors,
420 for parameters determined from MC studies, +o0 for parameters
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determined from side-band data, control sample, etc. (applicable for
the neutral mode).

e Physics parameters - contribute with a relative error of 2.13 %. The
situation is very similar to the estimate of systematic uncertainties for
the model shape. The physics parameters have been fixed to the world
averages [L6] during the data fit, so varying their values by +¢ one can
estimate the systematic error. The dominant uncertainty arises from
the width of 7. resonance.

e Fit bias - contributes with a relative error of 0.52%. In order to
estimate a fit bias, we have performed toy MC ensemble tests, see
Section and the bias has been estimated as a difference between
the input value, i.e. the measured value, and the value of B obtained
at the output from the toy MC. The results are shown in Fig.[6.5]

e Interference between 7. and J/v¢ - contributes with a systematic
uncertainty of 0.62 %. The right bound of the invariant mass window
has been optimized in a way so that the contribution from J/1 events
to n. resonance events falls below an expected 7. event statistical fluc-
tuations. The main motivation is to avoid the interference region and
therefore, not to generate extra systematic effects, which might then
appear. The value of 7. selection window has been optimized using
generic MC samples, for more details see Sec.B. 1.5l Despite the in-
terference effects, quite a tight selection cut on the right side of the
interval might serve as an extra source of a systematic uncertainty too.
Therefore, we have loosened the cut by roughly a detector resolution,
o ~ 5MeV, namely by 1 and 20, and the higher difference has been
taken as an estimate of the systematic uncertainty.

e My, signal window - contributes with a negligible error. The mea-
sured branching ratio may not depend on the selected values of signal
window limits, i.e.the M. selection criteria, once the correct values
of detection efficiency have been applied in calculation of branching
ratio. Since the detector resolution can be estimated, in the M. ob-
servable, as 0 ~ 2.5 MeV, we have lowered the left bound by 1 and 20,
respectively, and checked a possible bias. Only the lower bound has
been investigated, the higher bound is already at the kinematic limit.
The observed bias has shown to be relatively high, 4 % in maximum,
yet smaller compared to the statistical error. In addition, the bias has
been found dependent on the selection cut. In order to find out if this
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effect arises naturally because of the enlarged data sample (with signif-
icantly increased background level) or if it represents a real systematic
error, we have performed a dedicated toy MC study. In the first case
the bias would appear as a result of pure statistical fluctuations, in the
latter case it would mean a deeper problem in the analysis. There-
fore, we have rebuilt the data model in a new configuration (with the
left selection cut lowered by 1 and 20, respectively, versus the original
value), performed two ensamble tests with 1000 pseudo-experiments
each (new versus original) and tested the origin of the shift compared
to the nominal model with the fitter. Let us stress that the toy MC
data with original cuts represented a sub-sample of the toy MC data
with the new cuts. As a result we have obtained a differential distribu-
tion (Boig minus Bpey) with a mean compatible with zero and sigma
equal to 6.5 %, representing the studied relative strength of statistical
fluctuations of the fitter. Based on the result, we have concluded that
an observed bias is due to statistical fluctuations only and not an effect
of systematic error, as originally expected.

Relative sys. error Value [%]

ONps 1.37
OTracking 1.05
OKaon PID 0.99
OProton PID 0.67
des 0.56
OModel shape 2.22
OPDG values 2.13
OFit bias 0.52
Omnterference 0.62

On,. —

OTotal 3.8

Tab. 6.5: Systematic uncertainties in measurement of B(B* — n.K*) x
B(n. — pp).

Since the branching ratio has been determined from a 2D fit only (with
no (A x ¢) component included in the data model), the systematic effects
regarding vertexing, tagging, etc. have not been included in the final result.
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On the other hand, for the measurement of C'P violating parameters (neutral
mode) these effects will start to play a significant role. All systematic effects,
as well as the quadratic sum (total systematic error), have been listed in
Tab.l6.3l The dominant contributions to the total systematic error come
from the model shape and physics parameters.

6.5 Summary

The measurement of branching ratio and C' P violating parameters in the con-
trol sample has provided following results:

B = (1.61 % 0.104a; &= 0.064) x 107°
—0.011 4 0.160 41¢
ACP - +O].37j: 0'118stat7

$
L
I

where C'P parameters are listed with a statistical error only.

Comparing the branching ratio with a world average value (PDG value),
Bppa = (9.6 £ 1.2) x (1.41 £ 0.17) x 1077 = (1.35 + 0.23) x 1075, one
gets a good agreement; the branching ratio is within ~ 1 sigma consistent
with the PDG value. Moreover, the measured C'P violating parameters are
statistically consistent with zero value. Therefore, as expected from the SM
theory, no direct C'P violation has been observed in the control sample. Such
experimental results have clearly proved a full consistency of the overall fitter
and applied data model.

Due to a rather limited statistics, the result has been obtained with
the same precision in terms of branching ratio from a 2D as well as 4D fitter.
In conclusion, it doesn’t make any good sense to use a multi-dimensional
4D fitter to achieve more precise results for B measurements, as originally
expected. On the other hand, for the determination of C'P violating param-
eters a different conclusion has been made. The statistical error on these
parameters are for both methods almost the same, but for 2D x2D approach
one needs to fix the yields (signal /background fractions, BB/qq background
fraction, ... ), which naturally outputs then in terms of extra systematic er-
rors; in contrast to 4D results. Moreover, for backward consistency, we can
conclude that the results from the 4D fitter have been found fully compatible
with the old approach, using 2D x2D fitter.

Finally, using the control sample, the optimal value of continuum sup-
pression cut has been chosen and the calibration factors (offsets) have been
determined. These parameters accounting for the various imperfections of
MC when building a data model, need to be properly adjusted. In contrast
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to the charged mode, the neutral one is not measured with such high statis-
tics and the corrections can’t be determined directly from data. Correction
factors as well as other parameters have been summarized in Appendix [Cl



7 CP-Violation Measurement

This chapter presents a branching ratio and C'P violation parameters mea-
surement in B® — n.KJ, n. — pp decay with the full Belle dataset which
contains 772 x 10 BB events. The standard Belle approach assumes that
all important consistency checks and validity tests have been performed first,
before the final data can be analysed. This is called a ”blind” analysis tech-
nique and the key point in such an approach is not to introduce any bias into
the obtained results, either by accident or intentionally. Since the previous
chapters have clearly shown that the data model and the fitter results are
fully consistent with the values we generally expect, namely at the level of
the control sample measurement and the validity tests in the neutral mode,
we can step to the last point of the analysis and open the "box”.

For comparison, the previous measurement was done with SVD1 data
and three statistically significant 7. decays: pp, KIK*rT and K*KTnP.
The obtained result, Scp = 1.2670% £ 0.064, was 30 away from the zero
hypothesis and fully consistent with the measurement in B® — J/¢KJ. As
the ensemble test has shown, with pure n. — pp decay but full Belle data
sample we expect a result with roughly the same statistical significance.

7.1 Fit Results

All fit results have been summarized in Table [T}, the individual plots, sep-
arately depicted for SVD1 and SVD2 experiment, are shown in Figures [7.1]
and [.2 respectively. The fit errors listed together with measured values in
Table[T ] are statistical only, the PDG values, added for comparison, are with
a total error, statistical plus systematic. The measurement of Scp parameter
can be compared with a PDG value, representing a combined result of C'P
violation parameter from currently all b — ccs measurements.

Similarly as for the control sample, the branching ratio (B) has been de-
termined from the 2D fit only. With this approach we can eliminate the sys-
tematic errors coming from the (At x ¢) component. As will be seen in
the next section, the systematic errors coming right from the At measure-
ment represent the highest contribution to the overall systematic error.
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Configuration B [1079] Scp Acp
2D fit 0.59 £ 0.07gtat - -
4D fit - 0.6870:38 0.000:3%

PDG values 0.59+0.11 0.679 £ 0.020 consistent with zero

Tab. 7.1: Summary of fit results in B® — n.K{, . — pp and their PDG
values [16].
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7.2 Consistency Check

As a consistency check we have performed a 4D fit to Belle data sample
to measure the lifetime. The C'P violating parameters have been fixed to
the world average and zero value, for S¢p and A¢p, respectively, while the pa-
rameter representing B lifetime has been released. We have obtained:

750 = (1.349 + 0.179 a¢ ) PS, (7.1)

which is in full agreement with the current world average [18], 750 = (1.519+
0.007) ps.

7.3 Systematic Uncertainties

When estimating branching ratio systematic uncertainties we have followed
the same analysis procedures as already described in a dedicated section
of Control Sample Measurement, see Sec.[6.4l. Most sources of the branching
ratio systematic errors affect only the detection efficiencies, so their contribu-
tion to the measurement of C'P violating parameters can be safely neglected.
This is the reason, why zero values (denoted as ”—") are listed for such con-
tributions in the final summary table.

This section also deals with the systematic errors that directly affect
the measurement precision of C'P violating parameters, Scp and Acp. These
errors are mainly related to the precision of the fit procedure in (At x ¢) di-
mension. In order to estimate these errors carefully, we have closely followed
the systematic procedures that have been established for the time-dependent
analyses by Belle collaboration. Where not straightforward we have provided
a detailed explanation of applied techniques together with an estimation of
contributing systematic errors. In general, a conservative approach has been
used, parameter values or cut values have been changed by their charac-
teristic values (plus/minus sigma, etc.) and the bigger difference has been
taken then as a systematic bias. If more parameters affect the measurement,
the quadratic sum of their systematic contributions is taken as an estimate
of the error. For lucidity, all systematic uncertainties, together with a total
value, have been summarized at the end of this section, in Table [[.2]

e Number of BB events - contributes with a relative error of 1.37 %
to B measurement.

e Tracking efficiency - contributes with a relative error of 0.70 % to B
measurement. In contrast to the charged mode, only two high-momenta
tracks are analysed in the final state.
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Neutral kaon PID - contributes with a relative error of 0.82% to B
measurement. To estimate the error, we have utilized the look-up tables
provided by a dedicated Belle study [41]. As discriminating variables
the [pxg| and cos(fxg) have been used.

Proton PID - contributes with a negligible error.
Continuum suppression cut - contributes with a negligible error.

Model shape - contributes with a systematic error of 1.22 %, 3.96 x
1072 and 2.38x 1072 to the measurement of B, S¢p and A¢p parameter,
respectively. Variations in the parametric model shape due to limited
statistics are accounted for by varying each parameter of the data model
within their errors, +2¢ for parameters determined from MC studies,
+o for parameters determined from side-band data or control sample.
The biggest contributions come from the At background parameters,
corrections to signal r-bin fractions and the background r-bin fractions.

Physics parameters - contribute with a relative error of 1.01%,
1.23 x 1072 and 0.24 x 1072 to B, Scp and Agp measurement, re-
spectively. Following physics related parameters have been varied by
their respective PDG errors: M, , I',, 7po and Amg. The biggest
contribution comes from the I, .

Fit bias - contributes with a relative error of 0.73 %, 0.30 x 10~2 and
0.56x 1072 to the measurement of B, S¢p and A¢p, respectively. The fit
biases have been estimated from several toy MC ensemble tests, which
are separately discussed in a Validity Study Chapter, see Chap.[l

Interference between 7. and J/¢ - contributes with a negligible
error.

M, signal window - contributes with a negligible error.

IP profile - contributes with 2.24 x 1072 and 1.21 x 10~2 systematic
error to the measurement of Sgp and Acp parameter, respectively.
As detailed in Sec.3.1.8, the vertex position of By and By, candi-
dates have been determined from a constrained fit using information
on charged daughters and an extra constraint on the vertex position
using ellipsoidal IP profile dimensions. In order to additionally account
for the effect of finite B meson flight length, the IP profile in r¢ direc-
tion has been smeared by a gaussian distribution, with sigma equal to
21 um. When varying this value by -10 um or 420 um we can roughly
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estimate the systematic effect of the finite B meson flight length on
CP violation measurement. This technique follows the standard Belle
procedure.

e Track helix errors - contribute with a negligible error to the mea-
surement of Sgp and Acp parameters. The At uncertainty in time-
dependent physics analysis is typically derived from an uncertainty on
helix parameters. So if the helix errors are too optimistic/pessimistic,
an observed bias is directly propagated to the At measurement. The er-
rors on helix parameters determined from full simulations are found to
be too optimistic, therefore a special correction factor(s), called scale
error, has been introduced. This correction is estimated from the com-
parison of full Belle MC simulations of cosmic events versus the real
data. More details about the scale error and its application can be
found in [36]. To estimate the generated systematic effect we apply
a new approach as described in [45], rather than a standard Belle con-
servative technique. The standard procedure consisted in switching
on/off the scale error and taking the absolute difference between the
two scenarios as a systematic uncertainty. In [45], the authors no-
ticed that the errors on helix parameters are highly correlated with
the lifetime and Amyg fit results. So, if we find the bias in 750 and
Amg measurement, compared to the PDG values, we can estimate this
systematic error. It is derived as a difference between the fit results of
C'P violating parameters with 750 and Amgq values fixed from the high-
statistics control samples and the nominal fit results, where the 750 and
Amyg are taken from the PDG. The control sample values have not been
extracted here, but taken from [45] instead : 750 = (1.5299+0.0029) ps,
Amg = (0.5088 £+ 0.0019) ps~.

e Vertex quality parameters - contribute with 7.26 x 10~2 and 7.20 x
1072 to the systematic error of Sgp and Acp, respectively. The B
vertex quality selection criteria, h™“%¢ < 50, are varied by +50 and
—25. The z vertex error requirements, o:°>*& < 200 (500) pm for multi
(single) track vertices, are varied by £100 pm.

e Selection criteria in B-tagging algorithm - contribute with 4.19 x
1072 and 3.40 x 1072 systematic error to the measurement of S¢p and
Acp parameter, respectively. The tagging algorithm requires a set
of selection criteria to be applied in order to significantly suppress
tracks not originating from the primary vertex (K¢ suppression and
so-called ”Tokyo” cut) or to remove tracks with a poor resolution in
z-direction. So first, the impact parameter in r¢, dr, is required to
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be lower than 500 um with respect to B vertex. Second, the track
positions must be measured more accurately than 500 pum in z direc-
tion, o, < 500 um. The systematic effect on physics results has been
investigated by a variation of these selection criteria by +10%. For
more details about " Tokyo cut”, read for example [38].

At selection range - contributes with 0.08 x 1072 and 0.12 x 1072 to
the systematic error of Scp and Acp parameter, respectively . The re-
quirement of |At| < 70ps is varied by +30ps to account for outliers
and tails of resolution function.

Az bias - contributes with 0.39 x 1072 and 0.50 x 102 to the systematic
error of Sgp and Acp parameter, respectively. Once the resolution
function is applied, the average value of measured Az value minus
the true value may not be zero. Such a bias has been observed and it
comes from a relative misalignment between SVD and CDC detectors.
This effect has been studied in the final measurement of B® — J/v K¢,
see [45], and is considered to be mode independent. Thus the error is
taken from there.

SVD misalignment - contributes with 0.24 x 102 and 0.41 x 1072 to
the systematic error of Scp and Acp parameter, respectively. There
is thought to be an unknown intrinsic alignment fault within the SVD
detector. This effect can be estimated by generating MC with and
without misalignment and taking the difference as a systematic error.
However, similarly as the Az bias, this error is assumed not to be
unique to a decay mode and therefore, the systematic uncertainty can
be taken from the measurement of C'P violation in the golden mode,

B® = J/i KQ.

At resolution function - contributes with 8.88 x 1072 and 6.05 x 1072
to the systematic error. The At resolution function is parametrized
with different parameter values for experimental data and MC. To es-
timate the systematic effect, we have varied each of the parameters by
+1 or +20 (data or MC). The maximum difference from + the error
has been taken as a systematic shift. The largest contributions come
from the R4t part of the time resolution function.

Flavour tagging - contributes with 0.71 x 1072 and 0.63 x 1072 to
the systematic error of Scp and Acp, respectively. The wrong tag frac-
tions and wrong tag fraction differences in each r-bin, w and Aw, have
been varied by their respective errors, +10. The parameters including
their errors are summarized in Table[3.6]
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e Tag-side interference - contributes with 2.00 x 1072 and 1.63 x 1072
to the systematic error of Sgp and Acp, respectively. Throughout
the analysis we have silently neglected the possible interference effect
at the tagging side, between CKM favoured amplitude, b — cud, and
doubly CKM-suppressed amplitude, b — ucd. Such processes in the fi-
nal state are used for flavour tagging and thus, the interference between
them may result in deviations from the assumed time-dependent C'P
evolution. To account for this effect in terms of a systematic error, we
have made use of interference corrections to the time dependent PDF
estimated from a B — D*lv sample, namely 2r'sin(2¢; + ¢3 + ') =
0.00964 £0.00731 and 27’ sin(2¢; + ¢3 — ') = —0.00673 £0.00731. The
strategy has been following, we have generated toy MC using a PDF
with the interference effect implemented and afterwards, we have fitted
the obtained data with an original PDF (without any interference) and
the residual has been taken as a systematic uncertainty. The strength
of the effect has been calculated using the D*[v interference corrections,
mean values of Sgp and Acp parameters obtained from the data and
world average value of ¢35 angle obtained from the CKMFitter group
[46]. In order to take into account interference experimental errors, we
have made the toy MC ensemble tests several times with all the param-
eters changed by £10. The maximum residual from all has been taken
then as an estimate of the final systematic error. For more details about
the tag-side interference see [47], the systematic determining technique
is described in the internal Belle note [48].

Summarizing the systematic error studies, the biggest contributions to the
CP violating parameters uncertainties come from the At fit component,
namely from the At resolution function and vertex quality selection criteria.
In the future, these errors can be reduced to the level of other systematic
errors, as soon as we increase the number of signal events by adding more
7. decay channels to the analysis chain and thus, eliminate the statistical
fluctuations in the final data model.

7.4 Summary

The measurement of branching ratio and C'P violating parameters has pro-
vided following results:
B = (0.59 %+ 0.07 a1 & 0.0145) x 107° (7.2)
Scp = 0.687074% 4+ 0.13 s
Acp = 0.007033 + 0.08 s,
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Relative sys. error B [%] Scp [107%] Acp [1077]

ONp s 1.37 - —
OTracking 0.70 . -
5Kg reconstruction 0.82 - -
OProton PID - - —
des - - -
SModel shape 1.22 3.96 2.38
SPDG values 1.01 1.23 0.24
OFit bias 0.73 0.30 0.56
Olnterference - - —
Sat,. - - .
O1P profile - 2.24 1.21
5Track helix errors - - -
OVTX quality - 7.26 7.20
OBiag selection - 4.19 3.40
OAt range - 0.08 0.12
OAz bias - 0.39 0.50
dSVD misalignment - 0.24 0.41
OAt resol. function — 8.88 6.05
OFlavour tagging - 0.71 0.63
OTag side interference - 2.00 1.63
OTotal 2.47 13.27 7.67

Tab. 7.2: Systematic uncertainties in measurement of branching ratio and
CP violating parameters in: B° — n.K$, n. — pp. Relative errors are
listed for branching ratio measurement, absolute values for C'P violating
parameters.
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The statistical correlation coefficients between S¢p, Acp and signal /back-
ground yields are given in Table[Z.3]

[%] Nsig svp1 Nokg svp1 - Nsig svp2 - Nokg svp2 - Scp Acp
Nsig svD1 +100
Nikg svD1 -20.3 +100
Nygsvpe  0.0L 4001 +100
Nykg svD2 +0.01 -0.01 -24.5 +100
Scp +0.09 -0.10 -3.92 +3.32 +100
Acp -0.49 +0.56 +1.79 +1.52 -8.50 +100

Tab. 7.3: Statistical correlation matrix (in percent) for the fit results.

In order to estimate the statistical significance of C'P violation for S¢p
parameter, we have performed a likelihood scan. This procedure involves
repeating the minimisation for fixed values of this parameter over the range
[0,1] and taking the statistical significance as /—2log (Lo/Limax), Where
L.y represents the best likelihood value and Ly the likelihood with Sep
parameter fixed to zero. In conclusion, the statistical significance of C'P vi-
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Fig. 7.5: Likelihood scan of S¢gp parameter, where the likelihood accounts
for statistical fluctuations only.

olation is found to be 1.50 as seen in Fig.[l.h and the result is consistent
with the current world average [18], which reads sin2¢; = 0.679 £ 0.020
(O-Olsstatfonly)'

The C'P violation parameter Acp is found to be consistent within 1o
with zero value, which implies that there is no observed direct C'P violation
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in b — ccs decay with pseudo-scalar particle in the final state. This result is
consistent with the current world average [18], which is Acp = 0.005+0.017
(O~012statfonly)-

Comparing the branching ratio with a world average value (PDG value),
Bopg = (8.34£1.2) x 0.5 (1.41+£0.17) x 107 = (0.59+£0.11) x 1075, the fit
result is in a perfect agreement with the PDG value.



8 Conclusions and Outlook

In this part of the thesis we have presented a measurement of C'P violating
parameters in B® — n.KJ, n. — pp, which at quark level can be schemati-
cally expressed as a measurement of b — c¢s transition with a pseudo-scalar
cc resonance in the final state. According to the theoretical predictions calcu-
lated within the Standard model [I5], one of the C'P parameters, namely Scp,
can be directly expressed in terms of the weak angle, ¢, one of the angles of
CKM unitarity triangle. The corresponding relation reads: Sgp = —& sin 2¢,
where £ = —1(+1) for a C'P-odd (C P-even) final state. The theoretical un-
certainty, or more precisely, the difference between the measured (”effective”)
value and theoretical value, sin2¢;, is estimated to be less than 1% [15] .
Such a deviation appears due to a presence of penguin diagram with u quark
in the loop and its different weak phase, compared to that of a dominant
tree graph. Let us stress that for B decay with a pseudo-scalar 7. resonance
observed together with K9 in the final state, we have expected to obtain
¢ = —1 and no signs of direct C'P violation; i.e. the other C'P parameter,
Acp, has been expected to be consistent with zero. The measurement has
brought following results:

Scp = 0.6870748 4+ 0.13 5 (8.1)
Acp = 0.001033 £ 0.08 s,

These results are fully consistent with the current world average values, see
the summary of the most precise measurements by B-factories in Figure 8.1l
The statistical significance of Sgp is found to be 1.50, as seen in Fig.[Z.5] and
the C'P violation parameter Acp is found to be consistent within 1o with
zero value. That implies that there is no observed direct C'P violation in
b — ccs decay with a pseudo-scalar particle in the final state. Moreover, as
already pointed out, the measured value of sin 2¢; has a correct sign of +1.

In comparison with previous Belle measurement [I7], and currently the
most precise measurement in this mode by BaBar experiment [12], we have
come up with a different analysis approach, where the best B candidate has
been chosen based on the best M, value and not the best x? of the 7, vertex
constrained fit. This method has its pros and cons, and the main motivation
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has arisen from a possible physics bias, which might occur if the best B
candidate based on the best 7. vertex fit were used. Let us recall the known
fact that the C'P measurement is based on the fit to proper-time difference,
which is calculated from precisely determined B vertices, and that’s exactly
the point. The B, vertex is estimated as a vertex of pp tracks, i.e. 7.
resonance, and as such should not be used in the B candidate selection
method. The disadvantage of such an approach appears in the observation
of different number of signal candidates in 7. and AFE distributions. For
n. — pp the difference can be safely neglected, but not for n. — KJK*nF
and 7, — KT K~7% This approach makes their data model more complex.

PRELIMINARY PRELIMINARY

sin(2p) = sin(2g,) FEE b-cosCo, N

fAverage 0.679 £0.020 BaBar 0.024 +0.020 £ 0.016
TBABar T T s 6,036 + 0,008 PRD 79 (2009) 072009
gRﬁ’ 79 (2009) 072009 ‘ BaBar x, K -0.290 *35%0 + 0.030 + 0.050
elle 0.670 + 0.029 + 0.013
PRL 108 (2012) 171802 : PRD 80 (2009) 112001
Average 0.665 # 0.024 Belle ) ) -0.006 + 0.016 * 0.012
_HFAGT PRL 108 (2012) 171802 " [ & '
BaBar 0.694+0.06140.031 :
PRD 79 (2009) 072009 ‘ LHCb . N 0.030 + 0.090 +0.010
Belle b 0.642 + 0.047 + 0.021 LHCb-PAPER-2012-035 b
PRL 108 (2012) 171802 ;
Average 0.663 1 0.041 Average 0.005 £ 0.017
HFAG H : HFAG
TBaBar U T T i0:89F + 0.100 # 0.036° 014 012 01 -0.08 -0.06 0.04 002 0 002 004 006 008 01 012 014
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PRL 108 (2012) 171802 :
Average 0.807 + 0.067
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PRD 79 (2009) b7200! ;
Belle 0.640 + 0.117 4 0.040
PRL 108 (2012) 171802 :
Average 0.632 4 0.099
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Fig. 8.1: Current average of sin2¢, = Scp (left) and C = —Acp (right)
from B-factories [I8]. The left plot lists the following B decay measurements:
world average with all channels included, J/¢YK$, J/W KD, 1(2S)KS, xe1 K2
and n.KQ, J/YK*(K* — K{7") by BaBar only.

Furthermore, in contrast to previous Belle analysis we have chosen a tech-
nically more advanced fitting procedure, in which all physics related param-
eters: 75, Scp and Acp, have been obtained in a simultaneous 4D unbinned
ML fit: AE x m,, x At x g, instead of a previously applied two-step 2D fit
procedure. That method was based on a determination of event-by-event sig-
nal/background fraction from a 2D fit: AE x M, (or m,, ) and subsequently,
the physics related parameters were found in a separate lifetime fit: At x q.
The disadvantage of the latter approach arose when the systematic effects
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were calculated. All parameters together with r-bin fractions determined in
AE x My, (or m,,) fit had to remain fixed in the lifetime fit. On the other
hand, the new method let us leave some parameters released, e.g. r-bin frac-
tions, and thus, no related systematic effects have to be taken into account.
In addition, a simultaneous multidimensional fit has brought another advan-
tage, it helps reveal an incorrect description of observed data in the data
model (or from the opposite side it confirms a correct and full description
of signal and background components in the model), especially when this
method applies to a high statistics control data sample. If some of the com-
ponents is/are incorrectly modelled, the branching ratio measurement differs
when using a 2D fit model instead of full 4D fit model. In conclusion, for
1. — pp decay the statistics in the corresponding data sample has been found
rather low and both approaches brought the same results. We expect to have
more precise results with the new method when a combined fit of all 7, decay
channels: n. -+ K{K*7F, n. - KT K~ 7° and 1. — pp is performed.

In order to cross-check our method with a previous approach and simul-
taneously check consistency of the overall fitting method, we have performed
a C'P violation measurement in the control sample: B¥ — n.K*, n. — pp.
As expected, both Scp and Acp parameters have been found statistically
consistent with zero value:

Scp = —0.011 £ 0.160 44 (8.3)
ACP - +0137 Zl: 0'118stat7 (84)

In addition, we have measured the branching ratios in both the neutral and
charged B decay, and compared obtained values to the PDG [16]. Our re-
sults are expressed as a product of two branching fractions, and within their
statistical and systematical errors agree with the world average values:

Measurement:

B(B® = neK§) x B(ne = pp) = (0.59 2 0.07 100 £ 0.01 ) x 107°
B(B* = k) x B(ne = pp) = (161201000 £ 0.06,55) x 107
PDG:

B(B® — n.KQ) x B(n. — pp) 1% (834£1.2) x (1.41 £0.17) x 1077

2
(0.59 +0.11) x 107

(9.6 +1.2) x (1.41 +0.17) x 1077
(

1.3540.23) x 1076,

B(B* — n.K*) x B(n. — pp)

Finally, in terms of statistical error and experimental precision, our mea-
surement of C'P violation parameters in the b — cés transition with a pseudo-
scalar cc¢ resonance in the final state can’t be still regarded as comparable
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to that by BaBar experiment. Nevertheless, the BaBar result was obtained
from a measurement of the 1. — K{K*7T decay channel, which is statisti-
cally larger, and they used a different strategy, see above explanation, Figure
B and the result compared to the world average [18]:

Scp(BaBar) = 0.925 & 0.160 ¢ = 0.057 (8.5)
Scp(World Avg) = 0.679 = 0.020 (0.0184at—only) (8.6)

With our approach, several issues appeared in 7. — KSK*7T analysis and
that’s why our method had to be first verified on a relatively clean decay
with a high detection efficiency: n. — pp. The specific issues in 7, —
K{K*n¥ concerned the different number of signal events in AE and m,,
distributions, which had to be modelled with a signal Monte Carlo taking
carefully into account the nature of 7. three-body decay. Moreover, several
peaking background sources with resonant structure appeared and had to be
modelled via several specific signal Monte Carlos. This analysis is currently
ongoing, and we expect to have 5.44% detection efficiency in SVD1 and
8.41 % efficiency in SVD2, which will roughly bring 6.2 times more signal
data to a combined fitter with n. — pp decay and thus, we might expect
to have a measurement precision in Sgp parameter at the level 6(Sgp) ~
0.150 — 0.180. Such a result will then be comparable to that by BaBar.

For illustration, all measurements of sin2¢; obtained until now by dif-
ferent experiments (and averaged over several decay modes as measured by
specified experiment) are shown in Figure R.2

PRELIMINARY
0.69 £0.03 £0.01

sin(2p) = sin(2p,) E

BaBar H
PRD 79 (2009):072009

Esgasrox(%oK%Ellzom 0.69 +0.52 + 0.04 + 0.07
BaBar J/y (hadronic) K : : 156 +0.42 £0.21
PRD 69 (2004):052001 ° : P

Belle : H : 0.67 £0.02 £ 0.01
PRL 108 (2012) 171802 :

H H H +0.82
éll._BEEBI;. 259 (2000) " = (084 aer00
OPAL H : H 3.20 380 +0.50
EPJ C5, 379 (1998) H :

CDF : : : 0.79 *04%
PRD 61, 072005 (2000) : e o
LHCb : : L, 0.73+0.07 £0.04
LHCb-PAPER-2012-035  : :

Belle5S : : : 0.57 +0.58 + 0.06
PRL 108 (2012) 171801 & *J

Average 0.68 £ 0.02
-2 -1 0 1 2 3

Fig. 8.2: Current average of sin 2¢; = Scp from all experiments [I§].



A Flavour Tagging

A proper identification of B flavour or in other words, of the charge of
corresponding b quark, is necessary to be able to observe the effects of C'P
violation in B° physics, via e.g. a typical observable - raw BY asymmetry:

N(B®) — N(B°)
N(BY) + N(BY)’

(A.1)

where N(B®), N(B) stand for the measured number of B® mesons, having
a quark content ("charge”) ¢ = b, ¢ = b, respectively. Such a procedure is
called flavour tagging, and with a perfect detector, the corresponding tag-
ging algorithm would correctly identify the ”charge” of every B° meson that
decays into a flavour specific mode. In reality, only a fraction of all B events
are tagged, tagging efficiency is lower than 100 %. In addition, from these
B° mesons only a few are identified correctly. The fraction of misidentified
B° mesons is called a wrong tag fraction, w, and plays an important role in
the observed time-dependent decay rate as already shown in Eq. (LLT):

oAt /50

P(At,q) = B {(1 —q.Aw) +
B? (A.2)

q(1 —2w) x |:Scp sin(AmgAt) + Acp cos(AmdAt)] }

The incorrect flavour assignment is mainly because of particle misidentifica-
tion. Besides, there also exist non-dominant physics processes, e.g. charged
kaon arising from a colour suppressed b — ccs, and they give a flavour esti-
mate exactly opposite compared to the dominant processes.

Let us stress that the measured C'P violating quantities, Scp and Acp,
are observed right through a term (1—2w) = r, see the Eq.[A.2] and therefore,
the precise determination of w is very important for the analysis. Even if
one achieves high tagging efficiency, it starts to be meaningless if the value
of w equals to 0.5, because no flavour information is known then.

In this appendix a brief summary of the flavour tagging procedure is pro-
vided, more dedicated descriptions can be found in the official Belle paper
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[39] or Belle internal document [49]. The values of wrong tag fractions di-
rectly used in the analysis have been listed in Tab.[3.0, in dedicated Section
B.1.8

A.1 Flavour Tagging Algorithm

Once the C'P-side, B, has been fully reconstructed, all remaining final state
particles (tracks), assigned to the other B (denoted as By,g), are used to de-
termine the flavour information. At the lowest level, the BY charge, ¢, can be
derived by searching for particular charged tracks, the charge of which would
directly correspond to the flavour of B® meson. Some physics processes carry
the same charge (primary decays of b quark), some the opposite charge (de-
cays of b quark products). To summarize all the relevant physics processes,
the following (see Fig.[AJ]) have been used to determine the B® flavour at

Leptons [~ (Primary lepton) I (Secondary lepton)
w- v W+ v

]?(J

Y

Strangeness (kaons, lambda)

Y

BO D Do

d \u U
Tslow

d

A

Fig. A.1: Schematic Feynman diagrams for physics processes used in flavour
tagging algorithm.

Belle: primary leptons (high-momentum leptons) in decays b — c¢l~ 1, sec-
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ondary leptons (intermediate momentum leptons) in b — ¢ — [Ty, slow
pions coming from B® — D*~7t X decays, kaons originating from the cas-
cade b — ¢ — s and similarly for A baryons.

The Belle tagging procedure consists of two consecutive steps, called
layers: track layer and event layer, see a schematic drawing [A.2l First,
a signature of flavour specific categories in each charged track or in lambda

( Information on charged tracks J

Track-level
look-up tables

Slow pion

Select track
with
largest “r’

Select track
with
largest “r’

Calculate combined “q.r’

lq.r KI/IA

Event-level look-up tables

|_ Flavour information “q” and “r”

Fig. A.2: Flavour tagging algoritm.

candidates is found. As mentioned above, there are 4 different track-layer
categories: leptons, kaons, lambdas and slow pions. Afterwards, based on
multiple discriminants (as e.g. kinematic variables, PID information, ...),
these flavour specific candidates are utilized to determine the B° flavour. As
a method, a multi-dimensional likelihood look-up tables binned by the val-
ues of individual discriminants are used. Clearly, the flavour tagging method
doesn’t always return a correct flavour and thus, the dilution factor r has
been introduced: . —
L= M) = N(B) A3
N(B°) + N(B°)
It ranges from r = 0 (for no flavour determination) to » = 1 (for unambigu-
ous determination) and its value has been determined from MC simulations.
The variables N (B"), N(B°) stand for the measured number of B, B events,
respectively, in each "bin” of the look-up table.

The second layer, event-layer, combines the track results, (¢.r);, together,
where i represents the tagging category for each track. The main goal is to
determine a single highest ¢.r output for each event. For the lepton and slow
pion categories, the track with the highest r value in each category is chosen.
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For the kaon and A categories, the flavour and dilution factors of each track
are combined. The main reason is to account for the cases, when events
with multiple s quarks in the final state occur. In the end, the event-layer
provides a three-dimensional look-up table, where the correlations between
the flavour information for the four track categories are correctly taken into
account.

As an example, let us describe this procedure for the lepton category [50].
This category is intended to accept high and middle momentum leptons to-
gether with fast pions. All tracks are required to have the CMS momentum,
p* > 400 MeV/c. Moreover, the category consists of two sub-categories ac-
cording to the lepton flavour. Once the likelihood ratio of e*/K® is greater
than 0.8, the track is categorized into electron sub-category. On the other
hand, the track with larger likelihood ratio of u*/K¥* than 0.95 is passed to
muon sub-category. Since the quality of lepton identification highly depends
on the track polar angle, 0., the angle is also examined. The fast leptons are
considered to come from the semileptonic B decays, the middle momentum
from the semileptonic D decays. The discrimination of fast leptons from the
middle momentum is done using p*, recoil mass (M;ecoi) and missing mo-
mentum in the CMS (pf ;). The recoil mass is defined as the invariant mass
made up by all By,g tracks except for this lepton. The final look-up table has
been constructed from the multi-dimensional likelihood using the p*, lepton
likelihood, cos O1ab, Myecoil, Pmiss @1d lepton charge. The numbers of bins for
each discriminant are 11, 4, 6, 10, 6, and 2, respectively. Thus, the total
number of bins of the look-up table is 11 x 4 x 6 x 10 x 6 x 2 = 31680. For
each of these bins, the ¢.r value obtained from Eq. (A.3]) has been assigned.
The numbers of B® and B for each bin, and corresponding dilution factor,
have been estimated from the Monte Carlo simulations.

A.2 Measurement of Wrong Tag Fractions

Using the MC-determined flavour dilution factor r as a measure of the tag-
ging quality is a straightforward way of how to directly take into account
correlations among various tagging discriminants. On the other hand, let us
note that r equals to (1 — 2w) only if the MC perfectly represents the data.
To correct for MC imperfections, events have been divided into 7 r-bin re-
gions: 0 < r < 0.1, 0.1 <r <£0.25 025 <r <0.5, 05 < r < 0.625,
0.625 < r < 0.75, 0.75 < r < 0.875 and 0.875 < r < 1.0 and for each r-bin,
the wrong tag fraction (mistag probability), w, and the difference between
the wrong tag probabilities for B and B°, Aw, have been obtained by fitting
the time-dependent B°B° mixing oscillations of high statistics self-tagging
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data samples: B® — D* [y, D®~7% and D*~p*. These decays are already
flavour-specific and thus, one knows their flavours independently on the fla-
vor tagging method. The time evolution of BYB° pairs with the opposite
flavour (OF) and the same flavour (SF) [50] are given by:

Por(At) ~ 14 (1 —2w)cos(AmAL) (A.4)
Psp(At) ~ 1—(1—2w)cos(AmAt), (A.5)

and the corresponding OF-SF asymmetry can be derived as:

OF — SF

After the final fit of time-dependent OF-SF asymmetry to the above listed
data samples, the data driven values of w that correspond to the given r-bin
have been extracted. As a result, one can use in any analysis the data based
w values instead of those determined from MC studies.
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B Time Resolution Function

The measurement precision of proper-time difference, At, can be highly in-
fluenced by several factors: vertexing capabilities of Belle experiment, vari-
ous ”parasitic” physics processes which additionally occur and different ap-
proximations used in the mathematical description of applied experimental
method. Thus, the measured At distribution differs in many aspects from
the theoretical predictions. Such effects have been naturally incorporated
in the physics formula ([3), referring to (At x ¢) measurement, using a con-
volution of the functional form given in Eq. (1) with a so-called time reso-
lution function, R p5(At). This resolution function consists of three different
components, which will be described in detail here:

1. Effect of detector resolution
2. Effect of non-primary tracks on tag side
3. Effect of kinematic approximation

This appendix explains only the relevant information for this analysis. The
corresponding sources have been mainly: the Belle official paper [37], its
update given in a Belle internal note [51] and Belle software package, named
Tatami [52]. The fit parameters directly used in the analysis have been
provided by an ICPV (Indirect CP Violation) working group via a database of
the Tatami software package, version 2010md1h. For clarity, these parameters
will be summarized in several Tables in the last section of this appendix.

B.1 Detector Resolution

The effects of detector resolution have been studied using a special MC, where
all short-lived particles (7 < 107", including K and A particles) are forced
to decay with a zero lifetime at the B meson decay points. As a simula-
tion software, the QQ generator [53] and Geant3 framework [25] (to simulate
the Belle detector response) have been used. The detailed study of various
fits to the simulation results have shown that the obtained distributions can’t
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be simply expressed as a sum of several Gaussian distributions with a con-
stant standard deviation. Instead, a more elaborate Gaussian function with
an event-by-event dependent standard deviation (vertex error in z-direction,
0?) has to be used. The value of this error is computed from the error matrix
of the tracks and IP constraint used in the fit. Since the resolution function
differs for multi-track vertices from those reconstructed just from a single
track and IP constraint, the resolution function has been studied separately
for these two cases: multi-track vertices and single-track vertices.

The detector resolution function for events with a multi-track vertex has
been modelled as a single Gaussian:

Raety (0z;) = G(8zi, (s + s1€)07), i = rec, tag (B.1)

On the other hand, for events with a single-track vertex, the resolution func-
tion has been expressed as a sum of two Gaussians, one to describe the main
part and the other to describe long tails, arising due to poorly reconstructed
tracks:

Rf;:tgile(&i) = (1 — fPNG(52;, s™07) + fG(62;, s07), i = rec, tag
(B.2)
In the above equations, 6z has been defined as a difference in z-position
between the reconstructed and generated vertex (or in other words, between
the reconstructed and expected z-position); s, s! represent free parameters
for multi-track vertices, different for SVD1 and SVD2 experiment and for
reconstructed and tagged B; ftil smain and st are free parameters for
single-track vertices, different for SVD1 and SVD2 experiment but the same
for reconstructed or tagged B. The vertex quality, £, and the vertex error
in z direction, o*, represent event dependent quantities. It’s interesting to
note that the correlation between the detector resolution function width ,
smain = (g9 4+ s1€)o?, and the event-by-event vertex resolution in z, o7, is
corrected with a linear polynomial using vertex quality &, see Eq. (B.).
Using the MC simulations it has been found that the standard x? quantity
(quality of a vertex fit) is correlated with the B decay length due to the tight
IP constraint in transverse direction. For this reason, a new quantity char-
acterizing vertex quality, £, using z information only, has been constructedd:

1 <., 4 -
5 = % Z[(Z;fter - Zkz)efore)/gl] ) (BB)
i
where n is the number of tracks used in the fit; z{ . and 2% are the z-
positions of each track before and after the vertex fit, respectively; and &} ;.

a¢ can be defined for multi-track vertices only
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is the error of 2} ; .. Such a quantity ¢ basically represents a projection of
x? into the z-direction.

B.2 Smearing Due to Non-primary Tracks

The next term of time resolution function, R,,, reflects the smearing ef-
fect on reconstructed z-position of the tag side vertex. The smearing occurs
mainly due to inclusion of particle tracks coming from the secondary ver-
tices, i.e. tracks not directly originating from the associated By,, vertex but
instead, from vertices of its decay products. These vertices are displaced
from the primary vertex due to the finite lifetime of secondary particles.

In order to cover such effects, the resolution function has been expressed
as a sum of prompt component given by Dirac delta distribution, §°¢ (52, ),
and components that account for smearing from K¢ and charm decays:

Rup(02tag) = fééDirac((SZtag)
(1 = f)lfoEp(02tag: Tip) + (1 = ) En(0ztag; Tap)]

Here, fs stands for a fraction of prompt component. The non-prompt part
is described as a sum of two terms: f,F,(02ag, 7)), (1 — fo) Eu(02tag, Ty );
with f, being the fraction of the term with dzi,, > 0 and E},, E, representing

a positive, negative exponential, respectively:

(B.4)

1 024, :
By (0ztag, Thy) = 5 exp(— j:) &), for dzag > 0, otherwise 0 (B.5)
np np
n 1 5Ztag .
By (02tag, Tp) = — exp(+ - ), for dztae < 0, otherwise 0 (B.6)
np np

The overall functional form of non-prompt component has been found
from the difference between results obtained from nominal MC studies and
special MC in which all short-lived secondary particles were forced to decay
promptly. Because of necessity for different approach for single and multi-
track vertices, two functional forms for lifetime, Trﬁ‘pp, have been defined. For
multi-track vertices a multilinear relation in ¢ and ¢* has been used:

Tfip = [Ti0+Ti1 (U;fag/C(ﬁ’y) )+7—2§+T3€(O—tag/c(57) )] glObaI? 7’ = p, 1, (B7)

where (87)y stands for the boost of T(4S) system, 70, 7}, 77 and 7 are free
parameters and sgl"bal represents a global R,, parameter. For single track
vertices no & mformatlon is available, thus the following parametrization is
used:

(Tap) = [ + T 05y /c(B7) x5 (B.8)
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Here, 70, 7} represent free parameters and sgbbal the global R, parameter.

Finally, to account for the dependence of f5 on ¢ and ¢” and simultane-
ously utilize the information whether or not a flavour tagging lepton exists
in the vertex reconstruction tracks, a following multilinear form is used for
fs. This form applies only to events with multi-track vertices:

fs = (1= Sy W stmy + f5 (0fag/c(BY) 1) + J3€ + [7€(0hag/c(By)x)],  (B.9)

where f5 (1/nl)’ I 2 f3 and rrl’f)lt are free parameters. There exist two
different values for f5 (1/n1)> ONE for events with a flavour tagging lepton in
the vertex reconstruction tracks, | (a narrower distribution), the other for
events without the lepton, nl. For single-track vertices only one parameter,

fs, is simply used, no functional form has been applied.

Using Sg}t and the relation for fs;, one gets the last formula, namely for
fp as:
fo= L= fap I = Filymy + 3 (0iag/c(By)0) + fFE+ [3€(08g /c(By)0))/[L — f]

(B.10)

B.3 Kinematic Approximation

Throughout the analysis, the proper time interval, At, is defined via a rela-
tion (B.8)), which is only true if motion of B meson in the CMS (centre of
mass system) is neglected. The difference (correction) between At and true
value can be calculated using relativistic kinematics of Y(45) system as:

r = At — Atiue
= (Zrec - Ztag)/C(ﬁw ( rec — ttag)
= (trecC(BY)rec = tragC(B7)tag) /(BY) 1 — (trec — tiag)
[(BY)ree/ (BY)r = Utree = [(BY)tag/ (BY)T — ttag,  (B.11)

where (87)rec, (57)tag represent Lorentz boost of reconstructed, tagged B,
respectively. Their ratio to (8v)y is given as:

EgMS ngS COoS ﬂCMS
rec, ta; = + = + B.12
(B7) ,tag " (Blxmanc ap T Ck ( )
~ 14 0.165 cos 9M5. (B.13)

Here, a positive and negative sign stand for the reconstructed and tagged

B, respectively; ESMS, pEMS cos 9°MS mp and ¢ for B energy, momentum,
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polar angle in the CMS, mass and velocity of light, respectively. The nu-
merical evaluation has been obtained using following approximate values:
By ~ 0.391/c, ESMS ~ 5292 GeV and pGMS ~ 340 MeV/c. As a result one
obtains the difference (correction), z, as:

z = 0.165 cos VM (tree + tiag)- (B.14)
After considering that ¢,e. and ti,s follow an exponential distribution:
E,(t;, 78) = 1/1pexp(—t;/Tp), i =rec, tag (B.15)

and simultaneously, taking into accound that the last contribution to time
resolution function accounting for kinematic approximation is given as a con-
ditional probability density of getting x and At at the same time given
Atirue, one comes to the final expression for the last term of time resolution
function:

Ri(x) = P(x, Atpre) /P(Atirue) (B.16)

After evaluation one obtains the final relation:

E,(x — {(ar — 1)Atirue + k| Attruel }, [ck|7) for ¢ >0

Ry(x) = oPIrac(y — (ag — 1)Atrye) for ¢, =0
Ey(z — {(ar, — 1)Atirue + k| Atiruel }s |ck|T)  for ¢ < E) |
B.17

B.4 Total Time Resolution Function

The total time resolution function, Rz, is given as a convolution of four in-
dividual components: detector resolution for reconstructed B, detector reso-
lution for tagged B, additional smearing due to non-primary tracks on the tag
side and kinematic approximation that B mesons are at rest in the CMS of
T(45) resonance; Rz follows as:

Rps = Rdetree @ Rdetrny @ Rnp @ R (B.18)

The individual components have been described in previous sections.

B.5 Summary of Parameters

The parameters provided via the database of Tatami software package and
used during the data analysis in the time resolution function and defining
outliers in the Eq. (£.5) have been summarized, for lucidity, in the following
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Tables: (detector resolution), (outliers), and (smearing due
to non-primary tracks for the charged and neutral mode, respectively). Let us
stress that these parameters have been determined in independent physics
studies within an ICPV group, namely in lifetime fits to the data using
various high statistics control samples. The set of parameters given here
corresponds to the version of tatami database denoted as 2010md1h.

Parameter Vertexing SVD1 Value SVD2 Value

S0 Multi-track  0.7091 0.817037
sk 0.21+5:98 0.230.07
o 0.48%028 0.640:32
sh 0.2475:5¢ 0.237008
gmain Single-track ~ 0.98%92% 1.0175:4
frail _ 0.1170:02
stail - 3.667 5%

Tab. B.1: Parameters used in Rqe; part of time resolution function for single
and multi-track vertices; SVD1 and SVD2 experiments.

Parameter Vertexing SVD1 Value SVD2 Value

ol Global 4377159 33.5758
it Multi-track ~ 0.0379:9% 0.02750902
foe Single-track 0.000117)9000+  0.0001575:05007

Tab. B.2: Parameters of outlier component defined in Eq. (d.3]).
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Parameter Vertexing SVD1 Value SVD2 Value

e Global +1.06+512 +1.01459%
) Multitrack  +0.41750; +0.531051
£0) FOOIER 0710
/s +0.31207 40197003
/s 01870 —0.19700!
/s +0.2025,63 +0.23+001
' +0.14%55; +0.12+001

—0.0075:513
+0.647+0:032
—0.02870:005
+0.24275013
—0.040+9:920
+0.6050:0%0
—0.03810:010

+0.33710:027

+0.02470:004
+0.74179917
—0.02079:002
+0.27510:000
+0.06675:507
+0.52479:928
—0.01970:904

+0.33110:014

"ckﬁ ;H ﬂﬂw ﬁﬂw E\L U\]o *U\]w *U\L': ’U\L ’O\]o

Single-track

+0.8375:01
+0.8515:02

+0.8179:01
+0.83+0:04

70 +1.427508 +0.99750%

7l - -

73 +1.987058 +0.437008
1

Ta - -

Tab. B.3: Parameters used in R, for B* decays. Different parameters are
provided for multi, single-track vertices and SVD1, SVD2 experiments.
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Tab. B.4: Parameters used in R, for B® decays. Different parameters are
provided for multi, single-track vertices and SVD1, SVD2 experiments.

APPENDIX B. TIME RESOLUTION FUNCTION

Parameter

Vertexing SVD1 Value SVD2 Value

global
S np

Global

+1.067912

+1.0179:08

f3 (nl)

£
/3
3
3

mlt
np

Multi-track

+0.47+0:04
+0.641304
+0.2779:07
—0.221902
+0.227503
+0.12+002
—0.00575:913
+0.717+0:039
—0.03070:905
+0.25170:014
+0.04575:927
+0.51570:064
—0.07810:013
+0.43070:034

+0.56+99!
+0.751901
+0.1679:93
—0.2079:01
+0.2379:01
+0.12+0:01
+0.03975-99
+0.76519:920
—0.02670:902
+0.32179:907
+0.08375-9%
+0.534 10031
—0.03010:004

+0.39015:916

sLeboblgb ot Shlelslbsbsb ol sl gl

Single-track

+0.7870:01
+0.8219:92
+1.8519:09

+2.0479-28

+0.77+0:58
+0.8075:92
+1.63139

+0.9279:08




C Summary of Fit Parameters

This appendix summarizes all fit parameters used in the data model. Two
various sets are listed here, one for the control sample, see Table [C.1] the
other for the neutral mode, see Table[C.2l Since the data model significantly
differs for SVD1 and SVD2 experiments, the two parameter sets, in addition,
consist of two experiment-oriented subsets — with different values for SVD1
and SVD2, respectively.

In order to make clear, which parameters and from which data samples
are fixed in the final data fit or which parameters remain free, an extra
abbreviations have been introduced in the above defined Tables: MC for
parameters fixed from the signal MC, BB for parameters fixed from the BB
generic MC, SB for parameters fixed from the Belle side-band data, CS for
parameters fixed from the control sample, PDG for parameters fixed from
the PDG [16] or HFAG [I§] and F for parameters that remain free in the final
fit. If a parameter has not been used at all, a dash mark ”—” is used instead.
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APPENDIX C. SUMMARY OF FIT PARAMETERS

Parameter

Free/Fixed

SVD1 Value

SVD2 Value

SVD1, SVD2-specific

[main(AE) MC +0.0013 £ 0.0007  +0.0002 £ 0.0006
nSE (AE) F —0.0013 £ 0.0013  —0.0013 4 0.0008
Omain (AE) MC +0.0087 £ 0.0018  +0.0090 = 0.0009
oSk (AE) F +1.02+£0.13 +1.10 £ 0.08
pa(AE) MC —0.0016 £ 0.0049  40.0031 =+ 0.0036
ot a(AE) MC +1.69 & 0.94 +1.81 £ 0.62
f1(AE) MC +0.208 £0.444  +0.178 £0.186
12 (AE) MC —0.0114 £ 0.0063  —0.0100 £ 0.0129
ola(AE) MC +4.65 £ 0.98 +5.28 £ 1.65
f2(AE) MC +0.106 £ 0.052  +0.058 £ 0.031
M, [GeV] PDG +2.9803 + 0.0012
T, [GeV] PDG +0.0286 + 0.0022
pveist MC —0.0003 £ 0.0007  —0.0005 = 0.0007
oo MC +0.0057 £ 0.0020  +0.0059 £ 0.0018
main - L0
Vot MC +8.20 4 5.05 +9.64 + 11.84
f(Voigt) MC +0.083 £0.072  +0.041 £ 0.058
Kcorr (10, ) MC +0.058 £0.015  +0.056 £ 0.013
Thkg [DS] SB +0.903+0.176  +0.546 £ 0.067
fs SB +0.635+0.129  +0.390 =+ 0.087
115 SB +0.010 4 0.064 0.013 £ 0.036
S el SB +0.0124+0.007  +0.070 £ 0.018
[bkg sngl SB 0.162 + 0.161 0.013 +0.035
S ol SB +1.20 £ 0.10 +1.22 £ 0.05
S ngl SB +12.51 £ 4.02 +5.64 4 0.66
S e SB +0.562 £0.337  40.182 £ 0.086
[Hbkg mult SB 0.494 + 0.424 0.044 + 0.095
Shan it SB +0.689 4 0.324 +1.08 £0.10
SHa mult SB +2.23 £0.78 +2.62 £ 0.43
ot F +0.849 £ 0.106  +0.719 £ 0.043

bkg

Table continues on the next page ...




Parameter Free/Fixed SVDI1 Value SVD2 Value
M (AE) F —0.042 £ 0.156  —0.066 &= 0.062
c'(my,) F —0.363 £ 0.160 —0.181 £ 0.061
4 (r-bin) MC +0.570 £ 0.042 +0.547 £ 0.041
4g (r-bin) MC +0.494 +£0.030 +0.518 £0.028
g (r-bin) MC +0.271 £ 0.023  +0.276 £ 0.022
3g (r-bin) MC +0.248 = 0.019 +0.259 £ 0.018
4g (7-bin) MC +0.303 £ 0.017  +0.289 £ 0.016
o (r-bin) MC +0.154 £ 0.013  +0.153 £0.012

fgg (7-bin) F +0.90 £ 0.28 +1.04£0.14
Mag (r-bin) F +0.83 £ 0.25 +0.97 £ 0.11
M2, (r-bin) F +1.17+0.38 +0.97 £ 0.15
Mg (r-bin) F +1.54 +0.31 +1.06 +0.13
Tl (r-bin) F +1.25+0.20 +0.77 +£0.10
M5 (7-bin) F +1.35+0.29 +0.89 £ 0.16

fohg (r-bin) F +0.321 £0.100  +0.482 4 0.044

fikg (r-bin) F +0.469 & 0.077  +0.493 £ 0.031

fiig (r-bin) F +0.326 £ 0.062 +0.235+£0.023

fikg (r-bin) F +0.142 +0.046 +0.237 £ 0.020

fike (r-bin) F +0.300 & 0.047 +0.278 £ 0.018

foig (r-bin) F +0.142 +£0.034 +0.178 £0.014

Nsig F 105.84 +£12.67  359.67 + 25.18
Nikg F 141.15+£13.99  916.34 + 34.51
Global
7 [ps] PDG +1.641 £ 0.008
Scp F —0.012 £ 0.160
Acp F +0.137 £ 0.118
Teft [PS] BB +1.468 £ 0.095

Tab. C.1: Fit parameters obtained from the control sample.
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Parameter Free/Fixed SVD1 Value SVD2 Value
SVD1, SVD2-specific
[imain (AE) MC +0.00134 4 0.00007  +0.00055 + 0.00007
uCE (AE) CS —0.0013 £ 0.0013  —0.0013 =+ 0.0008
Omain(AE) MC +0.0088 £ 0.0001  +0.0087 £ 0.0001
oSl (AF) CS +1.0240.13 +1.10 £ 0.08
pa(AE) MC —0.00049 £ 0.00047  +0.0037 4 0.0004
ol (AE) MC +1.8840.11 +1.99 £ 0.06
fi(AE) MC +0.198 4 0.026 +0.210 £ 0.016
pla(AE) MC —0.0099 £ 0.0010  —0.0057 & 0.0015
024 (AE) MC +4.21 4£0.13 +4.99 4+ 0.21
f2(AE) MC +0.093 4 0.009 +0.050 4 0.005
M, PDG +2.9803 + 0.0012
T, PDG +0.0286 + 0.0022
puVoist MC —0.00001 £ 0.00010  —0.00052 4 0.00008
Voigt MC +0.0059 £ 0.0003  +0.0058 & 0.0002
- L0
Voigt MC +7.244+0.73 +9.22 +2.17
f(Voigt) MC +0.073 4 0.011 +0.030 4 0.008
Keorr (M, ) MC +0.059 + 0.002 +0.057 4 0.002
Thke [PS] SB +1.03 £ 0.67 +1.02 £0.18
fs SB +0.721 £ 0.230 +0.605 4 0.122
11 SB +0.047 4 0.131 0.030 + 0.060
S el SB - +0.016 £ 0.008
[bkg sngl SB - +0.253 4 0.180
spn SB — +1.35 4+ 0.11
SEL angl SB - +15.65 £ 4.74
A SB +0.079 4 0.057 +0.137 4 0.039
[bkg mult SB 0.099 + 0.543 0.419 + 0.428
SR SB +0.913 £ 0.145 +1.25 £ 0.12
C— SB +8.67 £ 4.14 +9.33 £2.31
v - L0

Table continues on the next page ...
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Parameter Free/Fixed SVD1 Value SVD2 Value
HAE) SB —0.30 £ 0.16 —0.20 £ 0.06
c'(my,) SB —029+0.17  —0.0240.06
3¢ (7-bin) MC +0.439 +0.003 +0.420 £ 0.003
4g (-bin) MC +0.338 £ 0.003 40.357 £ 0.002
Ge (r-bin) MC +0.131 £0.002 4-0.143 £ 0.002
53¢ (r-bin) MC +0.086 £ 0.001  +0.086 £ 0.001
4 (7-bin) MC +0.063 £ 0.001  +0.068 £ 0.001
og (7-bin) MC +0.051 £ 0.001  +0.056 £ 0.001

Mg (r-bin) CS +0.90 £0.28 +1.04£0.14
Mag (7-bin) CS +0.83 £0.25 +0.97£0.11
Mg (r-bin) CS +1.17£0.38 +0.97£0.15
Mg (r-bin) CS +1.54£0.31 +1.06 £0.13
Tl (r-bin) CS +1.25£0.20 +0.77 £ 0.10

M2 (r-bin) CS +1.35£0.29 +0.89 £0.16

Jokg (r-bin) SB +0.426 - 0.067 +0.438 £ 0.026

fiyg (r-bin) SB +0.289 +0.052  +0.349 £ 0.020

fiig (r-bin) SB +0.183 £ 0.040 +0.145 £ 0.014

fikg (r-bin) SB +0.041 £0.020 +0.104 £0.011

fikg (r-bin) SB +0.067 &= 0.025 +0.077 £ 0.010

foig (r-bin) SB +0.010 = 0.009  +0.022 £ 0.005

Nsig F 24.38 £5.45 86.75 £ 11.05
Nikg F 17.61£4.79  135.30 £ 13.07
Global
7 [ps] PDG +1.519 £ 0.007
Scp F +0.680 = 0.429
Acp F -+0.001 £ 0.306
Teit [Ps] - -

Tab. C.2: Fit parameters obtained from the measurement of C'P asymmetries
in the neutral mode.
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9 Introduction 11

The successful asymmetric e*e™ collider machine, KEKB, is now being up-
graded to a new SuperB flavour factory called SuperKEKB [B [54], located
in the same tunnel of the High Energy Accelerator Research Organization
in Tsukuba Japan. By fall 2014 the SuperKEKB will start its operation at
T(4S) center-of-mass energy with electrons being accelerated to 7.0 GeV,
positrons to 4.0 GeV. The targeted instantaneous luminosity will be 8 x
10%° cm~2s7!. The main goal of the project, driven mostly by flavour physics
precision measurements, is to significantly increase statistics of previous ma-
chine by a factor of 40, and simultaneously, deliver to BelleII, an upgrade of
its experiment predecessor Belle, an integrated luminosity of 50ab™!. Such
a large data sample will provide physicists with a unique tool for investiga-
tion of various extensions to the Standard model physics, namely through
precision measurements in the B, charm and 7 sectors [55]. Moreover, com-
pared to hadron colliders, SuperKEKB will provide us with a clean and low
background environment, where the data can be used to perform various in-
clusive measurements and also to detect final states with multiple missing
particles.

A new solution providing such extreme values of instantaneous luminosity
was first proposed for the SuperB factory in Italy [56 57] and consists in
a successful adoption of a so-called nano-beam option. This scheme requires
several conditions to be fulfilled: a relatively large horizontal crossing angle
at the IP (83 mrad), extremely small horizontal emittances and extremely
small horizontal beta functions at the interaction point for both beams. In
addition, new superconducting quadrupole magnets located close to the beam
collision point will be installed in order to squeeze the vertical beta function at
the IP [5]. All these changes, in the end, naturally lead to very focused beams
in their cross sections at the interaction region (~ tens of nanometres), and
thus, significantly reduce electron/positron currents needed for the planned
head-on-head collision rate. On the other hand, the requirement on extremely
high luminosity, leading to acquisition of large data statistics, has its side
effects. It’s accompanied by a significant increase in background level, with
a Touschek effect (intra-beam scattering) being a dominant component.
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In order to exploit all these conditions together with a requirement on
high-precision measurement of particle decay vertices, a completely new ver-
tex detector (VXD) is necessary. Especially, the following two factors has
played a crucial role in its proposal: first, detector operation capabilities un-
der increased level of particle background, and second, high sensitivity to low
momenta particles. From this prospective only a vertex detector consisting
of a low material budget sensors, providing true 2D position information and
located as close as possible to the interaction point, can fulfill such condi-
tions. Therefore, compared to Belle, installation of pixel detectors within
the VXD is a must. The BelleII vertex detector [5, 58] will consist of 2 lay-
ers of 75 um thick Depfet based pixel detectors (PXD) and 4 barrel layers of
320 um thick double-sided silicon micro-strip sensors (SVD), complemented
with 3 forward layers.

Multi-layer kapton cables

Active silicon area, 75 um thick

Air & liquid CO,, cooling

o =

Fig. 9.1: Belle Il PXD mechanical design.

The PXD, with its 40 sensors, will read out a total of 7.68 million pixels
and will be positioned in two layers, at radii 14 and 22 mm, respectively, from
the interaction point. The beam pipe, which represents a main limitation to
the positioning of PXD has an outer radius of 12mm. In order to reduce
the amount of silicon material in the sensitive area, the PXD sensors are
thinned down to 75 wm, except for its silicon rims providing PXD with a nec-
essary mechanical stability. These rims remain 450 um thick. The detection
area is covered by Depfet-type pixels, the sizes of which did represent one
of the key parameters to be determined in optimization studies. The PXD
mechanical design is depicted in Figure ; together with active sensors,

2Courtesy of Karlheinz Ackermann, Max-Planck Institute Miinchen, Germany.
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applied electronics (switch and read-out chips), necessary air & liquid CO,
cooling and support structures are clearly shown.

In order to provide sufficient space for the PXD, the SVD is positioned
further from the IP. It will consist of 4 layers, installed at 38, 80, 105 and
135mm, and in contrast to the PXD, the fourth, fifth and sixth layer will
be complemented with slanted V-shaped like sensors in the forward region.
Rotation of these sensors with respect to the beam axis will be 11.9, 16.0
and 21.1 degrees, respectively. The detailed description of SVD mechanical
structure can be found elsewhere ﬂSﬂE, but for clarity, let us describe several
key components here. Each SVD layer is designed to consist of several lad-
ders, each of which is built of individual double-sided micro-strip sensors: 2,
3, 4 and 5, in the third, fourth, fifth and sixth layer, respectively (see Fig.

). To provide sufficient stability, these sensors are glued together on two

1st, 2nd, 3rd, 4th SVD layer

Fig. 9.2: BelleII SVD mechanical design, with a beam pipe and PXD being
cut out for clarity. The read-out boards are shown in green colour, kaptons
in brown and the endrings (especially distinctive for the sixth layer) in grey.

composite sandwich carbon fiber ribs, where the filling between the two ribs
is made of a low mass, but rigid foam. The read-out of the SVD is designed
in two ways: the sensors in the central part of each ladder use a so-called
origami chip-on-sensor concept, the outer sensors are read out using read-
out boards located outside of the acceptance area. The origami concept can
be in a simplified way described as follows: the chips reading both sensor
sides are placed on a single flexible circuit, mounted on the top of the sensor.
The strips at the top are connected by a pitch adapter, whereas the strips

PAll parameters given here are updated with their actual values compared to those

given in [5] B8].

¢Courtesy of Karlheinz Ackermann, Max-Planck Institute Miinchen, Germany.
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at the bottom (reading out the other coordinate) are attached by a small
flexible fan-out, wrapped around the edge of the sensor. In order to demon-
strate a complexity of the origami concept a following Figure shows its
scheme, together with a main source of passive material in the SVD active re-
gion depicted: a stainless steal cooling pipe (liquid COy cooling). The outer
diameter of the cooling pipe is 1.5mm, its wall is 50 um thick. Full SVD
ladders are fixed on stainless steel endrings (see Fig. 0.2]), which in addi-
tion, provide necessary cooling for the readout boards. Finally, the read-out
pitch, expressed as R-® x Z coordinates, is 50 x 160 um for the third layer
and 75 x 240 um for other 3 layers. Let us stress that the read-out pitch
is a factor of 2 times bigger than the physical strip-to-strip pitch, so every
second channel is read-out in reality. The V-shaped like sensors provide pitch
in a range from 50 — 75 um in R-® direction and 240 um in Z.

Wrapped flax fan-out Cooling pipe

/ / APV25 read-out chip Kapton
o / (thinned down fo 100um) / Micro-strip sensor

CF sandwich ribs

Fig. 9.3: Cross section of origami chip-on-sensor concept [5].

During the design phase of such a complex detection system the collab-
oration has been facing several technological solutions on one hand and re-
quirements on expected physics performance on the other. To answer which
configuration provides the best solution, we've effectively used Monte Carlo
(MC) simulations, into which we provided several scenarios and based on
the physics results, we've decided for the most suitable solution. Due to
our previous experience in the ILC software framework [59], we have utilized
its modular design and used it in full MC simulations for multi-parameter
studies. The key parameters for optimization have been PXD/SVD mate-
rial budget, pixel/strip layout configurations, PXD/SVD geometry layout.
Finally, we have determined what impact parameter resolution, compared
to Belle vertex detector, can be expected for the BelleII VXD. Before these
studies have been performed a necessary development of simulation software
had to be done. Particularly, the software simulating response of individ-
ual silicon pixel /micro-strip detectors to charged /gamma particles (so-called
digitization) has been crucial. Our approach to the digitization, including
all details connected with a simulation of particle passage through material
environment in Geant4 framework [60, 61], can be found in the next Chap-
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ter The multi-parameter optimization studies together with the most
important results for the VXD final configuration are given in Chapter [ITl

For illustration the ”simplified” geometry of the VXD as implemented
for optimization studies in the Geant4 software, digitization and track recon-
struction is depicted in Figures (PXD, beam-pipe + PXD + SVD) and
(beam-pipe + VXD + central drift chamber).

Fig. 9.4: Geant4 model used in MC simulation studies: PXD (top), beam
pipe and VXD (bottom: left - backward region, right - forward region).
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Fig. 9.5: Geant4 model used in MC simulation studies: cross section of
a Belle II tracker, including beam pipe, PXD, SVD and central drift chamber.
The high energy electron beam (boost) directs from the right to the left.
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Silicon Simulation Code for Belle Il and ILC Zbynek DRASAL

1. Introduction

SuperKEKB, an upgrade of the successful asymmetrec ecollider and current world lumi-
nosity record holder (2.11x#6cm~2s1) KEKB (Tsukuba, Japan), is foreseen by fall 20f}4 [1].
The main goal of the new Super Flavour Factory is to dramatically incredsstistaby a factor of
40 and thus deliver an integrated luminosity of 50aby end of 2021. For this reason, the nano-
beam option has been chosen, which, as a side effect, leads to a sigmifczaase in background
level, with Touschek effect being a dominant component. To exploit thecoeditions and pro-
vide high-precision measurements of the decay vertex of B meson systems,Belle Il silicon
vertex detector will be operated. Due to the increased backgrounddedelequired sensitivity
to low momenta particles, a low material budget pixel detector closest to thedibaraoint is
a must. Belle Il VXD will consist of 2 layers of 75m thick DEPFET-type pixel detectors and 4
barrel layers of 32@m thick double-sided strip detectors, complemented with 3 forward layers.
Precise and fast silicon (Si) simulations are absolutely necessary to optumize sletector.

2. Software Framework

Due to its convenient modular design (Fip. 1) and sufficient flexibility, asa® framework
for ILC (International Linear Collider)[J2] has been adopted to the spp@eeds of Belle Il experi-
ment and new software packages: SiPxIDigi and SiStripDigi have bestoged. The framework

Simulation Reconstruction

-l MaterialDB =
H geBkg -
| 8

HEPEvt (ASCIT)

Generated Events

Figure 1: Scheme of ILC software framework

itself provides a typical chain of high energy physics tools: generatahi@, simulation (Mokka
— Geant4 based toolkit), digitization (Marlin modules: SiPxIDigi & SiStripDigi),xestruction
(Marlin module: SiTracking and other modules) and analysis. As the geonmétrynation is
required with different level of detail throughout the chain, two differiaiterfaces are provided.
Aninterface to access a MySQL database at Geant4 level (with full dét@tector geometry) and
a GEAR interface at reconstruction level (with limited geometry descriptionighed via XML).
The data model, which is used to describe the event data throughout theisbased on the LCIO
persistency framework. It provides all necessary struct@es pbjects) to store data produced in
silicon simulation: simulated hits (SimTrackerHits)digits (TrackerPulses): hits (TrackerHits),
etc. All data types hold the relation to MC truth information (MCPatrticle).
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3. Silicon Simulation & Geant4 Toolkit

Several specific issues closely related to Geant4 will be addressed irdtiens The first is-
sue is the right choice of a suitable physics model describing continueugydoss fluctuations for
ionizing particles traversing a silicon detector. Years ago, when Geamt3gf-based predecessor
of Geant4) was used, we noticed that the default model (denot€8 bandau) didn’t provide
correct distributions of dE/dx for thin material (typically 10-10fh of Si absorber). The main
limitation is that, in the Landau model, the typical energy loss in the absorbetdsheuarge
compared to the binding energy of the most tightly bound electron, which wa@a&ilfilled in
thin silicon sheets. The more accurate Photo-Absorption lonisation (PAlghwhich takes into
account the atomic structure of the absorber, provided accuratégliescof measured data, but
with more CPU needed. For details sfe [3].

Similarly, Geant4 comes with several different models. Td&ni ver sal Fl uct uati -
ons model is used by default. It is based on a simplified model of atoms with two \elergs,
and an atom-particle interaction that can either be an excitation, with eneg¥las Eo, or
ionisation, distributed according to/E? distribution [3]. If this data description is not sufficient
enough, one can use tli&PAI Mbdel instead. In order to validate the physics model, two de-
tailed simulations in Geant3 and Geant4, with 8 GeV/c pions traversing@3bick silicon bulk
have been performed and compared to real data citefd in [5]. The reskb@wn in Fig[]2 and
summarized in Table 1. The discrepancy between the Geant4 simulation (itkergtwo-levels
atom model or PAI model) and the experimental data is reasonably small.

G3Landau G3PAI G4Universal G4 PAlI Experiment

MPV (9E) [kev]  96+1  79+1 84+1 81+1 79.43
FWHM w [keV] 2041  29+1 30+1 30+1 29.24
0.02—

E — G3 Landau
0.018—

0.016f—
0.014F
0.012F—

0.01
0.008—
0.006—
0.004
0.002

— G3 PAI
—— G4 Universal
G4 PAI

Bt | | | | - Tw' 1
06070 80 90 100 110 120 130 _ 140
AE [keV]

Figure 2: andTable 1: Energy loss distributions of 8 GeV/c pions in 29 thick silicon for different
Geant3 and Geant4 models. MPV stands for the most probalie aad depends on material thickness, etc.

Another issue is the correct setting of a Geant4 production threshold high\was strong
impact on the number of generat&delectrons. The optimal choice of the cut defines a compro-
mise between the spatial precision of the simulation and the total number ohtghearticles.
Generally speaking, if the kinetic energy of a secondary electron is libthreshold cut, no soft
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secondary particle is generated and the transferred energy is simudaexbatinuous energy loss
by the incident particle. There are two use cases: in case of a test b&st(dy, one wants to
precisely describe measured data and avoid systematic shift in the rectiostof a cluster posi-
tion due to incident—electron. Such a shift might be comparable to detector precision, i.eakeve
um. As a solution, we recommend to set the cut so That« MPV, which automatically gener-
ates a realistic number 6felectrons. In a full simulation, on the other hand, the main concern is
speed, which is related to the number of simulated particles. In this situatiorrgfieerpble choice

is Teut > MPV. In order to demonstrate that the amouné-eélectrons is far from being negligible
and to study how they contribute to the energy distribution tail, we have simulategyelosses in
75um thick silicon and seTey: < MPV (see Fig[[3).

8000E- Total deposited energy

7000; - Energy deposited by d-electrons

6000

5000
4000F
3000
2000F
1000F

I |

70 80
AE [keV]

% 10 20 30 40 50 60

Figure 3: Deposited energy by 0.5 GeV/c pions in (@ thick silicon (threshold cut set to Oidn). Red
histogram corresponds to the fraction of deposited enezggigted by-electrons.

The last issue concerns the definition of a sensitive detector and Géapigize calculation.
In a full simulation, we use the default Geant4 optimal calculation of individtegps (2-3 steps
per detector) and accumulate them to create 1 SimTrackerHit per partictketawor (except for
loopers). The main advantage of such procedure is its simplicity (1 MC pasticleSimTrack-
erHit) and speed. The disadvantage is that fluctuations are not simulagdgly and have to
be re-sampled at digitization level again. In case of detector resolutiorest(rb speed issues)
we force Geant4 to set the step size comparable to detector spatial resahdidhus simulate
the fluctuations precisely. For comparison of different approacheeBigd4.

4. Digitization

Digitization is the simulation of detector response to ionizing particles and/or photeonag-
netic field, based on detector physics. We implemented the digitization in two neliv Mack-
ages: SiPxIDigi, simulating the response of a DEPFET pixel detector, atapBifgi, simulating
the response of either single- or double-sided micro-strip detector. Wklwote that the imple-
mentation is very generic and can be easily adapted to various pixel andforstrip technologies.
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C ~ Options:
- N N Geant4 - auto, MPV=18.5keV, FWHM=9.0keV
108 ! SiPxIDigi - 5 pm, MPV=18.5keV, FWHM=9.5keV
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Figure 4: Comparison of energy loss fluctuations by 0.5 GeV/c pionsOinr8 thick silicon generated at
Geant4 level, with MPV =18.5keV and FWHM =9.0keV (red dashed)| versus digitization level, with
MPV =18.5keV and FWHM =9.5 keV (black solid line). To emphasagreement in distribution tails, log-
scale is used.

4.1 Geometry and Data Flow

At the input, the packages require SimTrackerHits collected within a detetégration time
window. At the output, the TrackerPulses or TrackerHits (after clugeere saved. All hits have
relations to MC truth information and if more than one particle has contributed teighal cre-
ation, the one with the highest weight is saved. The typical vertex geomesigrdconsists of
several silicon layers, each consisting of a few ladders and eaclr ladslesually more than one
active sensor (right Fif] 5). In order to separate the physics modejewmetry implementation,
each package has its own geometry interface providing all necessamnatfon. The whole dig-
itization procedure is performed within the sensor local coordinate systéerewor VXD it is
defined as followsx'-axis is perpendicular to the sensor plane and to the beamyazisis lies in
a sensor plane and is perpendicular to the beam Zxasijs is parallel to the beam axis. Position
(0,0,0) is defined such as thé y', Z coordinates are always positive (right Hig. 5).
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h Drift ]’ ) y4
Ro:
Diffusion  P* bias
v : é@

B field, Z axis
®

+V A'l Global

Al X

Figure 5: Left: Schematic layout of charge collection in silicon micrdgstietector.Right: Local X (in
blue) versus global (in black) reference system with detailed VXD layerladder structure.
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4.2 SistripDigi - Physics M odel

After a Geant4 particle enters a sensitive detector, bunches of e-hgraimsquidistantly
generated along its path, with a user-defined segment of sqverdsee left Fig[]5). The seg-
ment size is usually set at the level of the detector intrinsic resolutidi20um. A fraction
of charge, which is then assigned to each bunch of e-h pairs, is eitleelatad as a ratio of
the total deposited charge, associated with each simulated hit, divided byrtiiEenof segments,
or simulated through internal implementation of Gea®4Jni ver sal Fl uct uat i on routine.
The first method is preferred if Geant4 step size can be set to the reguéedion (TB studies).
The latter approach is used when no limitation to Geant4 step size has beed appliene wants
to take into account the energy loss fluctuations with the required spatiziaagc As the fluc-
tuation depends on particle type and its energy, detailed calculations of nr@aatian losses
are required by thé&4Uni ver sal Fl uct uat i on and thus different Geant4 models have been
utilized: ABet heBl ochMbdel for hadronsAMuBet heBl ochMbdel for muons and34-
Mol | er BhabhaMbdel for electrons & positrong]4]. The disadvantage of that approachtgtha
may require a crosscheck with Geant4 (see[Fig. 4). Finally, the numbegated e-h pairs in each
bunch is calculated and Poisson fluctuated. The energy needed toasresatepair is 3.65 eV.

All generated electrons (holes) are drifted in the electric field towafype (p-type) elec-
trodes. As micro-strip sensors have a non-trivial distribution of the @&dattd and thus the cal-
culation of the weighting field would be necessary (¢e [3]), we have sieplifie micro-strip
structure to a simple p-n junction. Importantly, we have retained the depemadércarrier mo-
bility on temperature and carrier position The dependence is defined [n {4.1) and Ec, B
are temperature dependent parameférs [6]. The strong dependemckility on temperature and
corresponding intensity is illustrated in Hi§. 6.
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Figure6: Left: Electricintensity versus position in a 3Qén thick silicon sensor for different bias voltages:

150 (solid), 200 (dashed) and 250V (semi-dash&ight: Corresponding mobility of electrons (blue) and
holes (red) for different temperature: 253 (solid), 273sfokad) and 300 K (semi-dashed).

Solving the following ordinary differential equatiop (4.1):

d d2

E X) _ <V+Vdep N 2XVdep
_ Vm/Ec
HEXT) = (areepm

v(x(t)) = HE(X) ) (4.1)

wherev stands for velocityu for mobility, E for intensity, Vgep for depletion voltagey for bias
voltage andl for detector thickness, one gets the carrier drift tigag. The time is used to estimate
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the effect of diffusion, where diffusivitP is calculated using the Einstein relatign [4.2):

D= kc;r[j — 0 =/ 2Dtgsift (4.2)

Here, k represents the Boltzman constahttemperatureg carrier charge angi average mobil-

ity. As a fast numerical technique the Romberg integration method has begénTise algorithm
exploits a very general idea of Richardson’s deferred approachetbntit, where a function is
first integrated using trapezium rule and then the result is extrapolated limthésee [T]). After

the carrier bunches have migrated to the electrode surface, they aisedithy multiple collisions
and final Gaussian distributions (withdefined by[(4]2)) are mapped to the strip layout. In the pres-
ence of a magnetic field, the centers of such distributions are first shifted by Lorentz afgle (4.3)
The right panel of Fid]7 illustrates the dependence of Lorentz anggigand carrier position.

d
T H(EC)rBdx
tan(9 X r=1.1340.0008273—-T) fore (4.3)
L)=——7F—"— :
4 f — 0.72—0.0005273—T) forh
[dx
X
107 — 14
e 12F e
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Figure 7. Left: Dependence of drift velocity versus intensity in a 300 thick sensor for electrons (blue)
and holes (red), both for different temperature: 253 (30833 (dashed) and 300 K (semi-dasheright:

Lorentz angle in 1.5 T magnetic field versus intensity (cgpomnding tax position) for electrons (blue) and
holes (red), both for different bias voltages: 150 (sol&)Q (dashed) and 250V (semi-dashed), T=273 K.

Several electronic effects influence the final distribution of the colledtadge on each strip.
First, if the geometrical pitch is different from the read-out pitch, half &f ¢harge is naturally
collected by the left strip and the other half by the right strip. Furthermoterstmip capacitance
G, strip-to-backside capacitan@g and capacitive couplin@, in case of AC coupled front-end
electronics, are natural sources of mutual micro-strip crosstalk (elstw@ring). Due to this effect,
the charge collected on each read-out strip is redistributed again to neigidpread-out strips as
follows: )

IstripGCi

ineighbour: m
An important capacitance here is the coupling capacitance, as it effgaivables to avoid the DC
load by the continuously generated leakage current.
Second, common mode subtracted noise (CMS) is generated (using @alissibution) and
added to the signal. The typical signagms of such a distribution usually depends on the length

(4.4)
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(capacitance) of the sensor and might be from several hundreds usaiimts of e. Finally, if
the read-out is binary, the charge above a specified threshold is setattdlto O (discarded)
otherwise. In case of an analog read-out, strips with a seed charfeuark (~ 5o.ms cut) and
then the neighbouring strips with charge above a given threskholiby,,o are added to the cluster.

After clustering, the double-sided or single-sided back-to-back detgutovide 2D spatial in-
formation, while single-sided can provide 1D information only. In case afle tracks, the num-
ber of hit strips, i.e. cluster size, might be higher than 3 and the centgnaeity algorithm is not
optimal anymore. Thus, the head-tail algorithm has been used, wharedgr are the charges in
the left- and rightmost strips amghpw is the average charge of intermediate strjps [8].

> XiGi

_ clister

> G

cluster

Xr + X —
R L_|_QR ac

X i= — itch 4.5
HeadTail 2 2qmbtw p ( )

XcoG

In case of double-sided sensors, the position is calculated indepeniddrdli directions and then
combined into a TrackerHit. This gives rise to artificial hits (ghosts). Tagetlith a 1D or a 2D

spatial position a covariance matrix is estimated. The procedure consisisdaratieg reasonable
statistics of muons passing individual detectors at sevkemaigles (20, 3C°, ...) and calculating

the residuals (using MC truth information). The sigma of the gaussian, fittinggthteal 90% area
of the residual distribution, defines then the TrackerHit resolution in thgeeive direction.

4.3 SiPxIDigi - Physics M odel

Unlike a strip detector, the DEPIleted Field Effect Transistor (DEPHEY, {@presents a com-
plex 2D device and a substantial simplification of in-detector physics pseseis crucial for
the digitization to perform in reasonable time. DEPFET can be described a&3Stype field
effect transistor integrated on a sidewards deplgtenh- silicon detector (Fid]8). The device
combines the advantages of fully depleted silicon sensor with in-pixel ampbficaBy means
of sidewards depletion an additional deggmplantation (a potential minimum for electrons) is
created right underneath the transistor channel (see righf] Fig. 8.c#@h be regarded as an in-
ternal gate and when a patrticle creates e-h pairs, holes drift to the batdctand electrons are
collected in the internal gate, where they accumulate. The signal chargiedus to a change in
the potential of the internal gate, resulting in a modulation of the channarduwf the transistor.
After read-out, the signal charge is cleared out by a positive voltaige ptithe clear contact.

V., Ee
& \
X X

p+ B n+ H Alu Depleted area

FET gate

P+ source

amplifier
Clear gate =\

M elear|  pagrgy

depleteqd
N-Si bulk

Figure8: Left andMiddle: Cross section of a sidewards deplepedn-n silicon detector and corresponding
distribution of electric potentiaRight: 2D scheme of DEPFET pixel.
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The generation of e-h pairs and continuous energy loss fluctuation is sathuhathe same
way as in SiStripDigi. What differs significantly is drift and diffusion (seg.B). Based on full
3D device simulatioh we have divided a pixel matrix (see right Hijy. 9) into drift and non-drift
regions, which are defined as regions with and without lateral fielkis) respectively. In drift
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Figure9: Left: A scheme of digitization procedure in DEPFERIight: In-pixel potential distribution iry-
direction for double-pixel structure and for differenttdisces<=1, 4, 10, 2Qum from the bottom of the FET
structure. Blue regions with no lateral field are emphasized

regions, longitudinal driftX-axis) of electrons in 1D parabolic shaped potential:

o(x) = %x(d —X) + g(vx:d —Vx=0) +Vx=0 for Np < Na (4.6)

is performed up to a distance 10um below surface. From there, electrons achieve potential
minimum by lateral drift. The total drift time determines, as in SiStripDigi, a diffusigma and
thus influences the diffusion spread. In non-drift regions, elec@chgeve the minimum by mere
diffusion (simulated as a random walk), which significantly increases ftftetidre and the corre-
sponding cluster size. In the presence of magnetic field, the charge utistnilis first shifted by
the Lorentz angle (the angle is given as an input parameter) and thelfargeadistribution is then
mapped to the pixel layout, so no FET effect is directly simulated. In the ateta®on: g stands
for carrier chargeg for permitivity, d for detector thickness ardy for the dopants concentration.

As DEPFET has almost no capacitive coupling between individual pixelsharge-sharing
effectis assumed. But there are other electronics effects, whichkareiteto account. A common-
mode subtracted noise is added to the generated signal and an effebtCo{afhalog-to-digital
converter) is considered. In the ADC, the analog data are comparedttd thigesholds (for a given
number of bits: 5,6, 7 and 8) and the total charge is then translated into diffiés.digitization,
clustering is performed and COG or head-tail algorithms are used.

4.4 Results and Models Validation

The physics model implemented in the SiStripDigi package has been validaiadtabe AT-
LAS SCT test beam data. For the validation, a simulation of 180 GeV/c piorssngaa binary
read-out micro-strip detector has been performed. Concerning the sonudad test beam condi-
tions, the binary threshold has been set to 1 fC, detector noigg,te= 1500 e and telescope spatial

Iperformed by R. Richter, MPI Munich
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Figure 10: Left: Typical efficiency versus threshold for binary read-outedatrs (S-curve): simulated
median = (341+ 0.01) fC (top), experimental median =.83+ 0.1) fC (bottom). Right: Median collected
charge versus incidence angle: simulations with drift aiffd€lon, no d-electrons simulated (green), drift,
diffusion and cross-talk effects (blue), and full simutattivith d-electrons and all digitization effects (black).
Measurement results (test beam) are shown as red markers.

resolution to~s 5um. See [10] and[]3] for details. To determine the importance of individual ef
fects, the simulation has been performed with and wittéeelkectrons (difference between black
and blue curve in Fid. 10), and with and without mutual cross-talk eftéffe(ence between green
and blue curve). The simulated S-curve (binary threshold scan) amtresponding median, as
well as the median charge versus incidence angle, perfectly agree witretimired data.

~
T

£t g E E
o r co04f— -
#® 6 x F o 3
o F v = Bt b Geant4 + MC Digitizer B
gt g & e F E
5°F e E Data TB 2008 3
1] E =
Z o g L2 03f =
O 4F E E
3f 02 -
2 E 3
I | @ Data TB 2008 o1FE- 3
1B | op mc Digitizer = 3
ol v o b b b ba iy s T A PO oy o PR A

-1 0 1 3 4 5 0 2 a4 6 8 10 12 14 16 18
Incidence angle [deg] Column signal (x 1000 e)

Figure 11: Left: Cluster size versus incidence andgRght: Single-column signal distribution for inclined
tracks. Right peak corresponds to passage throughuwAbthick silicon (no inclined tracks), left peak cor-
responds to effective passage throughuBothick silicon (inclined tracks) - signal extraction frohmetthick
detector in order to estimate signal generation in thinretdalors.

The physics model implemented in SiPxIDigi has been validated against DEfBEGeam
data [I]]. For the validation a simulation of 120 GeV/c pions in aiBthick DEPFET detector
has been performed and particular focus has been given on cereination of cluster size
measurements and signal charge generation, namely for inclined trackk. dBtributions are
depicted in Fig[ JJ1. Particularly interesting is the signal generation for irtlimedent particles,

10
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where the charge deposited in each pixel cell might be roughly the saméuaisrenthinned down
Belle ll-like DEPFET detectors.

5. Summary

We have described our approach to the simulation of pixel detectors EEJRNd silicon
micro-strip detectors for the Belle Il experiment using the ILC softwammé&aork. Furthermore,
we have addressed possible issues connected with such simulation in @Gedrg4plained in
detail our physics models, which are used to describe in-detector plprsicesses to simulate
the response of such devices. And finally, we have demonstrated thisnvalithe models against
the test beam data.
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1. Introduction

SuperKEKB, an upgrade of the successful asymmetre ecollider and actual world lumi-
nosity record holder (21 x 10**cm2s™1) KEKB (Tsukuba, Japan), will start commissioning by
fall 2014 [3]. The main goal of the new Super Flavour Factory is to dramiftimcrease instan-
taneous statistics by a factor of 40 and thus deliver an integrated luminogityaif * by end of
2022. For that reason, the nano-beam option has been chosen.edimepipe radius in the in-
teraction region will be then only about 10 mm, which has a positive effeth@mphysics related
to vertex reconstruction, but it presents a big challenge for the vertextde itself due to harsh
background environment. The background level generally increasghly as the inverse square
of the radius. In Belle, the innermost layers of the vertex detector codsistaicrostrip sensors.
But due to the expected large hit occupancy and, consequently, secramount of false 2D hits,
so-called ghosts, the innermost layers of the new precision vertex detactoo longer be com-
posed of microstrip sensors and pixel sensors have to be used inSteaghixel detectors have
much larger number of read-out channels, and thus lower occupamdyill provide hits with
true 2D information (unlike the strips combining two pieces of 1D information intorarnon hit,
which is ambiguous). Furthermore, as low momentum partieleseveral hundreds of MeV) dom-
inate at B-factories, multiple Coulomb scattering plays an important role in vextaxstruction.
Therefore, the material budget of the vertex detector, particularly ahtrermost part, has to be
seriously constrained. The pixel detector concept, based on thet@jtechnology, allows for
such low material budget.
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Figure 1. A scheme of the future Bellell detection system with a dethithe silicon vertex detector.
The SVD together with PXD and a beam pipe is shown on the hedtstandalone PXD on the right.

In order to deal with the challenging working conditions, particularly thesased background
level and higher event rates, and, simultaneously, provide the rednigie@recision measurements

N
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of B meson decay vertices, a new design of the Belle Il silicon VerteX Daté¢XD) is planned,

see Fig[]l. The vertex detector will consist of 2 layers of thinneguffsDepfet-type pixel detec-
tors (PXD), with radii of 14 and 22 mm, and 4 layers of double-sided midpmpdatectors (SVD),
with radii of 38, 80, 115 and 140 mm. The three outermost layers of SV@xemded to the for-
ward region (slanted design) to fully cover, together with a central dudintber (CDC), Belle Il

angular acceptance from 1 150 in polar angle.

2. Multi-Parameter Optimization Study & Software Framewor k

During the initial phase of each vertex detector project one has to dsrefie into account
the different aspects of detector technical design, such as layoutjaigtenoling, etc., and choose
the optimal configuration to fully achieve the planned physics performaktealeal tool for such
multi-parameter optimisation studies are simulations, allowing to try out all availablgrdep-
tions. For that reason we have initially utilized a modular design of ILC soévirmmework [[B]
and adapted its functionality to the Belle Il needs. In the software framewetave implemented
the full chain of the following tools: generator (Evtgen and KoralW foreyation of Belle physics
events and expected QED background respectively), Geant4 simuldaika (with full material
implementation of VXD geometry), digitization (pixel and microstrip silicon detectorsilation
[A]). Furthermore, we have utilized the ILC software pattern recognitiwhaalapted the tracking
software (Marlin modules). For detailed scheme of the simulation chain se@. Aiythe simu-
lations, the influence of following parameters (configurations) has beeied: material budget,
layer radius, layer thickness, pixel geometry arrangements, pixelgeoepetry setup in the for-
ward region.

Simulation Reconstruction

Figure 2: The scheme of software simulation and reconstruction dfi@ised on ILC software framework).

2.1 The Expected Material Budget of the VXD

The expected material distributions of the whole vertex detector have hedied using
Geant4 simulations for two different options (Hip. 3). One with a barrel-li&engetry configu-
ration in the forward region, the other one with a conical-like geometry, i.e. Wb with slanted
sensors in the forward part. The latter represents the current Belledlibe configuration.
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Figure 3: Vertex detector geometry in two options, with the barrkélgeometry in the forward region
(barrel-like SVD), depicted on the left, the other one witlke tonical-like geometry in the forward region
(conical-like SVD), depicted on the right.

The following key components have been implemented: a beryllium beam pipe i@iom
thick golden foil (meant as a protection against soft synchrotron rad)eadiod a cooling gap filled
with paraffin as a cooling medium, active PXD silicon sensors together with plasgive parts
(silicon rims, support and electronics chips, so-called switchers),fanadly, active SVD silicon
sensors together with their passive parts (sandwich carbon fibeth@os)al and eletrical insulation
(Rohacell layer), kaptons, read-out chips and a steel cooling pipd filltn CO, as a cooling
medium). The parameters of the baseline geometry, used in the simulationamameuszed in
Tab.[1, the results are shown in Hib. 4. Comparing the two options one @atyclee the substantial
increase in material budget for the SVD barrel-like geometry in the regam &7 to 45°, which
grows up by 50 %.

R[mm] #Ladders #Sensors 9 [deg]

PXD layer 1 14 8 2 0.0
PXD layer 2 22 12 2 0.0
SVD layer 1 38 8 2 0.0
SvD layer 2 80 10 3 11.9
SvD layer 3 115 14 4 17.2
SVD layer 4 140 17 5 211

Table 1. The parameters of Belle Il baseline geometry with slantedaders in the forward region.

2.2 Optimization Study of the Depfet Pixel L ayout

The Depfet pixel sensors can be manufactured in several layouhspiidie final physics per-
formance, for different options, can be efficiently studied with singlé¢igias (0.5 GeV muons),
generated at the unsmearete™ interaction point with selected values of polar an@land uni-
formly distributed in azimutly. For evaluation, we have used the quantity of the in-plane (intrinsic)
resolution in both sensor directions:Rad plane (perpendicular to the beam) ahdirection (par-
allel to the beam). The first option, F[g.5, have been a study of con<t&8)(versus variable
(VPS) pixel size inZ direction. The study has been performed for two configurations: with 800
pixels inZ (p1 ~ 123um, pz ~ 147um for CPS ando; ~ 117— 178um, p2 ~ 145— 174um for
VPS, wherep stands for the pitch of the first and second layer respectively) and i fixels
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Figure 4: Expected material distributions obtained from Geant4 &an: SVD barrel-like geometry on
the left, SVD conical-like geometry on the right. The indival bands correspond to: the beam pipe golden
foil, beryllium beam pipe and cooling gap filled with paraffactive PXD sensors, passive PXD material
(silicon rims, support and electronics chips), active S\éDsors, passive SVD material (sandwich carbon
fiber ribs, Rohacell layer, kaptons, read-out chips andtiw sooling pipe filled with CQ.

in Z, the baseline,ffy ~ 61um, p2 ~ 73um for CPS andgy ~ 38— 177um, pz ~ 56— 174um for
VPS). The key idea of the variable pixel size consists in keeping the ckiggetand thus resolu-
tion) constant along th&-axis, independently on the polar angle of emitted particles. This can be
practically done by decreasing the pixel size gradually from the edgeaabf ladder to the point
closest to the interaction point. So, we have first geometrically evaluatied) @sine from the in-
teraction region) the optimal pixel size starting at the edges of the laddérefuve have kept on
decreasing the pitch until we reached the minimal size, limited by the given nwhbeétels in

Z. The minimal pixel size has been used then for the remaining pixels to the poitti€ ladder)
closest to the interaction point. For details, see schematic drawing ifj Fig. 6.
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Figure 5: PXD in-plane resolutionim] in Z direction for different design options: CPS with bricked
structure, 5Qum pitch in R-®@ and 800 pixels irZ (filled red squares); CPS with bricked structure y50
pitch inR-® and 1600 pixels iZ (filled blue squares); VPS with bricked structure 180 pitch inR-® and
800 pixels inZ (filled green triangles); VPS with bricked structure, 5@ pitch inR-® and 1600 pixels iZ
(filled black triangles). The resolution for the first laysrdepicted on the left side, for the second layer on
the right side. PXD thickness has been set teus0

The studies have been performed for 80 thick PXD sensors, the originally considered
design, and the in-plane resolution has been defined as a root meaa sfjtiee 95 % area of in-
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Figure 6: The schematic drawing of VPS option. Tlpg parameter corresponds to the pitch of smallest
pixels, repeatedN + 1) times, then the pitch increases continuously until the éadxdige is reached. Due
to the asymmetry of ladder position with respect to the atBon point, the pitch on the left is of different
size than on the right.

plane signal residuals distribution. Such a definition has excluded nossiga tails and provided
good stability independently on the polar and azimuthal angle of reconsinpattcles.

The second line of optimisation studies, fflg.7, has been the study of brekeds non-
bricked structure ifR-® plane, where the bricked stands for a layout with pixels shifted by a half
of pitch every even row. The key idea of bricked structure consists neasing signal/noise ratio
for edge pixels in clusters of size higher than on&jrand thus increasing resolution for non-
perpendicular tracks. The pixel pitch has been set to two spzes50um for unbricked structure
andp > 70um for bricked structure (lower not technologically achievable).

Due to the technological limits on pixel pitch (bricked technology availablepfor 70um
only) and expected gain in resolution limited to the forward region only, theickenl layout has
been preferred. The variable pixel size brings significant improveimergsolution in the area
where most of the produced particles fly (due to B-factory boost), dmuiires internal imple-
mentation of extra drift fields in Depfet (too large pixels at the edges afaerwould lead to
inefficiencies in charge collection), which complicates the pixel design.tHfeoDepfet baseline
has been finally fixed to: 7om thick PXD with CPS along-axis and unbricked structure R
@ plane and will consist of: Z 768 rows inZ (256 x 55um + 512x 60um for the first layer,
256x 70um + 512x 85um for the second layer), 250 columrs50um pitch inR-®.

2.3 Optimization Study of the SVD Forward Region

Due to the asymmetry of energy of colliding particles at the SuperKEKB fadtoe SVD de-
sign with slanted sensors in the forward region brings a significant tiedtn terms of the number
of needed sensors to fully cover the required Belle Il acceptancareQiothe other hand, the me-
chanical design and consequently, mechanical stability, alignment, etmoseechallenging than
for the same geometry, but with extended (barrel-like) sensors in thafdmegion. In order to see
the difference in terms of material budget (see se¢tign 2.1), detectorrie-paolution (defined as
a root mean square of the 90 % area of signal residuals distribution)rehdhifi occupancy (corre-
lated with a cluster size and important for efficiency of charged partictemstruction), we have
studied the cluster size (F{g. 8) and in-plane resolution ([Fig. Z)ditection. There is no difference
between the geometries R ® plane.
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Figure 7: PXD in-plane resolutionlim] in R-® direction for different design options: CPS with bricked
structure, 5um pitch inR-® and 800 pixels irZ (filled red squares); CPS with bricked structure p50
pitch in R-® and 1600 pixels irZ (filled blue squares); CPS with bricked structure,un@ pitch in R-©
and 800 pixels irZ (open red squares); CPS with bricked structure,mOpitch in R-® and 1600 pixels

in Z (open blue squares); VPS with bricked structurep80pitch inR-® and 800 pixels irZ (filled green
triangles); VPS with bricked structure, ffn pitch inR-® and 1600 pixels itZ (filled black triangles); and
CPS or VPS with unbricked structure, pfh pitch inR-® and 800 or 1600 pixels i# (filled cyan circles).
The resolution for the first layer is depicted on the top, fa $econd layer at the bottom. PXD thickness
has been set to 50m.
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Figure 8: SVD in-plane resolutionlm] in Z for different vertex detector geometry options: SVD barrel
like (left) and SVD conical-like (right). The first layer isedicted with red, second with green, third with
blue and fourth with black colour. SVD sensors are g&0thick.
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Figure 9: SVD cluster size irZ direction for different vertex detector geometry optio&/D barrel-like
(left) and SVD conical-like (right). The first layer is depgd with red, second with green, third with blue
and fourth with black colour. SVD sensors are 320 thick.

2.4 Impact Parameter Studies

Figure 10: Definition of impact parameters iR-@ plane -dy and ins— Z plane -z, wheres denotes
the length of the trajectory arc IR-® plane. All parameters are expressed with respect to thecrefe
point P", the point of closest approach is denotedP@s

The resolution of impact parameters (IPJi- and zp, defined (Fid.1J0) as the projections of
distance from the point of closest approd#hto the reference poirfe’ (identical to the origin
for single particle studies and to the vertex for decay studies), are argeedure of the over-
all performance of the tracking system and are used to find the optimaetraartex detector)
configuration. The main reason is that the parameters naturally test thdayteetween the geo-
metrical setup of individual sensitive detectors and physics effeatscylarly multiple Coloumb
scattering and ionization losses. The mathematical formula describing thedatieno can be
then written as a sum of two terms: intrinsic detector resolution and the termdrétateultiple
Coloumb scattering, which depends on particle momenta:

o=/a2+b?/p? oftenwrittenas o =a®b/p

, where

p = pBsind®? stands for do (2.1)
p = pBsing®? stands for z (2.2)
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More details about howly andzy are defined in the ILC software framework can be foundlin [5].

In order to validate the whole software chain in the ILC software framewwoekhave first
studied the IP resolutiow(z) for positive muons reconstructed from thé/Jdecay (coming
from the decay of neutral B-mesons) in both BAGF[6] and ILC framé&wdiFor that purpose
we have implemented the Belle detector geometry.) Further, we have comghieded results
with the distributions from Belle cosmic muons measureméhts [7]. The IP resokiives are
depicted in Fig[ 41 and clearly demostrate a very good agreement betvee®alll standard sim-
ulation tool BASF and the new software used here.

o [um]

10°

IIIIIIII

T
A
3
j )

IIIII

0.0 0.5 1.0 1.5 2.0 2.5 3.0
p..sin(®)* [GeV]

Figure 11: IP resolution -0(z) for positive muons reconstructed from¥Jdecay in BASF (red open
circles, red dashed curve) and ILC software (red filled escled solid curve). In addition, the resolutions
from Belle data/MC cosmic muons are depicted: data (dotyeah curve - upper curve), Monte Carlo in
BASF (dashed cyan curve - lower curve).

Finally, we have studied the expected performance of the Belle Il vertextde: PXD+SVD
for typical Belle Il particle energies, see the resolution region below 1i@&¥.[L2 and compared
obtained results with the performance of SVD only, Fi. 12. The IP resoltitis been defined as
the sigma of double gaussian core (for fitter stability), where the doubles@auhas been fitted
in the 90 % area, the non-gaussian (exponential) tails have been excllidedbtained results
clearly demonstrate the substantial improvement in IP resolution due to the instadlbP XD at
Belle Il

Parameters for PXD+SVD:

o(do) = (9.7+0.5) @ (11L1+0.7)um/p (2.3)
0(z) = (121+05)® (17+£1)um/p (2.4)
Parameters for SVD only:
o(dg) = (138+0.9) & (37 2)um/p (2.5)
0(z) = (15+1) @ (44+2)um/p (2.6)
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Figure 12: The impact parameter resolutionRa® plane -o(dp) (on the left) and irZ direction -o(z) (on
the right) for Belle Il detector geometry. Two options haezb simulated: results from the combined PXD
and SVD tracking (red squares) and from SVD only trackingégrtriangles). For comparison, in dashed
curve, the resolution of Belle vertex detector (SVD2), aled from the cosmic data, has been depicted.

For comparison, the resolution of Belle vertex detector (SVD - versioffR)fl] has been
depicted. It clearly shows how the PXD detector improves the IP resolulsoncampared to
the Belle experiment.

3. Summary

For the optimisation studies of the Belle Il experiment we have developed sirfulilation,
digitization, pattern recognition and tracking chain in the ILC software frapnewWe have val-
idated its functionality comparing impact parameter resolutions with those obtairibd Belle
software framework (BASF). Concerning the optimisation results, we bfudied the expected
material budget of the future vertex detector (Belle Il PXD and SVD) aguiificantly helped to
understand the resolution of the new pixel and micrstrip detectors. Merege have contributed
to the final determination of the Depfet pixel layout. And finally, we haveistlithe improve-
ment of impact parameter resolutions due to the installation of PXD vertex de#tdhe Belle Il
experiment and compared the results with those of a vertex detector cansisBND only.

10



Optimization of the Belle Il Vertex Detector Zbynek DRASAL

References

[1] Bellell collaborationBelle Il Technical Design ReporarXiv: 1011.0352, KEK 2010
[2] DEPIleted Field Effect Transistomf{ t p: / / www. depf et . or g]
[3] ILC Software, official web pagehitt p: //il csoft. desy. de/ portal]

[4] Z. Drasal, K. Prothmann, B. Schwenks&ilicon Simulation Code for Belle Il and IL®0S (Vertex
2011),027

[5] T. Krdammer,Track Parameters in LCIO
[wwf 1 c. desy. de/ | cnot es/ not es/ LC- DET- 2006- 004. pdf ]

[6] BASF, official Belle Analysis Softwarehftt p: // bel | e. kek. j p]
[7] H.Ishino et al. Alignment Method for the SVD2 and Its Performariogernal Belle notd8N715

[8] H.Aihara et al. Belle SVD2 vertex detecta¥uclear Instruments and Methods in Physics Research A
(2006),568, issue 1, p. 269-273

11






12 Conclusions and Outlook 11

In the second part of the thesis we have presented, first, our approach to
the simulation of the response of silicon vertex detectors to ionizing particles
and /or gamma, and second, the optimization studies of the vertex detector
under development for the Belle IT experiment.

The digitization procedure has been in detail discussed with an accent
on its interplay with the Geant4 framework; particularly, the questions con-
cerning the right choice of a suitable physics model, generation of §-electrons
and definition of sensitivity in Geant4 software have been addressed. Fur-
ther, the digitization model in both pixel and micro-strip detectors, together
with clustering procedures are discussed. The peculiarities typical for the 2D
Depfet pixel devices, compared to silicon micro-strip devices (simplified as
a p-n junction), are explained too and our proposed solution is given in de-
tail. Finally, the verification of developed software using various test-beam
data is demonstrated.

In the optimization studies we have dealt with several proposed options.
First, we have demonstrated the expected material budget of the overall
VXD in two configurations: with and without V-shaped like sensors in the
forward region. Then, we have studied the impact of several pixel layout
configurations on the final VXD performance, expressed in terms of so-called
in-detector resolution. Namely, we have focused on scenarios with: bricked
structure, constant pixel size along Z direction and a completely novel idea
of variable pixel size along Z axis. The final decision made by Depfet collab-
oration has been strongly supported by results from these simulation studies,
and the decision follows: the Depfet active sensors will be 75 um thick with
constant pixel size along Z-axis and unbricked structure in R-® plane; fur-
ther, the Depfet sensors will consist of 2 x 768 rows in Z (256 x 55 um +
512 x 60 pm for the first layer and 256 x 70 um + 512 x 85 um for the second
layer) and of 250 columns with 50 wm pitch in R-® plane. The final study,
and probably the most important one, has been an estimation of VXD per-
formance in terms of tracking capabilities. For that purpose the software
results have been first validated against Belle software framework, BASF,
and then the impact parameter resolutions in R-® plane and Z direction
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have been estimated as:

Parameters for PXD-+SVD:

o(dy) = (9.7405) @ (11.1+0.7)um/p (12.1)
o(z) = (121+05)@® (17 + 1)um/p (12.2)

o(dy) = (13.8+0.9)@ (37 + 2)um/p (12.3)
o(z0) = (15£1)@ (44 £ 2)um/p (12.4)

which clearly demonstrates a significant improvement right due to installation
of PXD within the Belle Il VXD.

During the work on optimization studies a common effort to develop a new
Belle IT software framework has slowly arisen. The ILC software, though very
successful for our needs, was developed by a different collaboration, and from
base principals, couldn’t provide a full simulation framework for the Belle I1
experiment. It simply lacks sufficient support for any changes inside the col-
laboration. Nevertheless, the digitization software, successfully tested using
test-beam data, and ideas used in these studies have been gradually trans-
ferred by VXD collaboration into this new framework, named basf2 [62], and
the software remain under further development.
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