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Abstract

Belle II is an international particle physics experiment located at the KEK Laboratory in Tsu-
kuba, Japan, where the SuperKEKB accelerator operates. SuperKEKB is an asymmetric elec-
tron-positron B-factory, designed to operate at a center-of-mass energy of 10.58 GeV, cor-
responding to the mass of the 7(4S) vector meson resonance, which decays into B meson-
antimeson pairs nearly 100% of the times. The asymmetry in the beam energies results in a
boost of the center of mass in the laboratory frame, necessary to study time-dependent decay
rates and CP asymmetries.

While the previous experiments (BABAR and Belle) at first-generation B-factories (KEKB and
PEP-II) were mainly dedicated to the measurement of CP violation in the B system, Belle II
will focus on precision measurements of decays of bottom and charm mesons and 7 leptons
and on the search for rare or forbidden processes that may provide indications of physics
beyond the Standard Model.

A significant Belle detector upgrade was necessary since the KEKB accelerator, already hold-
ing the world record for achieved luminosity, has gone through a substantial redesign. It will
allow to obtain an even higher peak luminosity £, providing the Belle II detector with a 50
times larger integrated luminosity f %dt =50ab~!. This will enhance the probability of find-
ing hints of new physics in the flavour sector and will surely improve the precision on mea-
surements of the Standard Model parameters.

My research project aims to measure the D° lifetime with the first processed data of the Belle II
experiment, collected during the period of data taking between March 2019 and June 2019 and
corresponding to an integrated luminosity of 2.6 fb~'. The target channel of the analysis is

D** 5 D(- K n")nf +cc,

whose cross section at v/s = my4s) c? is ~9pb. The objective is to demonstrate the vertexing
capability of Belle IT as an essential element for time-dependent measurements and for a large
fraction of the physics program. This measurement requires both high resolution on track
momenta and the ability of resolving the production and decay vertices of the D?’s, which
is rather challenging since the average flight distance of D%s from D* decays is ~ 220 um.
D* candidates are selected from c ¢ events and not from B decays because they add a non-
negligible flight length to those of the D°’s and would induce e bias in the measurement. The
momentum of D* ’s coming from the decay of B mesons has a maximum value that can be
used as a threshold to discard the processes involving B decays.

The pion from D* decay is traditionally referred to as “slow” pion since its phase space is very
limited due to the small mass difference between the D* and the D°. This results in a very
narrow distribution for the released energy of the decay, defined as Q = m (D) —m(Kn)—
m(my).

The main elements of the analysis examined in this thesis are: the calibrations, the analysis
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tools and the reconstruction performance, mainly related to tracking (efficiency and impact
parameter resolution), vertexing and particle identification.
A precise knowledge of the position of the Interaction Point (IP) and the size of the beam spot,
i.e the region where the two colliding beams overlap, is needed. My task was to provide the
run-dependent beam spot parameters and contribute to make them available to the analysis
tools (e.g. fitters) through the access to the database. First, the IP position was reconstructed
online in the context of the Data Quality Monitoring (DQM) of the experiment. Then, the
same information stored for the DQM was also used for the beam spot calibration, which was
as useful to the experiment as it was to our analysis.
The selection for the lifetime measurement takes place in two steps: the pre-selection, cen-
trally made by the Belle II production to provide only the candidates passing basic require-
ments, and the final selection, which constitutes an important part of the work for back-
ground suppression. It also required to investigate the performance of the detector since the
efficiency and purity corresponding to each of the considered variables needed to be evalu-
ated. It is important to emphasize that the selection has been studied directly on data and
not on Monte Carlo (MC) since the main goal of the thesis work was to prove the good perfor-
mance of the detector. Furthermore, the agreement between data and MC s still non optimal
due to the early phase of the experiment.
The fits to the mpo and the Q distributions have been performed in order to define the signal
region where to extract the final candidates from. In the (mpo, Q) space, a sideband region is
also identified, with the purpose of estimating the level of background. Characterisation of
signal and background was made on MC by means of the Belle II analysis tools. MC samples
used for the analysis consist of 10° signal events and the equivalent of 80fb~! for the main
processes at B-factories: BB decays, continuum processes (e " e~ — g4, q = u,d, s,c) and
ete™ — 771~ events (collectively called generic MC). The signal was treated separately to
study the resolution function and test the probability density function (PDF) for the unbinned
maximum likelihood fit to the proper time distribution. The proper time ¢po is obtained from
the reconstructed momentum p of the D, the nominal mass mpo and the measured distance
between the production and decay vertices.
The identified background sources are ¢ ¢ processes with D® — K7y X decays and mis-re-
constructed or fake 7’s attached to true D%’s to make the D* candidates, and they are both
treated as signal in the final model. Combinatorial background contamination, despite being
very small due to the low statistics, is included in the final fit as a separate and fixed compo-
nent extracted from the sidebands. The model has been validated on the full MC sample,
obtained merging the various samples. The result obtained on the 2.6fb~! sample of early
data is

Tpo = (400£6 (stat) £9 (syst)) fs.

Among the possible sources of systematic uncertainties, the largest one is given by the resid-
ual misalignment of VXD or biased beam spot position calibration. These two points can have
the same effect of shortening or lengthening the measured proper time. The final value of 9fs
is obtained by summing in quadrature this term with the other evaluated contributions, re-
lated to the choices made for the selection and the PDF for the fit to the proper time.

The uncertainty on the measurement is dominated by the systematic error, although the avail-
able statistics is still very low.

The natural next step of the analysis would be to repeat the reconstruction once improved
calibrations are available, both for alignment and for the beam spot. Further studies on MC
can reveal all the possible effects that such non-optimal calibrations can induce on the mea-
surement.
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In addition, the analysis can be extended to other decay channels (multi-body charged and
3-body involving neutral states) but a deeper understanding of the detector performance is
indispensable.

The progress of the analysis presented in this manuscript is also documented in a Belle IT note,
being reviewed by an internal committee for the approval of the plots and the entirety of the
work and has been presented to the 2019 summer conferences.
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Introduction

The Standard Model of particle physics is supported by a formidable level of confirmation
by experiment, but it cannot be seen as a complete, satisfactory theory. Despite its tremen-
dous success in describing the fundamental particles and their interactions, it does not pro-
vide answers to many fundamental questions. Furthermore, there are some experimental
results showing discrepancies with the actual frame of the Standard Model (SM). The main
goal of particle physics is to investigate these discrepancies, which could point to possible
“new physics” scenarios, and try to explain the unresolved puzzles, briefly summarised here.
Since the Higgs boson discovery at LHC, a great effort is devoted to measure the Higgs dy-
namics as it is the responsible of the masses of the particles. Even though the Higgs mass
generation mechanism is well understood in the frame of the SM, there still is the hierarchy
problem, which raises the question of why the Higgs mass is so small compared to the Planck
scale and why there is an observed hierarchy in the fermion masses. Also the dynamical origin
of the tiny scale of neutrino masses remains a mystery: the detection of neutrino oscillations
has established that neutrinos have small, but nonzero, masses and that the flavour and mass
eigenstates do not coincide. Since it is not clear whether the Higgs boson can account for
neutrino masses, any discovery in neutrino physics may have a great impact on the flavour
structure of the SM.

Flavour physics is also struggling with the origin of CP violation and how do matter and anti-
matter particles differ. The Universe today contains a relatively small amount of matter and
a lot of radiation, but no significant quantities of antimatter. One condition for generating
such matter-antimatter asymmetry is, according to the Sakharov interpretation (1967), CP vi-
olation. However, the CP violation observed so far, as described within the SM via one single
phase in the CKM matrix, is insufficient to generate the matter-antimatter asymmetry seen
in the Universe today, which requires explanations beyond the SM.

Another cosmological puzzle is the nature of dark matter, that makes up 80 % of the matter in
the Universe. Astrophysics assures that the formation of structures in the Universe and their
persistence today is possible only with the help of additional gravitational attraction provided
by some form of invisible non-relativistic matter, which does not bind to ordinary matter and
has neither electric charge nor strong interactions.

Finally, any quantum field theory of the fourth known fundamental force, gravity, is absent in
the present SM. There is a well-founded belief that there must be some more profound theory
than SM where gravity can also be unified with electroweak and strong interactions.

In addition to these conceptual problems in the SM, a few experimental results are in tension
with the SM expectations, pointing to possible New Physics (NP). In particular, the muon
anomalous magnetic moment and the anomalies in flavour [1], involving both neutral and
charged current processes. In perturbative quantum field theory, the magnetic moment of
particles as predicted by classical field theory may receive corrections due to quantum effects.
Such corrections are also called anomalous magnetic moments, traditionally denoted by “g-
2". The anomalous magnetic moment of the muon g, —2 has become notorious for showing
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a noticeable discrepancy between theoretical prediction from the SM and its measured value
upto3.60.

In the heavy flavour sector, various tensions with respect to SM theoretical expectations are
currently present. In the SM particles belonging to the three generations of leptons have iden-
tical properties from one generation to the next, except for their masses; this is referred to as
lepton universality. A possible violation of lepton universality is called a flavour anomaly,
which would be a sign of NP beyond the SM. Indications of flavour anomalies have been ob-
served consistently and with increasing statistical significance around 2.5—30¢ in B meson
processes in various channels by a number of independent experiments. Of particular inter-
est are the branching ratios involving flavour changing AF = 1 processes such as Ry, and
Ry

I'(B—K®utu) R I'(B—DWry,)
YT (B DWin))

Kby = I(B—K®ete-)’

(lefe,u}).

Belle II is a next generation experiment of flavour physics whose goals are to search for NP
in the flavour sector at the intensity frontier, and to improve the precision of measurements
of Standard Model (SM) parameters. The research program follows the legacy of the previous
experiments (Belle and BABAR) at B-factories (KEKB and PEP-II), in competition and comple-
mentarity with that of LHCb at LHC. Belle II installation was completed in December 2018
and a first data taking period took place in March-June 2019.

The aim of this work is to demonstrate the capabilities of Belle II through the analysis of
its data, collected during the first three months of operations. In particular, the vertexing
performance are tested for the first measurement of the D° meson lifetime in the channel
D*t — DY(K~n™)n ™. Working in the context of the charm analysis working group, I person-
ally developed the analysis methodology and code, optimized the event selection and PDF
modeling, and performed the final fit to data. Given the importance of the interaction point
determination for this analysis, I developed the tools to provide the beam spot information
during data taking and store it in the conditions database.

The present thesis is structured as follows.

Chapter 1 briefly introduces to the SM frame and and CP violation formalism. An overview of
Belle Il physics program is given, with particular attention to charm physics and D°-D° mix-
ing and CP violation in the charm sector, which was observed for the first time by the LHCb
experiment in March, 2019. A more detailed description of the discovery is reported in this
chapter.

In Chapter 2 SuperKEKB and the Belle II Experiment are described, mainly focusing on the
increase in luminosity and the detector upgrades required to maintain or improve the perfor-
mance with respect to Belle. The main phases of the experiment are also outlined, presenting
the performance achieved so far and the problems encountered during the first months of
data taking.

In Chapter 3 the main elements for the analysis are explored: the calibrations, the analysis
tools and the reconstruction performance, which strongly involves tracking, vertexing and
particle identification.

A precise knowledge of the position of Interaction Point (IP) and the size of the interaction
region or beam spot, where the two colliding beams overlap, is vital for several analyses re-
lated, for example, to charm and beauty physics. In Sec. 3.5 the main algorithm implemented
for the time-dependent beam spot parameters determination is described and the effective-
ness of such calibrations for the success of the measurement is demonstrated throughout the
work.

Vertexing has a crucial role in this analysis since the production and decay vertices of D are
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few hundreds of microns from each other and require excellent resolution on the impact pa-
rameter of tracks. The Belle II VerteX Detector (VXD) efficiency has been evaluated in relation
to the channel studied. Moreover, Particle IDentification (PID) is fundamental to obtain high-
purity signal sample.

In Chapter 4 the selection criteria optimisation to reduce the background and enhance the
purity of the sample are described. The final selection for Monte Carlo (MC) an data are both
reported in this chapter. The official MC samples used for the analysis consist of 10° signal
events and the equivalent of 80fb™! for the main processes that can constitute a background
at a B-factory.

MC signal has been mainly used for the characterisation of signal and background while the
selection has been directly improved on data since the main goal was not to demonstrate
perfect agreement between data and MC but to prove the good performance of the detector
during its first months of operations.

In Chapter 5 the studies related to extraction of the D? lifetime are presented. The proce-
dure is conducted on MC first, in order to study the resolution function and test the fit model
on the various candidate categories identified in Chapter 4. Then the full available statistics
collected at the 7' (4S) resonance was used to obtain the final measurement with its statisti-
cal error. The last section is devoted to the estimation of the systematic uncertainty, which
reflects the present limits on the measurement and points to the improvement directions.
The precise measurement of primary and secondary vertices of short-lived particles such as
D mesons is the first step towards the measurement of mixing and CP violation parameters.
B-factories have proven to be excellent tools for charm mixing study and SuperKEKB will pro-
vide more than 6 x 10'° charm events (against the 10° collected at with Belle). The Belle II
Vertex detector is the main element for D-mixing sensitivity measurement since it provides
an improvement by a factor two on the D° decay time resolution with respect to Belle and
BABAr, which subsequently improves the precision of mixing and CP violation parameters.
For example, the extrapolated precisions at 50ab™! (expected by 2027) are < 0.1% on x and y
parameters, with an improvement of approximately 40% and 70% over the current respective
measurements [2].
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1 Belle Il and flavour physics

This chapter discusses the Belle II physics program in the broader context of research in par-
ticle physics. The main measurements planned for the next years of data taking are briefly
outlined. Particular attention is dedicated to charm physics, as the core of the present study
is meant to evaluate the capabilities of Belle II experiment in preparation for time-dependent
measurements on D mesons (as discussed in Sec. 1.5). The basic nomenclature and the for-
malism necessary to describe the phenomena of mixing and CP violation are exposed. Finally,
the experimental status in flavour physics is briefly reviewed in section 1.4, including the re-
cent observation of CP violation in the charm sector by the LHCB experiment.

1.1 Briefintroduction to the SM

At the basis of the Lagrangian Field Theory there is the concept of symmetry, which denotes
an invariance of the Lagrangian .¢, and thus of the associated equations of motion, under
some transformations. Such transformations can be local (coordinate-dependent) or global
and they can be continuous or discrete. The invariance may be with respect to coordinate re-
definitions, as in the case of Lorentz invariance, or field redefinitions, as in the case of gauge
invariance.

Of particular interest are the global discrete invariances known as C or charge conjugation
(replacement of a field by its particle-antiparticle conjugate), P or parity (sign reversal of all
spatial coordinates), and T or time reversal (sign reversal of the time coordinate, which re-
verses the role of in and out states). When constructing a field theory, locality, Lorentz invari-
ance, and hermiticity of £ are always required. That is sufficient to make any field theory
automatically also invariant under the product of operations CPT. In many theories the com-
bination CP, and thus also T, are separately automatic symmetries. This is the reason why the
experimental discovery that CP is not an exact symmetry of nature was such a breakthrough
event.

The Standard Model is the unified gauge theory for electroweak and strong interactions, the
gauge group being SU (3).®SU(2); ® U(1)y!. In this model a single theory includes the
electromagnetic and weak interactions — both neutral current (NC) and charged current (CC)
— and QCD. In particular, electroweak theory has the symmetry group SU(2) ® U(1) and
electromagnetic and weak coupling constants are correlated by the theory, while QCD and
electroweak theories are unified by the theoretical framework keeping their coupling con-
stants independent [3]. The current SM frame describes the interactions between the fermion
fields (quarks and leptons in Fig. 1.1) and the bosons as gauge fields:

e thefotony and the weak bosons (W, W—, Z9) for the electroweak field (vector bosons);

o the gluons, mediators of the strong interactions;

There ¢ denotes the colour, L the chiral component and Y the hyper-charge.

11



12 1.1. Brief introduction to the SM

o the Higgs boson, related to the Higgs scalar field, responsible for the mass generation

mechanism.
1st 2nd 3rd
Generation Generation Generation
u c t Y H
up charm top photon Higgs

quarks

boson

® @ 0| ¢

| down strange bottom gluon
0w @ @
g electron muon tau Z boson
% neutrino neutrino neutrino

electron muon tau ) | W* boson

Figure 1.1: SM particles.

The fermion fields of the SM (quark and leptons in Fig. 1.1), written in terms of Weyl spinors
ina (c, L)y notation, are:

Q; (3,2)1/6 left—handed quark doublet

Uf (3,1)y/3 right—handed quarkup

Df (3,1)_1/3 right—handed quarkdown

L; (1,2)_;/» left—handedlepton doublet

E; (1,1)_;  right—handed charged lepton,

where i = 1,2,3 denotes the generation index. For example, Q;(3,2);,¢ denotes the left-
handed (chiral) component of a field which is a triplet under SU(3) colour group and weak
isospin doublet, whose hyper-charge is 1/3. The weak hyper-charge is defined as Yy, = (Q—
T3), being Q the electric charge and T3 the third component of weak isospin (SU(2) compo-
nent).

The most general renormalizable Lagrangian can be written as:

ZLsm = Zin + gHiggs + Lyuk -

Here %}.;,, describes the free propagation in the spacetime and contains the covariant deriva-
tives and the fields’ strenghts; Zyee gives the Higgs scalar potential:

Lriggs = WO — Al (1.1)

where ¢ = (?}:) .

Finally, the interaction of the quarks and leptons with the Higgs field, introduced to give
masses to them and to the gauge bosons, is described by

Lok = yi‘ja"diDj + yl.’;@idiTUj +lepton term + h.c. .

Choosing u? < 0 and A > 0 and defining v? = —“72, the scalar potential 1.1 is (up to a constant

term): )
v
G%Higgs == —A, (¢T¢— E)
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which implies that the field acquires a vacuum expectation value, or vev, (¢) = v/+/2 for at
least one direction of @, for example in the real direction of the down component:

0
(9) :(v/ﬁ) ’

The Higgs vev breaks the SU (2) ® U (1) symmetry down to a U (1) subgroup and, writing the
doublet fields out explicitly,
oi~(if)

_ o d g ] u—i  J
ffmass_q—mijdeR—I—mijuLuR. (1.2)

gives mass terms of the form

The mass matrices are related to the Yukawa couplings and the Higgs vev (¢) = v/+/2 by

v
g _Y _a
m;; = 7 Yij
In general the m9 matrices are not diagonal; one can move to the mass basis and have the
m%’s diagonal through a unitary transformation

X t
m; = (V)i (m®) (V)

with the notation rﬁiqj indicating the diagonalised matrix. In principle the above L, R indices

are distinct from the L, R of the previous notation (1.2), but the i index is associated with the
left-chiral quark while the j index with the right-chiral quark (see Eq. 1.2). Thus rotate the

left-chiral and right-chiral fields by V; and V3 accordingly:

a; (VLq)j'qLJ
ap (VRq)j'qu’

having on the left the interaction-basis field and the linear combination of mass-basis fields
on the right. From here on the mass basis is used and the prime is dropped. In the mass basis
the Yukawa interactions are diagonal since mass matrices are proportional to the Yukawa ma-
trices but now the coupling of the W bosons contains off-diagonal terms. Indeed this change
of the basis leads to:

g — . § — . +
quqocﬁuLlyudLW'u_)ﬁuLlru<VuLVdL)dLW‘u' (13)

The element (V, ; V; ;) indicates the Cabibbo-Kobayashi-Maskawa unitary matrix:

Vud Vus Vub
Vexkm = | Vea Ves Vep | »
Via Vis Vib

where the quarks are ordered by increasing mass and the mass eigenstates are named after
their dominant flavour. As an N x N unitary matrix, Vg has N? real parameters, 2N —1
of which can be reabsorbed by the quark fields which multiply the right and left sides of the
matrix in Eq. 1.3, by means of a global redefinition of the arbitrary phases. Of the remaining
(N —1)? free parameters, N (N —1) /2 are the Euler angles while the others § (N —3) + 1 are
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unremovable complex phases - just one, for N = 3. The standard way to parametrize the
matrix in terms of mixing angles and the irreducible phase is the following

—id
C12C13 $12C13 S13€
_ i6 i6
Vekm = | —$12€23 — C12823813€ C12C23 — S12523513€ $3C13 |, (1.4)
i6 i6
$12823 — C12023513€ —C1283 — 812023513€ C23C13

given that ¢;; = cos 0;; and s;; = sin §; ;.
The measured values of the modules of the elements are reported below [4]:

0.97446£0.00010  0.22452+0.00044  0.00365%0.00012
Vexm = | 0.22438+0.00044 0.973597 9010 0.04214+0.00076
0.00967 stooes 0.04133+0.00074  0.999105+0.000032

At the price of loosing unitarity, Wolfenstein introduced a different parametrization guided by
the fact that the matrix elements can be expressed in terms of the four parameters A, A, p,n,
defined as:

_ | Vs |

=82 =
V IVud|2+|Vus|2

Vep

A)LZ =83 = A

us
AN (p+if)vV1—A2Q4
V1I=22[1—A224(p +i7)]

AN (p+in)=spe®=Vvr, =

which leads to:

1—-A2/2 A AX3(p—in)
Ve = —A 1—22%/2 A2 +o(AY). (1.5)
A (1—p—in) —AN? 1

Experimental values of the four parameters are [4]:

= 0.018 = 0.012
A=0.22453+0.00044, A=0.836+0.015, p=0.122")"°,  7=0.355")7.

The power of Wolfenstein representation is that it captures the relevant physics of CKM ma-
trix: the upperleft 2 x 2 matrix is the Taylor expansion in ;, of Cabibbo matrix?. Furthermore,
at the first order in A (which is < 1) the first two generations are decoupled from the third one
and only at third order in A the complex phase shows up.

The relations 1.5 ensure that p + i = —(V, , V¥, )/(V,, V7, ) is phase convention indepen-
dent and the CKM matrix written in tems of A, A, p and 7 is unitary to all orders in A.

A theory can be CP violating if and only if it has some set of couplings for which rephasing of
all fields cannot remove all the phases, while CP conservation is automatic for any theory for
which the most general form of the Lagrangian allows all complex phases to be removed. If
the Lagrangian involves a sufficient number of fields, either fermions or scalars, so that there
are more couplings than the possible phase redefinitions, not all couplings can be made real
by rephasing the fields. The three generation Standard Model with a single Higgs doublet has
only one CP-violating parameter. Thus CP violation per se is no longer a puzzle, but rather a
natural part of the Standard Model. However, as already discussed in the Introduction, further

2the first form in which the matrix was postulated took into account only the first two generations. This pro-
posal, made by Cabibbo, was the basis of the anticipation of the existence of the charm quark.
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sources of CP violation are needed to explain the matter-antimatter asymmetry.
Any relationship of the form of a sum of three complex numbers equal to zero can be drawn as
a closed triangle in the complex plane. Hence the unitarity relationships for the CKM matrix

Vud Vu*s+ Vcd Vc*s+ th Vtt =0 a

ViaVar T Vea Ve T Via Vi, =0 (b

(

(
vV.VE4+V VX4V V* =0 (c
VCKMVJKM:VCTKMVCKM:1<:>< us 'ub cs'ch ts 'th Ed
(
(

V VSV, VEFV, VS =0
e

us 'ts ub "tb

v . vi+V VX4V V5 =0

ud “cd us cs ub “cb

VeaViat Ve Vis+ Ve Vi, =0

—_ — " — W —

f

are referred to as the Unitarity Triangle relationships.

The fact that there is only one independent CP-violating quantity in the CKM matrix can be
expressed in phase-convention-invariant form by defining the quantity J, called the Jarlskog
invariant for Cecilia Jarlskog who first pointed out this form [5]:

3
Im(V;; Vi Vi Vi) =T Z Eikm€jin (1, ], k,1=1,2,3);
m,n=1

V; j are the CKM matrix elements and &, is the total antisymmetric tensor. All the unitarity
triangles have the same area, J/2, being the measured value for] = (3.18+£0.15) x 10~° [4]. This
area shrinks to zero if the CP-violating phase differences in the matrix vanish.
Notice however that, while the triangles have the same area, they have very different shapes.
Triangle (e ), the so called “charm unitarity triangle”, has two sides of order A and one of order
A3 (as is sketched in Fig. 1.2). Therefore measuring J using such a triangle is more difficult.

VEV,o ~ O)

cs T us

5
VerVup ~ O4)

VedVua ~ O4)
Figure 1.2: Charm Unitarity Triangle.

Triangle ( b) is the most interesting, because it has all three sides of order A® so all three angles
are of comparable magnitude. The price one pays is that all the sides are small, but this is not
as serious as the problem of measuring an asymmetry proportional to a very small angle.
This triangle, the most often discussed in relation to B-meson decays as the main “Unitary
Triangle” is conventionally drawn by dividing all sides by V_ , V¥, , which gives a triangle with
base of unit length whose apex is the point (p, 1) in the complex plane (Fig. 1.3a). Itis the least

flat triangle, hence the B; meson system is where the highest sensibility to CPV is expected.

1.2 Mixing and CPV parameters in neutral meson systems

Flavoured neutral mesons, those which have non-zero strangeness S, charm C or beauty B
content (neutral Kaons K° D°, B; and B, mesons) are an interesting physics laboratory,
since particle and antiparticle are distinguished only by the flavour quantum number, which
is not conserved by the weak interaction. This means that weak force can couple a neutral
meson |[M?°) and also the anti-particle [M°) to the same state I, resulting in the transitions:

M°—=T1—-M° andequivalently M°—T—M°,
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Figure 1.3: (a) Unitarity Triangle. (b) Constraints on the p,7 plane. The shaded areas have 95% CL. Pictures
from [4].

which combined generate mixing:
MM - MO....

Without loss of generality, we can refer to charmed mesons D%’s (with ¢ = £1) while intro-
ducing the mixing and oscillation formalism. Oscillations occur when the mixing process,
violating the flavour number, leads to the mass eigenstates not being flavour eigenstates. To
explain this, let’s consider the time evolution of neutral D mesons solving the free Schrodinger

equation . ‘
; d (DO)_(MH—%FH M12—%F12)(D0) (1.6)
dt\D° M}, —5I%, My—5In)\D°)" '
CPT invariance imposes

M11:M22 F11:r22'

The mass eigenstates, obtained through diagonalising this matrix, are given by (more details
in [6])

D) = e (D) B, Dy} = e (DY) =gl BY) . 1)
with
q_ Mikz_%rl*z .
p My, — 511,

They have different masses and widths, defined as follows:
Am=my—mg, Al'=1T,—1,. (1.8)
The time evolution of the mass eigenstates is thus:

|Da,b (t)> = e_%ra’bte_iMa'htlDa,w
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and the probability to find a D° at a time t in an initially pure D° beam is given by

2

P(DO_’EO,t)OCRB%DO(I))‘ _ q

e—Faf<1_|_e—A”—Ze_%A” cos(Amt)) (1.9)

while the probability to find a D at a time t in an initially pure D° beam is given by

P(D°—-D%1t) o< {(D0|50(t))|2 ’s e Tal (14 72" 20728 cos(Amt)).  (1.10)

We now introduce two dimensionless ratios, called mixing parameters:

Am Al — 1
=)=, FIE(FQ—‘y—Fb). (1.11)

There is evidence of oscillation in the D system if at least one of the mixing parameters is
different from zero. For the K system xg ~—0.95 and yx ~ 1; for the B; system x; = 0.770+
0.004 but y,; ~ 5x 1073; the B, system has x; = 26.72+0.09 and y, ~ 0.15[7], while for charmed
neutral mesons xp, yp < 1072,

As already mentioned in Sec. 1.1, CP violation is introduced in the SM with the complex phase

in the CKM matrix; it can manifest through a rich phenomenology, classified in three cases [8]:

1. Direct violation in decay, when the probability of the state M° going into a final state f
is different from the probability that the CP conjugate state M° goes into f. This form of
CPviolation is independent from mixing and can occur also for charged mesons. Defin-
ing Ar = (f|#,|M°) and A7 = (f|#,|M°), where %, is the Hamiltonian describing

A=
the weak process, CPVimplies ‘ é ' # 1. Infact, if CP were a symmetry for .#,,, CP would
commute with ¢, and |As| = |Af].

It is importanto to note that, in order to exhibit this type of CPV, it is necessary that the
process P — f proceeds through at least two amplitudes with different phases:

A_f — alei(51_¢l) _|_ azei(EZ_(pZ) ,

wehere the 0’s are the CP-invariant strong phases and the ¢’s are CP-violating weak
phases (they change sign under CP). In this case

|Ap P —|Af] = —4aya,sin(8, —62) sin (1 — ¢2).

Therefore the sensitivity to the uneliminable weak phase in the amplitudes A; and A 7
only if 67 # 6,. The experimentally accessible quantity is

r(M°— f)-r(M°—f)

[(MO— f)+I(M°— f)’

Acp =
which can possibly be measured as a function of time.

2. Violation in the mixing, when ‘%‘ # 1 (see Eq. 1.7). This would imply, from Eqgs. 1.9

and 1.10 that the probability for a D° to go into a D° is different from the inverse process.
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Figure 1.4: Interference between decay and mixing for a general final state f.

3. Violation in the interference between mixing and decay amplitudes, if both D and
DP can decay into the same final state - which is thus possible only for neutral mesons.
This means that the final state f can be reached both through a direct decay D° — f,
and through mixing, followed by decay: D® — D® — f (Fig. 1.4). This process can be

parametrised by the quantity A, = %ﬁ—; and CP violation holds if Im(A ;) # 0.

The heavy-flavoured neutral mesons have quite different phenomenology [9] with respect to
K systems, mainly due to the fact that the heavier mass leads to many more decay modes with
comparable branching ratios, and this introduces new complexity to mixing studies. The D
mesons’ system is the most peculiar because of very small mixing parameters x, y (Sec. 1.4);
furthermore, it is the only one made of up-type quarks, hence the only one for which the
virtual quarks are down-type (as shown in Fig. 1.5). Therefore mixing in the D°- D° system
brings complementary information and could be, in principle, sensitive to a different New
Physics sector, and this is true also for what concerns CP violation.

w u o d’§’b S C
U MWWWW—— € g g g
d;syb\l )dys5b W W
€ ———MWWWW—— % T < < — U
w ds,b

Figure 1.5: Box diagrams for the mixing of D mesons. Each contribution to the mixing is matched by a diagram
where the quark triplet and the W boson are interchanged.

Values of the mixing parameters for the D° meson system can differ significantly from SM
estimates in several NP models. Due to the large uncertainties in SM calculations, the values
are obtained for specific NP contributions alone. For example the value of x can be sensible
to the mass and CKM elements of a possible fourth generation of quarks.

1.3 Belle Il physics program

Research in flavour physics is an essential component of the current program in particle phy-
sics and the Belle IT experiment at SuperKEKB is a crucial part of it. The search for New Physics
has a plenty of experiments playing different roles in order to cover the widest possible range
of topics, such as the SM propagator particles couplings, neutrino physics and all the pro-
cesses involving loops that can give access to high mass scales and new particles.

The history of particle physics supports the idea that fundamental discoveries may come from
the examination of the quark sector and in this field Belle II has a major role: it can measure
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Figure 1.6: (a): The experiments and the domains to be explored. (b): The different frontiers that must be pushed
forward to explain the major puzzles in fundamental physics.

the current CKM matrix observables with unprecedented precision and allow a large number
of observables and modes that are relevant to NP in the quark sector. The sensitivity to NP
depends on the strength of the flavour violating couplings of the NP. The mass reach for new
particle/process effects can be as high as ¢ (100 TeV) if the couplings are not as suppressed as
in the SM. As leading exponent of the intensity frontier research (Fig. 1.6b), Belle II effort will
move towards the observation of NP effects and their characterisation through constraining
measurements in several related flavour physics processes.

In the intensity frontier approach, the channels used to look for New Physics are the ones with
reduced theoretical uncertainties, in such a way that the precise measurements can be com-
pared with the SM calculation with the chance to find discrepancies which can be interpreted
as New Physics signatures.

The main objectives of the experiment are [2]:

- Study the processes that occur at 1-loop in the SM but may be (1) in NP: flavour-
changing neutral currents (FCNC), neutral meson mixing, CP violation. These loops
probe energy scales that cannot be accessed directly, even at the LHC.

- Search for NP by phases, CP asymmetries, inclusive decay processes, rare leptonic de-
cays, absolute branching fractions.

- Search for new invisible particles: Belle II has a unique sensitivity via missing entry
decays at the MeV/GeV scale for dark matter and Axion-like particles searches.

- Measure the CP violation in D° mixing.

- Elucidate the nature of strong force in binding hadron and QCD processes in the low-
energy regime (quarkonia).

One of the main goal of Belle II is to examine the difference between B® and B° decay rates,
namely via measurements of time-dependent CP violation in penguin transitions of b — s
and b — d (Fig. 1.7) quarks, such as B — ¢ K° and B — n’K°. CP violation in charm mixing,
which is negligible in the SM, will also provide information on new phenomena in the up-
type quark sector (more details in the next Sec. 1.5). Another key area will be to understand
the mechanisms that produce large amounts of CP violation in the time integrated rates of



20 1.4. Current experimental status

antibottom antistrange
quark quark

antitop
quark

strange antistrange
quark N quark

Figure 1.7: FCNC processes proceed to lowest order via one-loop diagrams, called penguins. This one shows a
process for b — § transition.

charmless hadronic B decays, such as B— Kr and B — K, as observed by the B-factories
and LHCb.

Within the program of precision measurements, CKM matrix elements, such as |V,,;| and
| V.|, are of primary importance. For example, leptonic and semileptonic decays of charm
involve both well-understood weak interactions physics and non-perturbative strong-inter-
action effects. Leptonic decays of charm mesons are used to extract the product of a form
factor, that can now be calculated with good precision via lattice QCD (LQCD), and a CKM
matrix element: |V, 4| fp or |V,,|fp,. The three possible procedures are:

1. inputting CKM matrix elements to yield a measurement of form factors and comparing
these to theoretical calculations tests LQCD.

2. taking ratios of branching fractions such that CKM matrix elements cancel; this can
provide a high precision test of LQCD.

3. inputtinglattice QCD values for decay constants or form factors to yield a measurement
of CKM matrix elements |V, ;| and | V_]|.

The e ' e~ facilities produce large samples of 7 leptons, allowing for several measurements in
Tau sector. For example, lepton flavour violating 7 decays (which will be improved by orders
of magnitude by Belle II), searches of charged Higgs-like coupling to 7 leptons and CP viola-
tion in 7 decays, possible both in the measurement of the cross section difference in 7 as well
as of various angular observables.

Finally, the prospects for quarkonium(like) physics, providing a detailed theoretical overview
of perturbative QCD computation, lattice QCD as well as models for unconventional states
(Tetraquark, Hybrid mesons and Hadronic molecule).

1.4 Current experimental status

D mesons are studied both at e " e~ colliders and hadronic machines. The discovery of charm
itselfhappened almost simultaneously in 1974 by two different experiments, one at the Brook-
haven fixed target p + Be machine and the other one at SLAC’s SPEAR et e~ collider. The
resonance at 3.1 GeV was identified in the ¢¢ meson called /. Since then, an intense
hunt for finding charm hadrons at accelerators was begun: the MARK I collaboration dis-
covered the D [10] and D+ [11] mesons through narrow mass peaks in K—nt, K—nn+,
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K~ntntn~ channels. D mesons were soon thereafter detected also in neutrino-, hadron-
and photon- induced reactions. Concerning charm lifetimes measurements,the first exper-
imental evidence for weakly decaying charm hadrons was obtained in an emulsion experi-
ment exposed to cosmic rays, whose resolving power was about 1 um. Finally, thanks to the
advent of microstrip vertex detectors the primary (production) and the secondary (decay)
vertices of short living particles could be reconstructed with high precision, opening the field
to search and study specific decay channels. Charm physics at hadron colliders was born with
the success obtained by CDF at Tevatron and then continued by LHCb experiment at LHC,
which has obtained unprecedented huge samples of charm decays, allowing mixing and CPV
measurements. In this field LHCb is particularly sensitive to modes with all charged parti-
cles in the final state, while Belle IT will be dominant in measurements involving neutral final
states. Recent values for charm mixing and CPV, obtained combining Belle, BABA® and LHCb
measurements, are [12]:

xp =0.397% %

—0.12
_ +0.063
¥p = 0.6517 065 o
q| +0.050
‘;' = 0.969_0.045

e )= ssitdy

More generally, B-factories have a cleaner experimental environment with respect to ahadron
collider, where high rates of QCD backgrounds and pile-up demand for complex trigger sche-
mes and lead to worse reconstruction efficiency. The complex nature of hadrons implies that
the initial state at every interaction point is unknown, both in terms of CM energy and of quark
content. On the other hand, electrons are point-like, which allows to have a well-defined
initial state in terms of 4/s. This makes et e~ colliders better suited for measurement of final
states with missing energy and neutrals, whereas hadron machines are fare more competitive
on rare decays with good signatures.

Large amounts of D meson pairs can be produced at et e~ colliders running as ‘charm fac-
tories’; for example, CLEO-c at CESR, Cornell and BESIII at BEPC, Beijing, running at the
1y (3770) resonance. This energy is just above the DD threshold but below the D™D~ one,
where the disadvantage of not being able to perform time-dependent analyses due to the low
momenta is offset by the fact that the initial state is very clean (no fragmentation products
accompanying the D mesons) and well constrained kinematically. B-factories however also
produce very large samples of D mesons (~ 120-10° ¢ ¢ pairs per 100fb™!), both from contin-
uum and from B decays, but hadronic colliders currently provide the most precise results.

LHCb measurement

Until LHCb observation all measurements in the D system were consistent with CP symme-
try. Since its discovery, CPV measurements have been a crucial part of HEP research; indeed,
through the precise measurements of the CKM matrix elements and the CPV parameters the
SM robustness can be challenged and the explanations on many unresolved questions ap-
proached. This year, LHCb experiment has provided the first observation of CP violation in
the decay of charm mesons [13]. Due to their very slow mixing rate (x,y ~ 1072) this kind
of measurement requires very high statistics, favoured by the large production charm cross
section at LHC: o(pp — ¢¢X) ~2.8mb at /s = 13 TeV.
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LHCDb is a dedicated experiment for B physics at the LHC: its detector is on one side only of the
interaction region and has a large angular acceptance, resulting in a large effective bb cross
section (~ 230ub). Vertices are reconstructed by a silicon micro-strip detector VELO (VErtex
LOcator) consisting of twenty-one stations with alternatingr - ¢ strips. An aerogel ring imag-
ing Cerenkov counter (RICH) is used for large-angle particle identification, and is followed
by more silicon micro-strip detectors. The spectrometer consists of a 4 T m dipole field inte-
gral, followed by straw tracking chambers and a second small angle RICH. Additional particle
identification capability over the large range of track momenta (1-100 GeV/c) is provided by
a lead-scintillator electromagnetic calorimeter used to reconstruct photons with the help of
a pre-radiator, and to identify electrons; a hadron calorimeter and muon chambers complete
the set-up. As with other LHC experiments, the very high rates requires most of the detectors
and front-end electronics to be radiation tolerant.
The LHCb trigger selects high transverse momentum muons and events with high transverse
energy in the calorimeters, while rejecting events with multiple identified interaction vertices;
the vertex tracker is used in the early stages of the trigger, providing a primary vertex resolu-
tion of about 60 um along the beam axis and 20um transverse to it with a fast tracking algo-
rithm; tracks originating from secondary vertices displaced by 0.1-3 mm from the primary
one are then selected as B meson candidates. Running at a luminosity of 4 x 1032 cm™2s7!,
smaller than the typical figure for LHC, about 10'2 b b pairs and D*’s are produced each year.
The large yield of charmed mesons and the huge number of decay modes of both B; and B;
mesons makes LHCb research complementing the ones pursued at B-factories. Indeed, B-
factories are optimized to run at the 7(4S) and they do not produce any B; mesons. For this
reasons experiments at hadron colliders are the only ones that can do measurements of B
decays and baryons containing b-quarks.
The approach followed at LHCb for the

I(D°—f)-I(D°= f)

RCEYIE IRy e

measurement consists in measuring quantities where both production and detection asym-
metries perfectly cancel out. In fact any asymmetry in the production of D°/D°’s® or in the
detection and reconstruction between positive and negative tracks can in principle induce a
fake asymmetry in the final measurement.

The cancellation of all the asymmetries happens for AAcp = Araw(fi) — Araw(f2) at very high

x ((DD‘(’):J]: ));]1\\[1((%2:/;)) The selected channels are D° — h™h~
with h = {K, }, which are CP eigenstates and clean modes to search for direct CPV.

In general the flavour assignment of a candidate is made looking for decay channels that
provide unambiguous flavour signatures. Flavour signatures correspond to signed charac-
teristics correlated with the charge sign of the c-quark in the D meson at production. These
characteristics can be the parent or decay products, or particular decay topologies. Discrim-
inating variables are calculated for each particle candidate and dedicated algorithms based
on multivariate methods provide a flavour tag g for the D° meson together with the corre-
sponding flavour dilution factor r. The output y € [—1,1] of the flavour tagger is equivalent
to y = q-r, where y = —1(+1) corresponds to a perfectly tagged D° (D). For this analysis
the flavour of the DY is inferred from the production mechanism, since the final states are CP
eigenstates, not flavour ones. In order to measure CPV it is crucial to determine the flavour

level precision, where A, (f) =

3At p —p colliders the production rate of D%’ is different from that of D%’s because the initial state is not
symmetric under CP.
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of the D° or D? at production. This is commonly achieved selecting the D° coming from the
D** — D%t" with the charge of the pion determining the charm-quark flavour of the neu-
tral meson (Fig. 1.8a). The other production channel, shown in Fig. 1.8b, involves the (semi)
leptonic decay of a B meson into a D, providing the flavour of the candidate.

+ kd
K ,
.
’
. .
4 4
Do, ‘

.
SR AT

(a) (b)

Figure 1.8: The two processes used to label the flavour of the D candidate: (a) D* - and (b) u - tagged D%’s. PV
stands for primary vertex; in the case (b) the production vertex of the DVis displaced from the PV since the finite
decay length of the B is added.

The two processes under study are
L. D*(or m)-tagged: D*" — [D® — ht h™]n}
II. u-tagged: B— u~[D°— hth~]y,X

and the raw asymmetries measured counting for each flavour the number of decays in the
given final state f:

L Af 8 (f) = Rt Acp (f) + Ap () + Ap (D)

IL AL () = RPN ~ Ace (F) + Ap (1) + Ap(B)

where Acp is the CP asymmetry and Ap and Ap refer to, respectively, charge-dependent asym-
metry in the reconstruction of the tagging particle (7, or u) and the D° production asymme-
try. Reconstruction is made online with Turbo Stream [14] and candidates are filtered with
MVA techniques. The approach to the measurement consists of

I. = Fitto m(D%7) mass

* A measured from simultaneous fit to D*™ and D*~ candidates

II.  « Fitto m(D°) mass

* Apaw measured from simultaneous fit to D° and D candidates

The effects of direct CPV can be isolated by taking the difference

_ _ ; (1) Alr)
AAcp=Acp(KTKT)—Acp(ntn )mAagg(lJrT—pr +— : al
D D

dir __ ,dir —+\__ dir/ — + ind ; : : : : st
where Aacp = acp (K"K™)—acp (n7n"), ady is a possible indirect CPV source in mixing or

interference between mixing and decay, () is the arithmetic average between the mean decay
times for the two channels and A(t) is their difference.
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Indeed, this allow to eliminate possible instrumental and production asymmetries and also
residual indirect CPV contributions due to possible decay time dependent acceptance func-
tion, which can be different for the two channels.

The main systematic uncertainties evaluated are related to the fit model, the bias due to resid-
ual contamination of D** decay from B’s, mis-reconstructed background and the different
efficiency between the two final states, as well as B® oscillations. Furthermore, extensive ro-
bustness studies have been performed, leading to the final result [13]

AAcp = (—15.4£2.9)x 1074,

which is consistent with SM expectations, although theoretical predictions still have large
uncertainties. This observation triggers a new chapter in flavour research and encourages
further theoretical studies as to give even tighter constraints to SM.

After this discovery of direct CPV in charm, the goal is to measure CPV in as many modes as
possible; LHCD is expected to be the strongest player for charged final states, while Belle II
having a unique role for final states with neutrals (more details are give in Sec. 1.5).

The second approach towards Acp measurements would be to obtain direct Acp, as to com-
plete the sketched picture. This needs excellent detector calibration and simulation and many
Cabibbo-favoured normalisation channels.

1.5 Belle Il charm physics program

Charm quark occupies a unique place among up-type quarks since it is the only one whose
hadronization and subsequent weak decay can be studied*. Indeed studies of transitions in-
volving the charm quark play an important role in both searches for NP and in understand-
ing QCD. Decays of charmed mesons and baryons probe a variety of NP scenarios, e.g., cou-
plings to intermediate charged Higgs states, and decays to light dark matter [15]. Decays of
the down-type quarks s and b are very promising to reveal new physics since their CKM cou-
plings are greatly suppressed, especially for b. This is not the case for up-type quarks. Yet
NP could quite conceivably induce flavour changing neutral currents that are larger for the
up-type than the down-type quarks. In that case charm decays would be best suited to reveal
such non-standard dynamics. For all these reasons, charm transitions are a unique portal for
obtaining a novel access to flavour dynamics.

The Belle Il experiment is ideal for searching for time-integrated CP-violating effects in a vari-
ety of final states, and will reach precisions of the order of 0.01% level. The LHCb experiment
has provided extremely precise measurements of CP asymmetries in decays with charged par-
ticles in the final state, and also the first observation of CPV in charm (as described in Sec 1.4).
The excellent y and 7° reconstruction (and thus 1, n’, etc.) will allow Belle II to search for
CP violation in complementary final states that contain neutral particles. The high flavour-
tagging efficiency, the numerous control samples with which to study systematics, in addition
to the excellent reconstruction of charged particles will allow Belle II to compete with LHCb
in measurements of time-integrated CP violation. For example, studying CP eigenstates like
D*t — D°[Ksn°| 7™, which need a pair of pions with a displaced vertex and two photons mea-
sured with good resolution and low background, is beyond LHCb capabilities. The Belle II
potential for charm physics lies in the PID performance, vertex resolution and neutral states
reconstruction capability. Reconstruction efficiency for charm is expected to be higher at

4for example, top quark decays before it can hadronize.
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Belle II than it was at Belle or B4aB4r. The improved vertex resolution should result, for ex-
ample, in improved rejection of random combinations of tracks and improved resolution on
decay lengths and flight times. The expected precision on Acp for the final Belle II dataset are
collected in Tab. 1.1, where it is possible to make a direct comparison with the results of Belle.
The expected precision for Belle Il is estimated by scaling the Belle statistical error o4, by the

Belle II extrapolated error

Mode L (b)) Belle Acp Measurement (%) at50 ab~! (%)
DY K+tK~ 976 —0.32 £0.21 £0.09 0.03
DY —ntn 976 +0.55 £0.36 £0.09 0.05
D% — 7070 966 —0.03 £0.64 £0.10 0.09
D — KQn° 966 —0.21 +£0.16 £0.07 0.02
D% — KJK? 921 —0.02+1.5340.0240.17 0.23
DY —Kn 791 +0.54 £0.51 £0.16 0.07
D°— KJn/ 791 +0.98 £0.67 +£0.14 0.09
D — ntmr0 532 +0.43 £1.30 0.13
D% — K*n—n0 281 —0.60 £5.30 0.40
D' Ktnrntn~ 281 —1.80 £4.40 0.33
Dt —¢nt 955 +0.51 £0.28 £0.05 0.04
DT —nutnl 921 +2.31+1.24+0.23 0.17
DT —-nnt 791 +1.74 £1.13 £0.19 0.14
Dt —n'nt 791 —0.12+1.12 +£0.17 0.14
DT —K{n" 977 —0.36 £0.09 +0.07 0.02
DT - KJK™ 977 —0.25 +0.28 £0.14 0.04
Df —KJn" 673 +5.45 +£2.50 £0.33 0.29
Df - KJK™ 673 +0.12 +0.36 +0.22 0.05

Table 1.1: Time-integrated C P asymmetries measured by Belle, and the precision expected for Belle IT in 50 ab—!
of data.

ratio of integrated luminosities, and dividing the systematic error into those that scale with
luminosity — such as background shapes measured with control samples (o), and those
that do not scale with luminosity — such as effects due to detector misalignment (0j;eq)- The
overall error estimate is calculated as

OBellell = \/(Ugtat + Ugyst) : (LBelle/SO ab_l) + 0..i2rred :

However, this estimate does not take into account the expected improvements in reconstruc-
tion at Belle II.

Beside time-integrated measurements, Belle II will produce a large number of time-depen-
dent measurements sensitive to D° mixing and CP violation. The Belle II vertex detector al-
lows to reconstruct the D decay vertex with a precision of ~ 40um, significantly improving
Belle and BABAR performance. This ability is due to the reduced distance between the first ver-
tex detector layer and the IP. The resolution on the D° decay time is improved by a factor two,
and this should greatly improve the precision of time-dependent measurements of D°- D°
mixing and searches for CP violation. From simulations the average proper time error o, is
expected to be a factor of three smaller at Belle II, and the proper time resolution a factor of
two smaller with respect to BABAR (Fig. 1.9).

Improvements and the enormous statistics expected for Belle II give very good prospects for
measuring mixing and CPV parameters. The predictions about the accuracies that can be
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Figure 1.9: Resolution on D* -tagged D proper time at (a) BABAR and (b) Belle II (simulation). The same plot as
(a) was not available for Belle, but the comparison holds as the performance on this channel was comparable.

obtained have been estimated with Toy MC, plugging the proper time resolution estimated
from the simulation. This study indicates that the better precision achievable by Belle Il is not
only due to larger statistics, but it will benefit from a better-performing vertex detector, and
tracking. The results of the study is reported in Tab. 1.2, where x’ = xcosd + ysind, y’ =
y cosé—xsind, and 6 is the strong phase difference between D° — K+~ and D° — K—nt
amplitudes. These estimations need to be confirmed on real data and this work is the first

Error on | scaled at 50ab~! from Belle | Toy MC with improved o ;, CPV
x'(%) 0.45 0.15
y'(%) 0.16 0.10

Table 1.2: From [2], uncertainties on mixing parameters resulting from fitting Belle I samples of D® — K7~
and D? — K~ 7t decays, allowing for CP violation.

step on that direction (as discussed in the next chapters).

In summary, the large yields of charm produced at SuperKEKB make the charm physics pro-
gram of Belle IT quite broad. It will not be limited to mixing and CPV searches, but also stud-
ies on leptonic and semileptonic decays, hadronic decays, and provide useful inputs for QCD
and measurements of the CKM parameters. Finally, the cleanliness of the event will allow to
search for rare and forbidden decays, also with missing energy; as an example, a search of
D — invisible can be pursued at Belle II and any signal observation would be NP or a further
constraint to be put int the SM.

For what concerns CP violation measurements, Belle IT will measure Acp for different final
states (as shown in Tab. 1.1) as the initial state is symmetric under CP and there are no produc-
tion asymmetries. This will provide additional information with respect to the AAcp, which
is important for the understanding of the nature of CP violation.



2 SuperKEKB and Belle I1

This chapter intends to describe the main features of the SuperKEKB accelerator as a new
generation B-factory. The machine upgrade and the physics goals have required a profound
transformation to the detector, which had to overcome several technological challenges. A
general picture of the experiment is presented, from the sub-detectors architecture to the
software and analysis tools, giving more details on the topics which will be useful for the rest
of the dissertation.

2.1 B-Factories

In an electron-positron collider the most efficient way to produce B® mesons is to tune the
energy to the 7(4S), the lightest strong resonance - the third among the radial excitations of
the T - with a mass sufficient to decay in b-flavoured mesons (B°B® and B* B~ pairs). Indeed
the beauty meson threshold is at 2m (B) ~10.56 GeV / ¢ and my(45) ~ 10.58 GeV / ¢,

Experimentally, an e " e~ collider experiment is ideal for studying rare or forbidden decays,
since backgrounds are much lower than that at a hadron machine and trigger efficiencies are
higher. Furthermore, the average track multiplicity is low?, as well as the detector occupancy,
thus making the B, D and 7 reconstruction efficiency high and the trigger bias low. This re-
duces systematic uncertainties in many measurements, such as Dalitz plot analyses. There
are usually numerous control samples available with which to study backgrounds and esti-
mate systematic uncertainties. Since the recorded luminosity can be determined by measur-
ing Bhabha scattering, absolute (in addition to relative) branching fractions can be measured.

The precisely known center-of-mass energy and the excellent detector hermeticity are indis-
pensable to perform “missing mass” analyses, where the existence of new particles can be
inferred via energy/momentum conservation.

The branching fractions for the decay of the 7°(4S) into BB pair is over 96%. The pair of B
mesons results entangled in the decay and the 7(4S) in unflavoured, which implies that from
the knowledge of the flavour of one B it is possible to assign the flavour of the second B too.
The two B mesons are produced with small momenta and the current tracking resolutions
do not allow to accurately measure the difference in distance from the collision point of the
two decays. Furthermore, the size of the beam-beam interaction region contributes to make
this difference irresolvable. For CPV measurements, where the time difference between the
decays is needed, the two storage rings must have different energies so that the 7'(4S), and
likewise the pair of B’s to which it decays, are produced with a significant relativistic boost
along the beam axis, allowing precision measurements of lifetimes and mixing and CPV pa-
rameters.

la typical T(4S) event has 11 charged tracks, 5 neutral pions and 1 neutral kaon, for an average composition
of: % (72.8%), K* (14.9%), e* (5.8%), u* (4.7%), p* (1.8%).

27
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Figure 2.1: Hadronic cross section as a function of the center- Adapted from [17].
of-mass energy/c? in the region of the first four S-wave 1 res-
onances.

2.2 SuperKEKB accelerator

The Belle II experiment is installed at the SuperKEKB accelerator in Tsukuba, Japan. The ma-
chine is currently the only running e * e~ B-factory in the world with a design luminosity of
8x10% cm™2s! [17]. This luminosity, about 40 times larger than that of KEKB, will allow
to produce approximately 5 x 101 b, ¢ and 7 pairs by 2027. The increase in luminosity is
obtained through a combination of drastic reduction in the beam dimensions (nano-beam
scheme[18]) and a moderate increase in beam currents. This design requires a larger crossing
angle and a smaller energy asymmetry compared to KEKB. The increase in the beam energy
of the LER (Low Energy Ring) from 3.5 to 4.0 GeV helps mitigate the emittance growth due
to intra-beam scattering and the short beam lifetime due to Touschek effect. In addition, the
decrease in the beam energy of HER (High Energy Ring) from 8.0 to 7.0 GeV is beneficial in
obtaining a lower power consumption. The resulting boost

|PetPer|c | B —Eor

Vs AE_E,.

is around two-thirds of that at KEKB. This condition is advantageous for analyses with neu-
trinos in the final state that require good detector hermeticity, but lead also to less separation
between the B vertices (average distance between the two B mesons of about 130 um, 35%
smaller than the 200pum of KEKB). However, the beam pipe at the interaction region has a
radius of 10 mm, two-thirds of that in KEKB, so that the innermost layer of Belle II's vertex
detector can be positioned at approximately half the distance with respect to Belle, leading
to an improvement of a factor close to two on the impact parameter resolution. This is de-

scribed in Chapter 3, where several indications of the performance achieved by the detector
are given.

Br

The luminosity of a collider is expressed by the following formula:
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Figure 2.2: SuperKEKB accelerator complex with the upgraded and the new components. The linear accelerator
(Linac) provides the 7-GeV e~ and the 4-GeV e ™ beams to the main ring. Electrons destined to the main ring (in-
jection e~ ’s) are produced by a photocathode RF gun in a new pre-injector and accelerated by the Linac. Electrons
for positron production (primary e~’s), instead, are supplied by the old pre-injector. A thermionic electron gun is
used for the production of the primary electrons because a high-current electron beam is required, whereas the
injection e~’s must have a low emittance. The primary e’s are accelerated up to 3.5 GeV and irradiate a tung-
sten target located in the middle of the Linac to generate the positrons from the capture section. This process
generates e ’s with a larger emittance than that needed in the nano-beam scheme. To compensate for this, a
1.1GeV damping ring (DR) is introduced; the e *’s are circulated there and once the emittance is optimised, they
are re-injected in the Linac, where they are accelerated up to 4.0 GeV.

L=1* (1+—f)( iiy*)(—L), £ ypoc — (2.1)
2er, o% By Rz, 0,0y

where “+” is for positrons and “-” for electrons. The 0 , parameters denote the beam sizes
at the IP in the horizontal and vertical plane, I indicates the total beam current, £, is the ver-
tical beam-beam parameter and ﬁ;‘j the vertical beta function at the IP. Ry, and R , are the
reduction factors for the luminosity and the beam-beam parameter, r, the classical electron
radius, e its charge and 7 is the Lorentz factor. For a more detailed description of the param-
eters, and their interplay in determining the machine performance, please refer to [19]. It is
assumed that the vertical beta function and the transverse beam size of the positron beam are
the same as the electron beam. Therefore, the formula tells us that the luminosity is propor-
tional to the beam-beam parameter and the beam current, and inverse of the vertical beta
function at the IP. The vertical beam-beam parameter £, (Eq. 2.1) describes the focusing
force exerted on a bunch by the electromagnetic field of the opposite bunch and depends
on N, the number of particles (e~ /e™) in a bunch. The beam-beam parameter is limited
by the nonlinear force in a circular collider and a maximum value of about 0.02-0.1 has been
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obtained from various colliders in 40 years. In order to increase the luminosity one can in-
crease I and lower the beam sizes. Indeed, at SuperKEKB the currents are increased from
1.6A/1.2 A to 3.6/2.6 A, while the bunches vertical size o, is reduced from 1.1um to ~ 60 nm.
However, these manipulations lead to an increase of the non-linear beam-beam interactions
which cause lifetime reduction, beams blowup and other instabilities. Besides, the transverse
beam size varies along the bunch length: the minimum is at the collision focal point and this
value is kept only over a short distance, of the order of [3;, then it rapidly grows towards the
tails. Since the bunch length (o ,, of the order of mm) is longer than /3;, the actual luminosity
is usually smaller than the nominal one; this effect is known as the hourglass effect.

The main new feature in the upgrade of KEKB is the nano-beam scheme, where the /5; is
squeezed down to 0.3 mm (20 times smaller than at KEKB), leading to a vertical beam size of
only ~60nm.

LER HER

Figure 2.3: Pictorial representation and not to scale of the crossing of the two beams, the LER (Low Energy Ring)
and the HER (High Energy Ring). d is the dimension of the overlap region, in relation with the o, and the half
crossing angle according to Eq. 2.2.

However the effective bunch length for the nano-beam scheme corresponds to the overlap
region of the beams at the IP, which is much smaller than the bunch length o,. The length
d (refer to Fig 2.3) is determined by the horizontal half crossing angle (¢) and the horizontal
beam size at the IP (0%) via the following equation:

a-*

d= sin2¢ (22)

The design parameters of SuperKEKB allow to fulfil the hourglass requirement d < /5;: the
length d is shortened using a relatively large horizontal crossing angle and extremely small
horizontal emittances and horizontal beta functions at the IP for both beams. The half cross-
ing angle ¢ is 41.5 mrad, which is about 4 times larger than that of KEKB. This choice, in
addition to contributing to lower the effective bunch length, is mainly determined by consid-
erations related to the optics of the interaction region (IR), magnet design, and the detector
background. With a large crossing angle, the final focus quadrupole magnets can be inde-
pendent for the two beams, which has the merit of reducing the detector background due to
synchrotron radiation (see next section).

A three-dimensional rendering of the nano-beam scheme is proposed in Fig. 2.4,in compar-
ison with previous configurations as to give an insight on the impact on the crossing region
dimension.
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Figure 2.4: Bunches constant density surfaces at the IP in first-generation B-factories (a) and those obtained with
a nano-beam (b) configuration.

As mentioned before, & yxisa crucial parameter for the luminosity. For low beam currents,
the beam-beam parameter increases with the number of particles in a bunch. However, for
high beam currents, the emittance increases as the two beams disrupt each other, and the
increasing particle number is compensated by the increasing beam size. In that limit, the
beam-beam parameter saturates and the luminosity depends only linearly on the beam cur-
rents. With vertical beta functions at the IP smaller by almost by a factor of 20 and the currents
doubled with respect to those at KEKB, the total luminosity increase is expected to reach a fac-
tor of 40 compared to KEKB, assuming that the same beam-beam parameter value (0.09) can
be achieved. Some of the main parameters mentioned so far are shown in Tab. 2.2, usefully
comparing the values obtained during KEKB operations with those SuperKEKB aims to reach.
In the third column a feedback on the performance achieved during the first months of the
experiment is given.

2.2.1 Beam losses and background sources in ¢ " e~ storage rings

There are two types of background present at SuperKEKB [20, 21]: single-beam backgrounds
and luminosity-dependent ones. The first class of processes can originate from the interac-
tion between a particle of a bunch with residual gas in the beam pipe or other particles within
the same bunch, whereas luminosity-dependent backgrounds are induced by beam collisions
and include QED (Quantum Electrodynamics) processes, such as (radiative) Bhabha scatter-
ingete™ — eTe~(y) or two-photon processes e e~ — ete~eTe™. These various effects,
which combined determine the total lifetime of the beams and the amount of background,
are briefly described here.
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KEKB SuperKEKB SuperKEKB
Achieved Design Achieved (@)

Energy (GeV) (LER/HER) 3.5/8.0 4.0/7.0 4.0/7.0

&y 0.129/0.090 0.090/0.088 0.0266/0.0165

ﬁ;(mm) 5.9/5.9 0.27/0.41 3/3

1) 1.64/1.19 3.60/2.62 0.65/0.6

Luminosity (103 cm™2s™1) 2.11 80 0.5

Table 2.2: Fundamental design parameters of SuperKEKB and the values achieved by KEKB. (@) The achieved
parameters at SuperKEKB refer to Phase 3 Spring Run and are not necessarily obtained at the same time. A brief
history of Belle II operations is reported in Sec.2.4.

1. SINGLE-BEAM BACKGROUND

1.1.

1.2.

1.3.

Touschek effect consists in a collision between two particles of the same bunch,
which can transfer momentum from transverse to longitudinal motion. After a
certain number of turns of the beams, the particles can exceed the longitudinal
acceptance: in this case they are lost and can hit the beam pipe, eventually pro-
ducing electromagnetic showers that might reach the detector. The high density of
particles into a single bunch clearly increases the probability of such effect to hap-
pen. Moreover Touscheck effect is inversely proportional to the first power of o,
and to the third power of the energy of the beam; for this reason it is expected to be
a non-negligible background source at SuperKEKB, due to the small o, adopted
in the nano-beam scheme, even more for LER than for HER because of the lower
energy.

The beam particles can undergo Coulomb scattering with residual gas molecules
inside the beam pipe, leading to immediate beam losses. This effect depends on
the pressure over the beam pipe, which in turn depends on the current of the
beam. Indeed the pressure can be approximated as a linear function of the beam
current, with a constant corresponding to the pressure where no beam is stored
and a linear positive term resulting in a dynamic pressure.

Synchrotron radiation (SR): Particles of the LER and HER beams are transversely
accelerated by the bending and focusing magnets of the accelerator, which leads
to the emission of synchrotron radiation. Due to the beam correction magnets
and the QCS (Compensating Superconducting Quadrupoles), located at about 1 m
from the IP, the emitted photons can reach the Belle II vertex detector. This is not
enough for e " e~ pair production (photons’ energy is from few keV to tens of keV),
but the photons can still create hits in the vertex detector. Dedicated masking
structures are installed inside the beam pipe to absorb such radiation. In addition,
a thin layer of gold is deposited on the beam pipe surface around the IP to absorb
the low-energy residual photons. Being the SR power proportional to the beam
energy squared and magnetic field strength squared, HER mainly contributes to
this type of background.

2. LUMINOSITY BACKGROUND

2.1.

Two-photon process ete™ — eTe~ete™: it creates four low-momentum elec-
trons and positrons at the IP, which are bent by the magnetic field into spirals in-
side the vertex detector volume, leaving multiple hits on its components.
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2.2. Radiative Bhabha scattering (RBB) eTe™ — eTe™y: electron and positrons can
scatter and produce photons at small angles. Such photons along the beam axis
can hit materials and produce showers. However the scattering angle is very small,
and therefore most particles that have been scattered leave the beam pipe far from
the vertex detector, making this background source less effective than the previous
one. In any case the rate of RBB and two-photon process depends on the luminos-
ity and becomes predominant at the design luminosity of SuperKEKB.

A radiation monitoring and a Beam Abort system based on diamond sensors is installed at
the interaction region, with the purpose of measuring the background level and providing
protection for the detector and accelerator components.

2.3 Belle Il Detector, a universal spectrometer
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Figure 2.5: Belle II detector. Reported are the axes of the reference frame: the x axis points along the radial
direction towards the outside the ring while the y axis indicates the vertical upward direction . The positive z
axis points towards the direction of the magnetic field of the solenoid; positive z coordinates correspond to the
forward region, those with negative z belong to the backward region. The polar angle 6 € [0, 7] in the z—y plane
and the azimuthal angle ¢ € [, 7] in the x — y plane.

The upgrade of KEKB to SuperKEKB has required a substantial renewal of Belle II detector,
whose performance are challenged by radiation damage and occupancy issues, higher event
rate (x50 for nominal luminosity) and higher background (i.e. x20 for Touschek background).
This requires fast and efficient trigger system, as well as data acquisition system capable of
processing large quantities of data. The aim of such an upgrade is to guarantee in SuperKEKB
environment equal or better performance than those achieved by Belle with KEKB [22]. A
picture of the experiment is given in Fig. 2.5.

Like the previous detectors at B-factories (Belle and B4BAR), Belle II keeps the typical design
features dictated by the physics requirements [9]. It must provide a large acceptance and a
high efficiency for B decays to maximise the number of collected events, gopod momentum
and energy resolutions to separate the small signal from the backgrounds, very good vertex
position resolution, efficient and clean particle identification capabilities for hadrons. Since
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the average charged particle momentum is below 1 GeV/ ¢, the minimisation of the amount
of material producing multiple scattering is vital. The same necessity holds for the amount
of dead material in front of the electromagnetic calorimeter, which has to detect showers
with energies as low as 20 MeV. The detector is offset with respect to the IP, reflecting the
asymmetric energy configuration, and comprises: silicon vertex detectors close to the beam
pipe for secondary vertex measurement and to provide the first tracking points, drift chamber
with helium-based gas for charged particle tracking and particle identification through ion-
isation and energy loss, Cerenkov detectors for particle identification and the CsI(TI) crystal
calorimeter for the measurement of neutral particles. The high light yield and small Moliére
radius of Csl crystals allow excellent energy and angular resolutions; moreover the high yield
permits the use of silicon photodiodes, which can work in magnetic fields; all the above de-
tectors are inside a 1.5 T cryogenic superconducting solenoid at a temperature of 4.5K. The
magnetic flux return yokes are used to absorb hadrons and contain scintillator bars and re-
sistive plate chambers (RPCs) to perform as muon and neutral hadron detectors. Two-level
hardware-software trigger systems cope with the full rate of e " e~ interactions. Belle I reuses
the structure, the solenoid, the CsI(T]) crystals and part of the barrel RPCs from the original
Belle detector, while most other components of the sub-detectors are new and their develop-
ment has involved the collaboration among many nations.

This brief introduction is followed by an overview of the various sub-detectors, focusing on
the necessary upgrades and the expected performance.

2.3.1 Vertex Detector (VXD)

The new VXD is comprised of two devices, the silicon Pixel Detector (PXD) and a Silicon Vertex
Detector (SVD), with altogether six layers around a 10 mm radius Be beam pipe. The outer-
most layer is at 135 mm, against the 80 mm of the past detector, while the beam pipe and the
first 2 detector layers are closer to the IP (respectively at 14 mm and 22mm). As a result, a
significant improvement is expected in the vertex resolution, as well as in the reconstruction
efficiency for K, — w7~ decays with hits in the vertex detector. Due to the higher beam
current and luminosity, the detectors are required to operate at up to 30 times larger beam
background and up to 30 kHz trigger rate. More details on the detector performance can be
found in Sec. 3.3.1.

(a) SVD (b) Magnified view of PXD

Figure 2.6: The Belle II Vertex Detector volume. The four outer layers that build up the SVD (a); some modules
are taken away in this artistic rendering to make visible the PXD in the center, which is magnified in (b).

The PXD, the closest sub-detector to the IP, has to face extremely high hit rates, caused by
beam-related background; for example, low-momentum-transfer QED processes. The 10-
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mm beam pipe radius has a good impact on the physics analysis related to vertex reconstruc-
tion, butis a challenge for the vertex detector itself because the background increases roughly
with the inverse square of the radius. The innermost layers of a high precision vertex detector
can no longer be realized by strip detectors due to the large occupancy, defined as the frac-
tion of channels hit in each triggered event. The solution is to use pixel sensors rather than
strips for the innermost layers, which have a much larger number of channels and therefore
a much smaller occupancy. For the luminosity envisaged at SuperKEKB, strip detectors are
safe beyond a radius of 30 mm. This scheme — pixels followed by strips — has been success-
fully applied for the detectors at the LHC. However, at the lower energies of the SuperKEKB
machine, the hybrid pixel LHC silicon detectors are too thick: the relatively large amount of
material of these pixel sensors would cause too much multiple scattering for a precise recon-
struction of B-decay vertices at the energies of few GeV. The PXD is based on the DEPFET
(DEPleted Field Effect Transistor) technology which allows for very thin (50 um) sensors. The
sensitive area of the PXD is assembled in 20 ladders and 40 modules, where each module
consists of a 250 x 768 pixel matrix of DEPFET pixel sensors.The readout electronics, which
needs active cooling, realized with the evaporative CO, cooling technique, is located outside
the acceptance region and therefore does not contribute to the multiple-scattering material
budget. The sensors themselves consume very little power so that air cooling is sufficient. In
addition, these sensors can be engineered in an inherently radiation-hard technology.

The outermost detector of VXD, the SVD, covers the full Belle II angular acceptance of 17° <
0 < 150°, with the inner radius at 39 mm (Layer 3) and outer radius at 135 mm (Layer 6); these
are determined by the radii of the PXD and CDC. It inherits the good characteristics of the
Belle vertex detector: low mass, high precision, immunity to background hits, radiation toler-
ance and long-term stability. Itis designed as a 4 layers of double-sided silicon strip sensors to
avoid the huge channel count of pixels without compromising the vertex-detection capability
of Belle II. These devices simultaneously measure two coordinates of the traversing charged
particle. A depleted silicon bulk is sandwiched by a p—type and a n—type doped layer, which
is segmented into strips. The strips are implanted into the bulk and oriented orthogonal to
each other. A voltage is applied between the two strip layers in order to deplete the silicon.
The sensors used for the Belle IT SVD have rectangular or trapezoidal shape (Tab. 2.3).
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Figure 2.7: View of the SVD in the r —z (left) and x — y (right) planes. The picture, adapted from [17], shows the
ladder layout and resumes some characteristics of the used sensors (shape, active area, pitch).

The rectangular ones have the long strips on the p—side, parallel to the detector’s z—axis.
The short n—side strips along r — ¢ face towards the outside of the SVD (Fig. 2.7). The slanted
sensors are similar, with a variable strip pitch on the p—side, giving them a wedge-like shape.
The strips on the n—side, though, are parallel with a constant strip pitch. They are arranged
such that they are perpendicular to the central strip of the p—side. There are two types of
rectangular sensors: while layer 3 consists of smaller sensors, layer 4 to 6 are equipped with
larger sensors, both having a thickness of 320 um against the 300 um of the forward sensors.
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Layer3 | Layer 4 Layer 5 Layer 6

Distance from IP (mm) 39 80 104 135
Number of ladders 7 10 12 16
Number of sensors per 2 3 4 5
ladder
Kind of sensors 2small | wedge wedge wedge
+ 2 large | +3large | + 4 large
Slant angle 6, (°) 0 11.9 17.2 21.1
Material budget [X,] (%) 0.6 0.6 0.6 0.6
Overlap (%) 7.1 15.4 3.8 9.0

Table 2.3: Design parameters for the 4 Layers of SVD. The overlap percentage refers to the r — ¢ area where neigh-
bouring ladders overlap each other.

Layer Rectangular sensor Wedge sensor
strips pitch (um) pitch (um) | strips pitch (um) pitch (um)
pxn n—side p—side pxn n—side p—side
3 768x768 160 50 - - -
4 768x512 240 75 768x512 240 75to 50
5 768x512 240 75 768x512 240 75to0 50
6 768x512 240 75 768x512 240 75to 50

Table 2.4: Number of strips and pitches for rectangular and wedge sensors.

The slanted structure for forward ladders of SVD has made the ladders assembly difficult but
contributes in suppressing the multiple scattering. In fact, if the slant angle is 8, the path
length inside the sensor is proportional to the inverse of sin(0 + 6;), where 0 is the angle of
the track with respect to the z-axis. Since the 8 of the track at the edge of the forward side is 17°
and the thickness of the sensor is 300 um the flight length of the particle inside the FWD sensor
of Layer6is sin(?(?)f’)—j:gi.r) ~ 490 pm. Without the slant angle, the path length would be 1030 um,
resulting in a multiple scattering increased by a factor 1.7. The SVD design parameters are
summarized in Tabs. 2.3-2.4, while a schematic picture of the detector, showing the layers

and the ladders layout, is given in Fig. 2.7.

2.3.2 Central Drift Chamber (CDC)

The central tracking device is a large-volume drift gas chamber with small drift cells and filled
with He(50%):C,Hg(50%) gas mixture. The CDC contains 14336 sense wires arranged in 56
layers (Fig. 2.8a), either in axial or stereo orientation (Fig. 2.8b), which allows to reconstruct a
full 3D helix track via tracking in the magnetic field. The CDC reconstructs the trajectories of
charged particles to precisely determine their momenta and provides particle identification
in the low- momentum region using energy loss in the CDC volume. In addition, it generates
trigger information for charged particles. The main improvements compared to its predeces-
sor in Belle are the longer lever arm (larger radius, see Tab. 2.5), which yield better momen-
tum resolution over the whole kinematic range of the experiment, fast electronics and smaller
drift cells. Even though the larger beam background in Belle Il degrades the CDC tracking per-
formance, the new software and the standalone tracking in the PXD and SVD improves the
overall reconstructions efficiency so that even better performance with respect to Belle can
be obtained.
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(a) Quadrant of an r — ¢ projec- (b) Visualization of stereo wires relative to ax-
tion of a portion of the chamber. ial wires (the skew is amplified).

The innermost superlayer has 8

layers, whereas the others contain

six layers each.

Figure 2.8: CDC wires layout in r — ¢ and axial orientation.

Belle Belle 11
Radius of inner cylinder (mm) 77 160
Radius of outer cylinder (mm) 880 1130
Radius of innermost sense wire (mm) 88 168
Radius of outermost sense wire (mm) 863 1111.4
Number of layers 50 56
Number of sense wires 8400 14336
Gas He—C,Hg | He—C,Hjg
Diamater of sense wires (um) 30 30

Table 2.5: Main parameters of the Belle and Belle Il CDC [17].

2.3.3 Particle identification: ARICH and TOP

The particle ID has been improved in both barrel and endcaps, in order to build up an effi-
cient system to separate pions, kaons, protons, electrons and muons over the full kinematic
range of the experiment. The detectors used for the PID are: the time-of-propagation (TOP)
counter, used in the the barrel region, and the ARICH, for the forward end cap region. The
first is a special kind of Cerenkov detector in which two-dimensional information about a
Cerenkov ring image is given by the time of arrival and impact position of Cerenkov photons
at pixelated photo-detectors at one end of a 2.6 m long quartz bar (Fig. 2.9). Each detector
module (16 in total) consists of a 45 cm wide and 2 cm thick quartz bar with a small expansion
volume (about 10 cm long) at the sensor end of the bar. An important component of the mod-
ule is also a spherical mirror at the far end of the quartz bar, essential for reducing the chro-
matic error. The TOP counter requires photo-sensors with a single photon time resolution
of about 100 ps, which can be achieved with a 16-channel MCP (Micro-Channel Plate) PMT
specially developed for this purpose. For precision timing required in this type of counter,
custom-made pipelined waveform sampling read-out electronics is used. For this identifi-
cation method the starting (particle production) time has to be known with a precision of
better than 50 ps; it is provided by the precision radiofrequency (RF) clock of the SuperKEKB
accelerator.

In the forward endcap, the proximity focusing Cerenkov ring imaging detector (ARICH) has
been designed to separate kaons from pions over most of their momentum spectrum and
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Quartz radiator

Quartz wedge

charged
particle

Figure 2.9: Single TOP module, with two blocks fused together (dimensions are reported in mm). Picture taken
from [23].

hybrid avalanche charged | .
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kaons, while red solid lines the pions. the aerogel radiator of ARICH. The first Cerenkov
(blue) starts in the first layer, the second (red) starts
at the second layer.

Figure 2.10: ARICH working principle. Pictures adapted from [23].

to provide discrimination between pions, muons and electrons below 1GeV/c. The ARICH
(Fig. 2.10) is composed by an aerogel radiator, where Cerenkov photons are produced by
charged particles, an expansion volume to allow the photons to form rings on the photon
detector surface, an array of position-sensitive photon detectors, that is capable of detecting
single photons in a high magnetic field with high efficiency and with good resolution in two
dimensions, and a read-out system for the photon detectors.

A key parameter of the Cerenkov detectors is the number of detected photons (Np.e., see
Tab. 2.6): the resolution on the Cerenkov ring O ring» and thus the separating power between
pions and kaons, is inversely proportional to /N ... For this reason the two 2 cm thick lay-
ers of aerogel have different refractive indices (n = 1.045 upstream, n = 1.055 downstream)
in order to improve the light yield without degrading the Cerenkov angle resolution. A more
detailed description on PID performance follows in Sec. 3.6.

2.3.4 Electromagnetic Calorimeter (ECL)

Since one third of B-decay products are 7°’s or other neutral particles that provide photons
in a wide energy range from 20 MeV to 4 GeV, a high resolution electromagnetic calorimeter
is a very important part of the Belle II detector. CsI(Tl) was chosen as the scintillation crystal
material for the Belle calorimeter due to its high light output, relatively short radiation length,
good mechanical properties and moderate price. The main tasks of the calorimeter are:

¢ detection of photons with high efficiency,
e precise determination of the photon energy and angular coordinates,

e electron identification,
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e generation of the proper signal for trigger,
e on-line and off-line luminosity measurement,
e K; detection together with the KLM.

All the three ECL regions, barrel and forward and backward end-caps, are instrumented with
atotal of 8736 crystals, covering about the 90% of the solid angle in the center-of-mass system
(Fig. 2.11). The CsI(T]) crystals, preamplifiers and support structures have been reused from
Belle, whereas the readout electronics and reconstruction software have been upgraded.

Backward S z . > Forward

Figure 2.11: Sketch of the ECL, with the forward (green), barrel (red) and backward (blue) regions with their polar
acceptance. Picture taken from [23].

In the Belle experiment, the energy resolution observed with the same calorimeterwas o/ E
= 4% at 100 MeV, 1.6 % at 8 GeV, and the angular resolution was 13 mrad (3 mrad) at low
(high) energies; 7° mass resolution was 4.5 MeV /c?; in absence of backgrounds a very simi-
lar performance would also be expected in Belle II. In the presence of considerably elevated
background levels as compared to the operation in Belle, the relativelylong decay time of scin-
tillations in CsI(TI) crystals will considerably increase the overlapping of pulses from neigh-
bouring (background) events. To mitigate the resulting large pile-up noise, scintillator photo-
sensors were equipped with waveform-sampling read-out electronics.

2.3.5 K and Muon Detector (KLM)
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Figure 2.12: Exploded cross-section of an RPC superlayer. Picture taken from [17].
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The K; and muon detector (KLM) consists of an alternating sandwich of 4.7 cm thick iron
plates and active detector elements located outside the superconducting solenoid. The iron
plates serve as the magnetic flux return for the solenoid. They also provide 3.9 interaction
lengths or more of material, in addition to the 0.8 interaction lengths of the calorimeter, in
which K} mesons can shower hadronically. The Belle KLM system, based on glass-electrode
resistive plate chambers (RPCs) (Fig. 2.12), demonstrated good performance during the entire
data taking period of the Belle experiment. In contrast to Belle, in Belle II larger backgrounds
are expected in both endcaps and the innermost layers in the barrel region due to neutrons
that are mainly produced in EM shower from background reactions (e.g. radiative Bhabha
scattering). To mitigate the long dead time of the RPCs due to the recovery of the electric field
after a discharge — which would significantly reduce the detection efficiency if the hit rate is
large — in the critical regions the RPCs have been replaced by layers of scintillator strips with
wavelength shifting fibers , which are tolerant to higher rates.

Component Performance
Impact parameter resolution
PXD (PXD and SVD)
SVD 04, ~20pm, 0 g4, ~10pm

Tracking down to p; ~50MeV/ ¢

Orp =100pm, 0, =2mm
0, /P =+/(02%p;[GeV/c])2+ (0.3%/ )2
0, /P =/ (0.1%p; [GeV/ c])2 + (0.3%/ )2 (with SVD)
Odg/dx = 5%

CDC

Np.e.~20, 0, =40ps
TOP K/7 separation:
99% at 0.5% of m mis-ID

Npe.~13
ARICH K/m separation at 4 GeV/c:
96% at 1% of 7 mis-ID

o _ 02% 1.6%
ECL F =" ® 3 012%
Opos = 0.5cm/VE (Ein GeV)

A¢ = AB =20mrad for K,

KIM ~ 1% hadron fake for muons

Table 2.6: Expected performance for the components of the Belle II detector [17]. More information about sub-
detector perfomance measured during the early phase of the experiment, especially on tracking and PID, will be
given in the next chapter.

2.3.6 Trigger system

The trigger system has the role to identify and record the events of interest during data taking,
unlocking a broad variety of topics not probed in the previous B-factories (e.g. single photon
trigger for dark sector searches and 2-or-3 photon triggers for axion-like particle searches) but
mantaining an efficiency close to 100 % for most B-decays, for events reconstructed offline.
The scheme of Belle II trigger system is composed of two levels: hardware based low level
trigger (L1, latency of 5us, and maximum trigger output rate of 30 kHz, limited by the read-in
rate of DAQ) and software based High Level Trigger (HLT). As a key component of DAQ, the
HLT must suppress online event rates to 10 kHz for offline storage, and it must identify track
regions of interest for PXD readout to reduce data flux. The HLT reconstructs the event with
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offline reconstruction algorithms, allowing access to full granularity event reconstruction us-
ing all detectors except for the PXD. Trigger rates for some common processes are reported in
Tab. 2.7.

Physics process (e e~ —) Cross section (nb)  Trigger Rate (Hz)
T(4S) — BB 1.2 960

Hadron prod. from continuum 2.8 2200

utu~ 0.8 640

TrT~ 0.8 640

Bhabha(6),, > 17°) 44 350(4)

7Y (Bap > 17°) 2.4 19(a)

Table 2.7: The total cross sections and trigger rates at the goal luminosity of 8 x 103° cm™2s~! for several physical
processes of interest. Samples of Bhabha and yy events are used to measure the luminosity and to calibrate the
detector responses. (@) Since the Bhabha and yY cross sections are very large, these triggers are pre-scaled by a
factor of 100; this is straightforward due to their distinct signatures [17]. The maximum average trigger rate for
Belle IT is 30 kHz.

2.4 SuperKEKB and Belle II operations

Year 2016 2017 2018 2019
Japan FY 2016 2017 2018 2019

Summer Summer Summer Summer
shutdown shutdown shutdown shutdown

Phase 1 Belle ll Phase 2 Phase 3
el insertion ST - - -

LER(e*
Main Ring/(MR) e VXD
S T circulating | . q
commissioning MR commissioning for phase 2 HER(e") installation
I
circulating

Figure 2.13: Timeline of the Belle II experiment. Adapted from [24]

e Phase 1: Successfully completed in 2016. SuperKEKB was commissioned without beam
collisions. Single-beam backgrounds were studied with several background monitors
in the absence of the Belle II detector.

e Phase 2 : April 26" 2018 - July 2018. Beam collisions were realized and some physics
data (~ 0.5fb™!) were collected without the full vertex detector installed. Only two lad-
ders of the PXD and four ladders of the SVD were installed, one for each layer. This
VXD subset was located at ¢ = 0, i.e. in opposite direction compared to center of the
ring. Background monitors were installed at the core of the Belle II detector in order
to measure the beam backgrounds. The lack of the VXD elements had a large impact
on physics during Phase 2. In fact, track reconstruction was entirely dependent on the
CDC: tracks had to be able to reach this detector and this lead to efficiency losses at
low pr.

e Phase 3

1. Spring Run: March 25" 2019 - July 2019. This phase has seen a quasi-full detector,
since PXD is not in its two-layer form: the inner layer has one broken module and
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the outer one has just two ladders, in such a way that the whole azimuthal angle
is covered. The total integrated luminosity is 6.5fb™", collected with different ma-
chine paramters, adjusted during intensive tuning studies. Between May 7" and
May 14", continuous injections for LER and HER started. Indeed two different
injection modes have been used during the Run: the “normal injection" and the
“continuous injection". The continuous injection is necessary to maintain con-
stant luminosity against a short beam lifetime (the lifetime of the main rings will
be ~ 600s at design beam currents), especially for HER (Figs. 2.15a-2.15b). More-
over, each charge injection is small and this allows to avoid turning-off DAQ, which
instead is done in the normal injection scheme where almost the entire beam cur-
rent must be restored.

(a) First candidate of hadronic event of the Belle II experiment, recorded on
March, 25t

Integrated luminosity [fo~1]

HEEE Day per Day
— Total

Total [ £ dt =6.49 [fb™']

0.30 4

0.25 4

0.20 4

0.15 4

0.10 4

[¥¥)
Total integrated luminosity [fb~1]

Total integrated luminosity per Day [fb~1]

0.05 4

0.00 T -0
‘% x4 "4 "4 Sy nl
R N ke S R o
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(b) Integrated luminosity per day and the total one.

Figure 2.14: Early Phase 3 - 2019 Spring Run highlights.

The performance achieved during the Spring Run are summarized both in Tab. 2.2
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(b) Continuous injection, from 00:00 to around 12:00, May 25, This technique
allows to keep the beam currents and the luminosity almost constant.

Figure 2.15: Snapshots of monitoring plots shown in the SuperKEKB control room. The parameters of the beams
are reported: HER and LER currents (red lines) and lifetimes (light blue), pressure (violet), instantaneous lumi-
nosity, delivered and recorder luminosity (lighter and darker green, respectively). “Spec L’ denotes the specific

luminosity, defined as ZLspec = ﬁ%r’ where the I ; are the bunch currents and 7y, is the number of bunches.
bp Tp

and Tab. 2.8 and can be considered a successful result, considering the numerous
issues encountered. The major troubles were:

1.1. April 15" - A fire broke out in a building adjacent to the KEK Linac. Several sec-
tors of the Linac were badly contaminated with soot and plastic by-products.
Components in these sectors had to be cleaned and tested in a major mobi-
lization of the KEK accelerator team. This accident did not cause any human
injuries or radiation leakage. On April 22"¢, the components of the Linac were
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carefully turned on again and recovery began. By the afternoon of April 26™,
beams were circulating again in the HER and LER of SuperKEKB and Belle II
began taking physics data again.

1.2. Several QCS quenches, mainly caused by power supply failures (for example,
that of May 25") or by steered beams with huge vertical beam size. These
events were supposedly caused by beam-dust collision; the most severe epi-
sode happened on June 9, when PXD, SVD and a vertical collimator were af-
fected by a LER beam lost of ~ 150 mA, for an accumulated dose of 3 rad within
40us. Fortunately SVD did not encountered severe issue, while PXD suffered
some damages and one module became inoperable (see Fig. 3.7, Chapter 3).

2. Autumn Run: October 15" - December 12", The plan for the upcoming run is to
integrate ~ 14fb™! - considering for beam currents a realistic value of 770 mA.

Performance Value Notes
e o )| S350 | Do icion mode
Best Efficiency 97 with HER/LER ~ 500/500 mA
(Lrecorded / Ldelivered) (%) June 161
Best daily Zinegratea (Pb™1) 300 -
Dominant background source - LER beam-gas

Table 2.8: Machine performance during Spring Run.

2.5 Belle II software analysis framework

The Belle II Software Framework (basf2) is a C++/Python framework to process the events
recorded by the Belle II detector [25]. basf2 has a core written in C++ and features a Python
3 based user interface which offers a simple way to use the software. The work flow, shown
in Fig. 2.16 for different tasks such as MC generation, detector simulation and recontruction,
can be defined in Python steering files. Through these scripts the analysts indicate the desired
path of chained modules, each of them designed to perform a specific task on event-by-event
basis. These modules, which usually start and with a data input and output, respectively, can
access the basf2 libraries on the C++ level of the software where the actual operations on
the data are performed. The exchange of the data-objects between the different modules oc-
curs via the common DataStore. Certain libraries such as the MC generation or the detector
simulation rely on additional external libraries, e.g. EvtGen (B-physics experiments’ gener-
ator) [26] or Geant4 [27], and CERN'’s particle physics data analysis framework ROOT [28] for
data handling.

The analysis package offers a collection of tools to extract physically relevant information
from reconstructed particle tracks, particle identification (PID) likelihoods, calorimeter clus-
ters and informations from KLM which are stored in so-called mini Data Summary Tables —
mDST for short. The size of each mDST file is reduced by a skimming process to produce
different sets of uDSTs files, where each skim is designed to meet the preliminary criteria of
a specific analysis. At the same time, the skimmed mDSTs should not be produced with tight
cuts on any of the associated variables, since this could constrain, and potentially alter, the
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course of a specific analysis.

All physics analyses at Belle II require the generation and analysis of Monte Carlo events in
addition to the analysis of the real detector data. This involves the creation of physics events
by means of a set of decay tables listing all the possible decay processes, their branching ratios
and amplitudes. Those events are then passed to a full detector simulation, simulating the
passage of the particles through the detector material of the various sub-detectors. Each sub-
detector has a digitizer assigned, that uses the input of the full detector simulation in order
to perform a realistic detector response simulation. The digitized data is then passed to the
reconstruction stage, where the input data for the physics analyses is created. Among the
various reconstruction procedures are, for example, the clustering of pixels and strips, track
finding and track fitting. The last step in the processing chain is then the physics analysis.
The real data processing chain, however, skips the Monte Carlo and simulation steps and
feeds the real detector data directly to the reconstruction stage. The Monte Carlo chain and
the real data chain share the same reconstruction and analysis procedures.

The geometry handling system of basf?2, which contains also the magnetic fielsd of Belle II,
stores the parameter values needed to fully describe the Belle I detector in a database. Storing
parameter values instead of concrete geometry objects allows for a simple and generic way of
handling time varying geometry. The full detector simulation in basf2 is based on Geant4,
the standard toolkit for the simulation of particles traversing matter in the high energy physics
community.

ECLClusters \

¥ Tracks
Nature 1

PIDLikelihoods,
177"  mdst.root
1
| l
1
Detector Reconstruction 1
PYTHIA Simulation _— | basf2 analysis
: GEANT4 1 steering script
1
1 w 1
! MCParticles 1 l
Published Measurement +— Offline” analysis <+ histos.root

e “ Analysis note

Figure 2.16: Data reconstruction for both MC and experiment sources. Raw data, coming from the real exper-
iment or the simulated one, go through the same reconstruction, whose output, the mDSTs, are the basis for
the analysis work. The analysis part can be performed with the Python interface. PYTHIA is an auxiliary tool to
EvtGen, which handles the fragmentation into all the possible final states states not included in the decay file.

2.5.1 Calibrations

For the success of the experiment it is essential to have detailed information on calibrations
and varying detector conditions to be available when reconstructing and analyzing the data.
“Conditions” indicate a number of settings or calibrations, stored in a central Conditions
Database, that can evolve over the time but not on a per-event rate. For example, the noise
on SVD strips must be evaluated frequently as it depends on many environmental and op-
erating variables, such as radiation levels and HV settings. Another example of conditions
is the alignment of the VXD, which is quantified by a large number of constants that need
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to be monitored in order to have knowledge of the systematic deformation of the detector
or random displacements of the single pixel and silicon sensors. In this way the mapping
between the actual positions and orientations of sensors and the nominal ones can be cor-
rected and the tracking reconstruction performance is optimised. The bulk conditions data
is the payload representing the set of sensible parameters consumed in the various workflows
of the physics data processing. The payloads contain the information related to a wide range
of subsystems, including detectors, triggers, beam monitoring and physics algorithms. For
example the information on SVD noise corresponding to a single calibration is stored in a
dedicated payload, as well as the alignment constants extracted for a defined dataset. The
time information for the validity of the payloads is specified with a parameter called Interval
of Validity (IoV). In this context, time is represented by a run number, where a run is a data
taking period with stable operating conditions and an experiment number. “Experiment” in-
dicated a period typically lasting for several weeks, during which it is expected that there will
be no major changes in Belle II or SuperKEKB operating conditions. The Database interface
guarantees the user to get the correct payload for a given run.

A fully qualified set of conditions consists of a set of payloads and their associated IoVs cov-
ering the time span required by the workload. A label called Global Tag (GT) identifies the
version of the set. When a new global tag is created, it is open for modifications so that as-
signments of IoVs to payloads can be added or removed. Once a GT is published, it becomes
immutable. For the reconstruction the user needs to specify the GT with the most up-to-date
calibrations.

The calibrations of Belle II data consists of three major procedures.

The prompt calibration provides the first version of the conditions and is used to perform the
first processing of raw data into mDST format. In order to enable efficient prompt mDSTs
production, the calibrations contained in the prompt GT should be ready on the order of a
week following data collection. These constants are not optimal and cannot be used for pub-
lic results. More precise estimates are needed and thus a second offline stage is performed.
The offline calibrations contain the best versions of those produced during prompt calibra-
tion. The benefit of the offline procedure is that larger samples may be used and constants
can be more effectively applied. Following the offline calibration, the data must be repro-
cessed with updated calibration constants. Most likely this will occur every 6-12 months but
indeed it may happen more often during the early stages of data taking. It should be empha-
sized that if calibration algorithms are modified, all the data produced up to that point must
be reprocessed.

Finally, online calibrations are very different from the others since they are used during data
taking. For the online reconstruction the HLT retrieves the available payloads, whose IoVs
are still open. Once a new calibration is taken, such IoVs can be closed and the online recon-
struction switches to the new payloads. The online GT is also the main Global Tag bacause itis
where all the conditions used during the basf?2 processing on HLT are stored. Unlike prompt
and offline calibrations, where the IoVs indicate the set of runs used to produce a certain
calibration, for the online case the validity of a payload ends only when a new calibration is
produced and takes over the previous one for the reconstruction.



3 Reconstruction for the D° lifetime measure-
ment

This chapter introduces the goal of the thesis work and the methods adopted. The perfor-
mance of the key reconstruction tools are reported, in particular: tracking and vertexing for
the precision on the D° flight time measurement and particle identification for the back-
ground rejection. A further central analysis tool is the decay fitter, whose main features are
briefly described in Sec. 3.4.

A considerable part of the work has been devoted to determine the Interaction Point (Sec. 3.5)
and make the information available for the analysis purposes. This requires, from the soft-
ware side, to correctly put the conditions in the DataStore and ensure that the analysis tools,
such as the geometrical fitter, are able to retrieve them.

3.1 Goal and signal channel

Measuring the D? lifetime is a powerful tool to evaluate the performance of the Belle II exper-
iment, which has started its physics program after years of development and commissioning.
Even though the first collisions of SuperKEKB took place on 2018, only at the end of that year
the VXD was finally installed and in January 2019 it joined the rest of the experiment for DAQ
tests and Cosmic Runs. The lifetime measurement aims to demonstrate the vertexing ca-
pabilities of the Belle II detector, highly related to the tracking and vertex detector, with its
two-technology design in the extreme proximity of the interaction point.

There are two experimental ingredients necessary for the lifetime measurement, and more
generally to study the time dependent decay rates for the determination of the mixing pa-
rameters. The first one is the identification of stable charged particles (PID). Very good PID
capabilities are required for separating hadronic final states of D decays such as 7+ 7~, K*7F,
K™ K~, and thus reducing the backgrounds arising from final states which differ from the one
under study. The second ingredient is the determination of the decay time of the neutral D
meson, based on the measurement of its decay length between the production and decay
points. The accuracy on the D meson decay length depends critically on the vertex detectors
of the experiment. Furhtermore, an excellent tracking performance (high resolution on the
impact parameter) is the basis for a good vertex reconstruction.

The channel studied for the present analysis is:

D** - (D> K n")n] +cc,

whose cross section at 4/s = 7(4S) is ~ 9pb (cross sections and branching fractions are re-
ported in Tab. 3.1). The choice of the K~z final state of the D° (Fig. 3.1) is due to the rel-
atively high branching fraction, in order to increase statistics!, the low multiplicity and ab-
sence of neutrals particles for better precision in vertex position determination. The D%’s

1~ 9 x 10%signal events are expected to be produced for each integrated fb=.

47
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from D* decays are called D*— ragged D"’s, to be distinguished from those being directly
produced in e " e~ interactions (prompt D%’s) or produced in B decays. This latter configura-
tion degrades the D° flight time estimation, since the B’s have a finite decay length, while the
D*’s decay “immediately” in the interaction region.

The daughter pion of the D* is usually denoted as “slow pion" 7, since its average laboratory
momentum is low, around 250MeV/ c.

The charge of the 7t is used to determine (or tag) the flavour of the neutral D meson; indeed
the quark composition of the meson determines the only possible process to be D*™ — D% ™
or the charge conjugate D*~ — D%z,

7 - olete—cc) 1.3nb(@
W AV Heep B0 X 0.25540.017
c S b.r.(D*" - D%t)  (67.7£0.5)%
pY Vg} K- b.r.(D°— K nt)  (3.89+0.04)%
u u

Table 3.1: Branching fractions and cross sections taken
Figure 3.1: Diagram showing at quark level the  from [29] and related to the channel under study. Given

DY decay process, where a W boson is exchanged. the integrated luminosity, the abundance of D%’s can be
The V;; are the CKM matrix elements discussed in estimated. (4) The number refers to the cross-section at
Ch. 1. B-factories, running at /s =7 (4S).

The difference between the invariant masses of the D* and the D° mesons, AM, or the equiv-
alent Q = AM - m,_are powerful selection variables that considerably restrict the amount
of combinatorial background. The effectiveness is further enhanced by the excellent exper-
imental resolution in AM arising from the cancellation of experimental uncertainty in the
determination of the momenta of particles comprising the D°.

3.2 Method description

The D lifetime 7 po is extracted with an unbinned maximum likelihood fit to the distribution
of proper time of the DY, rp0, defined as:

P
p?’
The proper decay time is computed using the vector d connecting the D° production and
decay vertices, the reconstructed momentum p and the nominal mass of the D meson mpo.
The decay point (Vpo, in Fig. 3.3) is obtained from fitting the D meson decay products to a
single vertex, whereas the D° production point Vp. is obtained by intersecting the D flight
direction, determined by its momentum vector, and Vpo, with the e T e~ interaction region
(beam spot, see Sec. 3.5). The slow pion from the D* decay is fitted to a common space point
together with the D® momentum with the spatial constraint of the interaction region. This
improves the momentum accuracy of the slow pion and, thereby, the experimental resolution
in Q.

The average D° decay length at the B-factories is about 200 um while the average D’ momen-
tum is 3.4 GeV/ c. The precision by which the interaction region is known is given in Sec. 3.5.
The resulting resolution on the decay length is approximately 45 um. This suggests that the
resolution on vertices’ positions and the resolution on the reconstructed momentum are cru-
cial values for lifetime measurements. Between the two, the reconstruction of the vertices is

Ipo

fpo = Mpo— = mDod)- (3.1)
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the most critical as it is strongly tied to the resolution on the impact parameter (defined in
Sec. 3.3).

The best estimate of the decay length /o is obtained by projecting the distance vector d onto
the resulting momentum of the D%’s daughters’ tracks. The uncertainties on the positions of
the two vertices (qualitatively represented by the grey blobs in Fig. 3.3) affect the precision on
the measurement of d and the projection is meant to mitigate this effect. The proper time
distribution obtained at Belle on the same channel studied here is reported in Fig. 3.2a and
compared with the BABAR result (Fig. 3.2b).
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(a) From [30]. Belle result of the simultane- (b) From [31, 32]. BABAR proper time distribu-
ous fit to proper time distributions (here the tion for the K decay mode with the fit result
D% — K—nt decay is reported). The cross- overlaid. The combinatorial distribution (indi-
hatched area represents background contri- cated as ‘Comb.” in light gray) is stacked on top
butions, the shape of which was fitted using of the misreconstructed-charm distribution (in-
M sideband events. The obtained lifetime is dicated as ‘Charm’ in dark grey). The result on
T = (408.7£0.6(stat)) fs. 468fb~! is T = (408.97 +0.24(stat) ) fs.

Figure 3.2: Proper time distributions obtained by the Belle (a) and BAB4R (b) experiments. Both histograms are
related to D*-tagged candidates decaying into the K final state.

In the measurement of the D° decay times, it is assumed that the D%’s are produced at the pri-
mary production vertex. For D%’s from B meson decays, this assumptions results in a biased
measurement due to the finite decay time of the B mesons and the corresponding D° decay
time distribution has a more difficult parametrisation. This complication (and the related
systematic uncertainties that would result from it) is avoided by requiring the center-of-mass
momentum of the tagging D* mesons to exceed the kinematic limit for B — D*X decays. The
minimal value required for the D* momentum? is 2.5 GeV/c.

To measure the D lifetime one needs to accurately describe the resolution function, to be
convolved with the decay time distribution, assumed to be an exponential. This is true under
the approximation of negligible effect of mixing on the decay rate, being the mixing rate small
(£ 1%), as exposed in Sec. 1.2. Furthermore, the mass eigenstates D, and D, have very sim-
ilar lifetimes (y ~ 0.5%), making possible to define a “lifetime” for the D° (unlike the neutral
kaons).

2The largest momentum of a D*, in a two body B — D*r decay in the center-of-mass system, where the B
meson is approximately at rest, is about 2.3 GeV/ c.
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Figure 3.3: Pictorial representation of the decay length measurement, using the production and decay vertices
and the reconstructed momentum of the D° candidate.

3.3 Impact parameter resolution

The impact parameter is a fundamental quantity for the track parametrisation and the achiev-
able resolution on that parameter is a central performance benchmark for the D° lifetime
measurement.

A track propagating in vacuum in a constant magnetic field moves along a helix described by
five parameters defined at a point B of the trajectory. In Belle II this point is identified with
the perigee, or point of closest approach (POCA) to the origin in the x —y (r —¢) plane. If the
stochastic processes, like energy loss and multiple scattering in detector material, cannot be
ignored, the track can still be parameterized locally as a helix. The Belle II tracking software
employs the following parametrisation:

o dy: called transverse impact parameter, it is the signed distance between the origin and
the POCA in the transverse plane. The sign convention is defined as follows: moving
along the track into the direction of the particle’s momentum, the sign is positive (neg-
ative) if the origin is to the right (left) of the track at the POCA, looking from the positive
z—axis direction. Ultimately the sign depends on the direction of the angular momen-
tum of the track at the POCA with respect to the magnetic field and it is such that p;, 670
and é, form a right-handed system (Figs. 3.4a-3.4b).

o z: called longitudinal impact parameter, it is the signed distance along the z axis from
the perigee to the helix (Fig. 3.4c).

e ¢(: the angle between the transverse momentum at the POCA and the x axis.

e tan A: the tangent of the angle between the momentum at the POCA and the transverse
plane.

e w: proportional the curvature, whose sign corresponds to the track’s charge. w = 1/2R,
where R is the radius of the circle corresponding to the projection of the helix on the
x —y plane.

The accuracy that can be achieved for d;, and z, consists of two independent components: the
first originates from the intrinsic detector resolution, while the second describes the effect of
multiple scattering that a particle experiences while traversing the material in the beam pipe
and the sub-detectors. In order not to affect the impact parameter resolution, Belle II has
been conceived to minimise material budget and multiple scattering.

The resolution achieved during the early phase of the experiment is measured reconstructing
Bhabha events from a sample of 20 pb™!. Assuming that the two e e~ tracks come from the
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Figure 3.4: Perigee parameters of a particle track (red) in the x-y plane. In each quadrant two configurations can
occur so that j;, dy and é, form a right-handed system. For example, in the quadrant with x, y > 0, the norm
of the transverse impact parameter IJQI gets a negative (a) or positive sign (b) depending on the direction of the
transverse momentum of the particle. (c): 3-D wiew of the track with POCA and its projections onto transverse
plane and longitudinal direction (taken from [23]).

origin, the width of the difference Ady/+v2 = (dy(t_) + dy(t,))/+/2 is an estimate of the d,,
resolution; the same holds for the z, resolution Azy/v2 = (z¢(t_)—z(t,))/+/2. The differ-
ence of signs in Ady and Az, is due to the fact that by definition the two tracks 7_ and ¢, must
have opposite signed d,’s but have the same z,. The d; and z, resolution estimates are ob-
tained using the half of the symmetric range around the median containing 68 % of the d, and
zo distributions, respectively. The statistical error is is evaluated via a statistical resampling
technique and the systematic uncertainty is estimated by comparing the width obtained with
different iterations of the alignment corrections. The values obtained are

o(dy) = (14.2+0.1 (stat) £0.1 (syst))um,
0(z9) = (16.1£0.1 (stat) £0.1 (syst))um.

There is a slight discrepancy with the MC, around 15%, which comes from imperfections in
the material description and detector simulation.
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Figure 3.5: d, distributions of selected tracks reconstructed via the chain (CDC+SVD+PXD), requiring a certain
threshold number of hits for each sub-detector. Other cuts are applied in order to ensure that 2-track events
are selected and that the particles experience low multiple scattering. The distributions are used to extract the
resolution estimates o (dp) and o (zg) as the half of the symmetric range around the median containing 68% of
the area.
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3.3.1 Tracking performance

The Belle II track reconstruction software consists of multiple independent algorithms to pro-
cess the measurements of each tracking sub-detector and integrate all of them into one final
set of tracks available for physics analysis. This allows to employ algorithms which properties
are especially suited for the different sub-detectors.

In order to perform the combination of sub-detector tracks without increasing the fake rate of
the output tracks, the Combinatorial Kalman Filter (CKF) is used to link hits and tracks across
the sub-detector boundaries.

Track reconstruction progresses through the following steps:

o Hit clustering: the hits within each of the tracking detectors are selected and merged
to remove noise hits and obtain a more precise estimate of the point of intersection
between the track and the detector, called space-point.

e Patternrecognition: dedicated algorithms identify the radial sequences of clusters more
likely to correspond to real trajectories, taking into account the constraints due to the
production topology (IP position) and the detector geometry.

o Trackfitting: the final estimation of track parameters is achieved with a fit of the cluster
positions after removing the clusters that do not belong to the identified patterns. For
the fit, a specific particle hypothesis must be assumed to calculate correctly the energy
loss and the material effects. In Belle II, all reconstructed tracks are fitted with the 7,
K and p hypothesis. The fitted tracks are extrapolated to the point of closest approach
(POCA) to the interaction point (IP) afterwards to extract their helix parameters.

As a first step, the measured signal in the CDC is filtered and reconstructed by two indepen-
dent algorithms, whose results are merged in the CDC-only tracks, which are then fitted. A
CKEF is used to enrich the CDC tracks with SVD hits. Moreover, high-curvature tracks that do
not produce enough hits in the CDC (low momentum particles with p, < 100 MeV/ c) are re-
constructed with a standalone SVD track finder . The results are combined, fitted again and
extrapolated to the PXD with a second CKE After a final fit, the results can be used in a physics
analysis.

The tracking efficiency is evaluated with a MC simulation by comparing the number of re-
constructed tracks to the generated ones. A good track finding algorithm should collect in a
track all the hits of one and only one MC particle. Two figures of merit are then defined for
each pair of MC-track and track found by the pattern recognition (PR-track):

1. The hit efficiency quantifies how efficient is the pattern recognition in identifying all the
hits belonging to a single particle. Itis defined as the fraction of hits of a given MC-track
contained in a given PR-track.

2. The hit purity quantifies how precise is the pattern recognition in identifying the hits
belonging to only one particle. It is defined as the fraction of hits of a given PR-track
contained in a given MC-track.

A PR-track is defined as matched to a given MC-track if the hit purity exceeds 66% and the
hit efficiency exceeds 5%. The low hit efficiency requirement accounts for low momentum
tracks curling in the tracking volumes which may leave several hundreds of hits.

If there are two or more PR-tracks that are matched to the same MC-track, the PR-track having
the highest efficiency and purity is defined as correctly identified and the remaining ones are
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defined as clones. If the PR-track fails the purity requirement, e.g. the PR-track is made up
of hits from two MC-tracks, each one with a hit purity below 66 % or the PR-track is made of
background hits, it is defined as fake.

According to the strategy employed to find a track, SVD provides necessary information to ex-
trapolate the tracks reconstructed in the CDC to the PXD with high efficiency. The efficiency
of SVD has been monitored during the first Run of Phase 3, showing excellent performance
(efficiencies 2 99% for all the layers, as shown in Fig. 3.6 and Tab. 3.2). The efficiency is mea-
sured as the fraction of times a cluster is found within £0.5 mm from the extrapolated position
of the track on the sensor, for both sides p —n. The lower efficiency of Layer 3 is due to the
fact that one readout chip was masked. This high efficiency is also confirmed by a study con-
ducted for the candidate selection, which is presented in Chapter 4. Having established the
high performance of the SVD, we can now focus on the PXD efficiency.

F PHASE3 SVD exp 8
101f-  PRELIMINARY run 237 Efficiency | P side | N side

1,005 Layer 3 (99.72+0.04)% | (98.47+0.06)%

: T Layer 4 (99.66+0.04)% | (99.34+0.09)%
AT T Layer 5 (99.61£0.08)% | (99.4+0.1)%
asoflll 1 | o | Layer 6 (99.2£0.2)% | (99.3£0.2)%

0.985[—

osesf Tk

Table 3.2: The preliminary average hit efficiency of each
sensor measured on run 237 of Experiment 8 with both
E beams in continuous injection mode. The efficiencies for
vslflf];gg‘ég!gl_glil;ggg’;{.;igg‘ég‘géég‘giégggéégééégé#&%ﬁ%ﬁ{g& each layer, on both p and n sides are summarised.
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Figure 3.6: The efficiency per each sensor of
Layer 5 is reported.

As introduced in Sec. 2.4, the PXD experienced critical moments due to the beam instabili-
ties. Moreover, given that Belle Il is in its initial phases, PXD had to deal with unpredictable
backgrounds.

The efficiency of attaching the PXD hits during the pattern recognition for each module is
reported in Figs. 3.7a-3.7c. The selected snapshots show the PXD conditions before and after
the main accident of May 28" and how it recovered.

3.4 Vertex fitter

A fundamental tool for the measurement is the vertex fitter, to reconstruct the signal chain
with the two vertices Vp. and Vpo. Among the various fitters provided in the basf2 environ-
ment, we choose TreeFitter [33] because it is conceived to perform simultaneous vertex
fitting of a decay tree [34]. TreeFitter attempts to perform the fit accordingly to the de-
cay structure defined by the user when reconstructing the particles (hypothesis-based fitting).
Three options can be switched on during the vertexing process:

e Mass Constraint: Require the mass of selected composite particles to match the PDG
mass. Energy-momentum free parameters of the fit drop from 4 to 3.

o [P Constraint: The production vertex of the head of the decay is constrained to the beam
spot region, i.e. the region of space where the e e~ collision is more likely to happen.
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Figure 3.7: PXD efficiency map for the Layer 1. On y-axis the tanA = % (A= %—0) is shown. The gaps between

the forward and backward modules are visible (white regions at tan A ~ 1), as well as lower efficiency regions due
to dead gates (darker stripes). The damages due to late-May accident (Sec. 2.4) and the subsequent recovery are
visible.

This constraint is treated as the IP was a particle mother of the tree specified by the
analyst. The IP position and beam spot size are specified in the dedicated payloads
(calibration are introduced in Sec. 2.5), which are created during data taking. The algo-
rithm used to store the information about beam spot is described in the next section.
In vertex reconstruction the average beam spot can be used as a constraint on the pro-
duction vertex of the D meson. The values ofthe central position and size of the beam
spot are used in the y? minimisation for the fit.

o Update daughters momenta: If this option is not set, only the 4-momenta for the head
of the tree are updated after the fit. Otherwise the entire tree is updated with the fitted
values of momenta.

Among the other fitters provided in the basf2 environment, TreeFitteris preferred in com-
plex topologies and modes with neutrals. Furthermore, it is fully interfaced with the analyst
work; for example it allows to directly extract the lifetimes and the decay lengths of a candi-
date particle. For the D° lifetime measurement, we apply the mass constraint on the D° mass
of the candidate, the beam spot constraint, as it allows to have a run-dependent information
on position and size of interaction region, and we also apply a cut on the confidence level to
accept fitted decay trees. This means that candidates with a confidence level lower than the
chosen threshold are removed from the particle list. We set the conservative cut pValue>0,
which removes only the fits that fail. The pValue variable indicates, in the basf2 environ-
ment, a context-dependent y? probability associated to the fit related to a certain particle. If
the particle is track-based (final-state charged one), then this is the p-value of the track fit. If
the particle is composite and a vertex fit has been performed, as in the case of D® and D*,
then it indicates the y? probability of the vertex fit result.

Figure 3.8b shows the energy released Q = M (D) ~M(D°)~M!P¢ in ete” — D*X
continuum events where D** — D%+ decays with D — K~ have i)een selected and the
reconstruction is performed both with and without the constraint that the D*" originates
from the beam spot. Due to its low momentum the direction of the slow pion is very sensitive
to multiple scattering and requiring it to originate from the interaction region substantially
improves the resolution on Q.
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Figure 3.8: Use of TreeFitter to perform the reconstruction on the chain D** — (D? —» K—n ™)+,

3.5 Beam spot calibrations

The beam-beam collisions occur in a tiny region in the center of the detector, called interac-
tion region or beam spot, whose size is determined by the beam optics. As discussed above,
run-dependent knowledge of the spatial distribution of beam spot can be used as a powerful
constraint when fitting decay chains and this technique is indispensable for time-dependent
measurements.

The position and shape of the interaction region vary with time and needs to be carefully cal-
ibrated and monitored. The calibration is based on the spatial distribution of reconstructed
Interaction Points (IPs). In the production of a BB pair at the 7'(4S) resonance there are no
particles originating from the primary collision point other than the B mesons themselves.
Consequently, the primary vertex cannot be directly reconstructed in these decays and the
beam spot calibration instead relies on continuum events. Bhabha and di-muon events have
the advantage that there are only two tracks in the event, that have both relatively high mo-
mentum and are guaranteed to originate from the IP. Hadronic events have more tracks and
consequently a smaller statistical per-event uncertainty on the vertex position, but they are
polluted by a b b contribution, whereas Bhabha and di-muon events benefit from the higher
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cross section and better resolution on the vertex determination.

During the 2019 Spring Run, the calibrations of the beam spot region were tightly related
to the determination of the IP position for the Data Quality Monitoring (DQM). I have per-
sonally developed the system to provide in real time several histograms showing the main
performance-related variables for all the sub-detectors. This is a vital tool to determine, both
online and offline, the quality of the stored data and to promptly diagnose issues on hardware
and DAQ sides. The online monitoring of the IP position has proved to be a straightforward
feedback during data taking and machine tuning. The IP position is determined from the
reconstruction of di-muon events, where both the candidate tracks must have

1. |dy] <0.5cm and |z5| <2cm
2. p>1GeV/c

and the candidate di-muon event must have an invariant mass M € [9.5,11.5]GeV/ ¢? in or-
der to avoid radiative processes. The vertex fit is performed using the kFit package, which is
the fastest among the fitters provided in the Belle II framework. The necessary quantities for
the beam spot calibration are computed from the DQM histograms and stored for each run.
The algorithm implemented is described below:

I. The IP vector X;p, is a vector that we define as:

Xp = (median(x), median(y), median(z)) .

The coordinates are the medians of the histograms of the fitted vertices. An example of
reconstructed primary vertices in di-muon events in a typical Belle II run is shown in
Figure 3.9. In the y direction the width of the distribution is dominated by the vertex
resolution. In the z direction it is dominated by the beam spot size, while in the x di-
rection it is a combination of both.

We choose the median as a good robust alternative to the sample mean because the
distributions cannot be assumed as simple Gaussians due to the increased-tail con-
taminations. This is also related to the fact that the machine parameters can slightly
change during a single run, especially for those that last several hours. On the other
side, for short runs the effect of outliers can significantly affect the estimation of the
central tendency of the population. Indeed the sample median fits the bulk of the data
and is not much influenced by the outlier, unlike the mean.

II. The variance matrix of the IP vector, whose elements are defined as:
= =0,

where 0 i is the standard deviation of the i-th coordinate histogram evaluated in a
6—o0 range around the median and N its the number of candidates. The cut is made to
discard possible outliers and the use of the variance of the mean is a good approxima-
tion due to the dependence to the inverse of the number of events.

III. The beam spot size matrix, estimated as:
2
it = O yim, —Mi»  2ij =25 =0,

being u; the mean of the histogram of the variances returned by the fitter (an example
is reported in Fig. 3.10) for the i-th coordinate.
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The event selection for the IP position determination can be refined in order to achieve a
better resolution on the vertices. For example, requirements on the number of hits produced
by the two tracks in the vertex detector can be applied, or the kinematic range of the muon
candidates can be restricted. Furthermore, the topology of the di-muon event can affect the
quality of the reconstructed vertex and thus the error associated to it. The mild selection was
aimed at not losing efficiency during the data taking for the purpose of having an immediate
online information.

The computation of the parameters for the calibration should also be revised; in particular,
robust estimators for all the beam spot size matrix elements must be established. The choice
to set to zero the non-diagonal terms during this first run period is a good assumption for
x—y and and y — z elements but not for the x —z due to the crossing-angle of the beams.
Furthermore, the x and y size are both overestimated and very similar to each other. This
suggests that the measurements are dominated by the resolution effects, especially for the
size on the y direction, which is actually around 1.5pm, and that subtracting the average
error is not enough to remove the effect. Although the machine parameters are still far from
the design values, the vertical beam spot is already too small to be measured from vertexing
and could be in principle taken as a fixed parameter from SuperKEKB side.

Within the scope of the D? lifetime measurement, the IP position calibration is the most crit-
ical part since an erroneously positioned IP could introduce a bias in the extracted D° decay
length and thus on the flight time. On the other side, the overestimation on the beam spot
size is expected to degrade the resolution on proper time but not affect the central value of
the measurement.
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Figure 3.9: Reconstructed Interaction Points for di-muon events for the x, y and z coordinates of the IP. The dis-
tributions refer to a single run and are manipulated to obtain the information for the calibrations.

The average positions and the beam spot sizes (square roots of the X;; elements) as functions
of run number is shown in Figure 3.11 for the period of time called Experiment 8.

In order to take into account the uncertainty on the center of the beam spot, as well as its
size, the V;; and X;; are summed for the constraint to be applied by TreeFitter once the
Vp« vertex is created during the fit.
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Fig 3.9. Their means are used to compute the beam spot size matrix elements.
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Figure 3.11: On the left, the coordinates of the Interaction Points reconstructed for each run. On the right, the
respective estimated sizes. The trend over time of IP coordinates shows the tuning work during SuperKEKB oper-
ation. The beam spot sizes are approximately the same in x and y, due to resolution effects.

3.6 Particle identification performance

Effective and efficient particle identification (PID) is vital to isolate an hadronic final state
and suppress the background in the D? lifetime measurement. As described in Sec. 2.3.3 the
Belle II detector contains an upgraded PID system, including a Time-Of-Propagation (TOP)
counter in the barrel region of the detector and a proximity-focusing Aerogel Ring-Imaging
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Cherenkov (ARICH) detector in the forward endcap region, to provide information on charged
particles over the full kinematic range. The information from these detector systems is com-
bined with that from specific ionization (dE/dx) measurements from the SVD and CDC in
order to act as the primary sources of information for charged hadron PID. The particle ID in
the ECL is mainly related to charged particles which do not reach the KLM (particles with low
transverse momentum p, < 0.5GeV/ ¢) and neutral particles (photons and K f ’s).

Charged particle identification at Belle II relies on likelihood based selectors. Information
from each PID system is analyzed independently to determine a likelihood for each charged
particle hypothesis. Then, the binarylikelihood ratios are used to construct a PID value ¥ (a :

p) computed as:
1 2,

ZL(a:B)=Ryp= 1+ elngp—In2, - Lo+ ZLp

where o, € P = {e,u,n, K, p,d} and %, is the product over the detectors providing PID
information for the particle type of interest: | [, %get. Using the log-likelihoods, this corre-
sponds to:

log %, =10g.£5"P +10g £ 4 1og £TOF +1og £ MCH | Jog £FCL 1 1og £ KM

for the generic species a@. The binary ratio is greater than 0.5 for a charged track that resembles
the most to the particle of type « than one of type 3.

Finally, the different hypotheses can also be compared through a ratio of all the likelihoods,
usually called “Global Probability” for a fixed species, p, and defined as:

Prob(p) = 2
rob(p) = =——.

ZaeP Z a
The use of the ratio reflects the Bayesian nature of the problem of assigning a mass hypoth-
esis: the likelihood value is actually proportional to the conditional probability associated to
a certain species.
The performance of the PID algorithm are evaluated by three parameters:

o Efficiency, or the ability to correctly assign the ID:
£(K) = N(Kidentified as K) / N (real K), equal, by definition, to the “probability of a
kaon to identified as a kaon";

e Mis-ID probability, the ability not to assign the incorrect ID:
Mis-ID(K ) = N (non-K identified as K) / N (non K), which is the “probability of a non-
kaon to be called kaon";

o Fake-rate, fraction of particle with the wrong ID:
F(K) = N(non-K identified as K) / N (identified as K), equal to the “fraction of non-
kaons in the kaon collection".

PID performance related to the Spring Run data is summarised in Fig. 3.12 and compared
to MC. The kaon efficiency versus the pion fake rate for data has good agreement with MC
but still does not match run-dependent MC expectations. This is not totally unexpected as
we are in an early phase of the experiment and more time is needed for the simulation to be
completely reliable.

The analysis presented in this manuscript was carried out during the data taking phase of the
experiment while the studies on PID performance - both for hadrons and leptons — were still
ongoing, and PID algorithms still needed tuning. The initial ignorance of PID performance
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Figure 3.12: PID performance for all sub-detectors evaluated from two 2019 data subsamples (called bucket4
and bucket6, see Tab. 4.1, Cap. 4) and comparison with MC expectations. In (a) Kaon efficiency vs. 7-fake rate.
For bucket6 a significant improvement is obtained, with better agreement with MC, with respect to Phase II. PID
performance is even closer to random triggered run dependent MC samples. In (b) the Kaon efficiency and the
pion fake rate vs. Rg  are shown. Kaon efficiency has good agreement between data and MC, and disagreement
is mostly in the pion fake rates.

and then the measured discrepancies observed between data and MC led to the choice of
refining on data the selection for the measurement. The whole analysis process should be
done again once a more profound knowledge of the various sub-detectors is available and
increased agreement with MC is obtained.



4 Candidate selection and background charac-
terization

This chapter describes the candidate selection procedure for the signal channel, presented
in Sec. 3.1. The dataset used for the selection refinement is a subset of the final one. The
strategy requires studying the impact of some critical variables on the efficiency and also the
purity of the signal sample, where the signal candidates are identified from the peak in the
DO reconstructed invariant mass distribution. The selections applied on data and on MC are
listed throughout the chapter, as well as the models used for the fits to the mpo and Q distri-
butions, which are also reported in Appendix B. These fits allow to complete the set of cuts for
the selection, defining a signal region in the (mpo, Q) plane. The background composition is
studied on MC in view of the fit to the proper time distribution. Comparison between data
and MCis performed and some notable distributions are shown in Sec. 4.7.1, while additional
fits to MC are collected in Appendix C.

4.1 Datasets

The analysis is performed on the data collected from the start of Spring Run on March 25"
2019 up to June 3'9. Our work has progressed in parallel with the experiment and various
studies have been repeated once a new subset of data was available. The datasets and the
nomenclature used within the collaboration are shown in Tab. 4.1. The results presented are
obtained with the datasets bucket6, used to shape and refine the selection and test the fitter
codes, and proc9, used to deepen the understanding of the detector, as more features were
visible at that point, having accumulated a ~ 7.5 larger statistics. The final measurement is
obtained with proc9 data. We use also the official generic and signal MC samples to study the
selection, the reconstruction performance and the proper time fit. Generic MC indicates sim-
ulated BB decays (both B* B~ and B°B?), continuum processes (e*e~ — g4, q = u,d, s, c)
and eTe™ — 7777 (y) events. The sample consists of 80fb~! equivalent data for each com-
ponent and the combination of all the generic samples is called cocktail. The dedicated
signal MC sample of 106 D* — (D® — K 7)1 events corresponds to a luminosity of ~ 115fb™!.
For the data-MC comparison the cocktail is used, as it contains both signal events (coming
from c¢ processes) and generic background events.

4,2 D*skim selection

After data processing, events taken by Belle II are classified into several categories through
the skimming process. Some of them, such as Bhabha, muon or gamma - pair events or
hadronic events are used either for detector calibration or physics analyses. The skim for
hadronic events, basically identified using track multiplicity and a set of variables that reject
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Dataset name Period Int. luminosity (fb™!)
bucket4 March 25" - April 41 0.068
DATA | bucket6 April 26" - May 5% 0.344
proc9 March 25% - June 3™ 2.6
Signal - 115
M
¢ cocktail - 80

Table 4.1: Datasets used and the equivalent sizes for data and MC. Data subsamples are all collected at 7(4S)
resonance. The time gap between bucket4 and bucket6 is due to the fire accident occurred in the area next to
the SuperKEKB Linac.

Bhabha events, is mainly used for analyses of B and charm mesons. Further skims that con-
tain smaller categories of physics events are made from these basic skims and provided to
individual analyses. For example the D* calibration skim, produced from the hadronic skim,
looks for D* — (D° — f)m, processes, where f indicates the main hadronic final states of
the D, including the K7 one. This latter is the channel we are studying to measure the D°
lifetime and for this reason the D* calibration skim is the starting point of our analysis. The
cuts applied during the skimming process are listed below and grouped for the three main
classes of particle candidates: the final-state charged pions and kaons, the D%’s and the D*s.

1. n7, K¥,n* candidates

1.1. theabsolute value of the transverse impact parameter (defined in 3.3): |dy| < 0.5cm

1.2. the absolute value of the longitudinal impact parameter: |z5| < 3cm
2. D? candidates

2.1. the invariant mass of the (KF, %) pair: 1.7 < mg,(GeV/c?) <2.1
3. D* candidates

3.1. the center-of-mass frame momentum: pcy (D* ) >2.5GeV/ ¢

3.2. m(D°ng)—m(Kn) =AM <0.16GeV/c?.

The cuts 1.1 and 1.2 are quite standard for the analysis in Belle II and are intended to keep
only the tracks coming from the IP, while my , is selected in an interval of reasonable width
around the the true value of D® mass — (1864.84+0.05) MeV/ ¢? [29]. D*’s coming from the
decay of B mesons are rejected using pcy as discriminating variable; as explained in Sec. 3.2,
D*’s from B — D*X processes have a maximum momentum of 2.5 GeV/ ¢ in the center-of-
mass frame, given the available energy at B-factories. This cut removes a potential bias on the
measurement of the position of the production vertex of the D?, Vj,., as the finite decay length
of the B meson displaces that vertex far from the IP (a few hundred microns). Such thresh-
old of 2.5GeV/ ¢ is quite high considering that it is meant for a pre-selection phase. Official
skims for analyses make use of more conservative cuts, but they are made available much
later than the calibration skims. The last cut on AM is to retain only the kinematically com-
patible D* — D° 7t decays; in fact the D* mass (2010.26 MeV / c?) is very close to that of D?,
resulting in a small available phase space for the 7. This can be equivalently expressed us-
ing the variable Q, the released energy Q = AM —m,; , which is just few MeV (5.85 MeV/ c?).
In the next section the D reconstructed mass and Q distribution obtained performing the
reconstruction on the D* skim data are shown (Figs. 4.1a—4.1b).
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4.3 Selection criteria

The skimmed data go through the basf?2 reconstruction, which consists of searching for the
D* and D° candidates meeting the kinematical requirements, and reconstructing the two
vertices, Vp. and Vpo (Sec. 3.2). In addition to the above criteria (1.1 and 1.2 for kaons and
pions, and 3.1 for D*’s), which are explicitly included in the reconstruction, further ones are
applied:

1. nf, K-, " candidates

1.1. mustfallinto the CDCand VXD polar angle 6 acceptance 6 € [17°,150°] (Sec.2.3.1)
2. DY candidates

2.1. 1.80 < mg,(GeV/c?)<1.95

Then the geometrical fit to the chain with TreeFitter (presented in Sec. 3.4), is set up with
the following constraints:

» DY mass constraint
x IP constraint (using the run-dependent beam spot calibrations, introduced in Sec. 3.5).

As described in Sec 3.4, the mass constraint consists in requiring the mass of selected com-
posite particle to match the PDG mass. The momenta of D° daughters are thus adjusted in
such a way that the invariant mass m, matches mgloj G [29]. This can in principle introduce a
bias in the lifetime measurement, as the magnitude of the track’s momentum affects the co-
ordinates of the impact parameter (d,,zy), propagating to the vertices determination. Even
though the selection refinement has been finalized using the D mass constraint, the study
of background composition has raised the need to repeat the reconstruction, this time dis-
abling that constraint. In Sec. 4.6 we explain the reasons behind the choice to continue with
the second method, i.e. without the mass constraint.

While performing the reconstruction of the decay chain, TreeFitter constrains the D° pro-
duction vertex to the beam spot region, whose position and shape can change over time and
therefore need to be revised on a run-time scale basis. Among the D* candidates thus ob-
tained, i.e. the fitted chains, we remove all the fits that do not converge. The distributions
resulting from the selection and the reconstruction described here and in the previous sec-
tion are reported in Fig. 4.1.

4.3.1 Selection refinement

For the lifetime measurement an optimisation of the selection is required in order to min-
imise the sources of background. The refinement has been studied on bucket6 data, while
data taking was still ongoing. Optimisation is finalized on data and not on MC because effi-
ciencies and detector performance are not perfectly reproduced by MC yet. For example, the
purity and the efficiency related to a cut on the PID of tracks still shows discrepancies with
MC (as discussed in Sec. 3.6) and the detector efficiencies are 100% for MC. Furthermore, the
main purpose of the thesis is to give feedback on detector and analysis tools capabilities by
studying the early data.

We study the impact on purity and relative efficiency of cuts on the hits on VXD and the PID
of the D° daughters and the pValue returned by TreeFitter. The relative efficiency is com-
puted taking the ratio of the signal yields obtained with and without the cut. The signal and
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Figure 4.1: Reconstructed D% mass (a) and Q (b) distributions obtained from reconstructing the D* skim with the
criteria presented on page 63.

the background yields are extracted as parameters from extended unbinned maximum like-
lihood (EUML) fits to the mpo distribution. The model used is

MPDF(mLu)O-yCl»CZ) = ]Vsig XG(mLu,O') +kag X pZ(mlcl»CZ) . 4.1)

The Gaussian G defines the signal while the second-order polynomial p, defines the back-
ground. For each cut, which is applied singularly and independently from the others, we
measure how this affects efficiency and purity on the mass distribution. To evaluate the sig-
nal yield and the purity, the strategy adopted is the following:

1. Fit the distribution of D° mass using the model in Eq. 4.1.

NNO cut

2. Compute theyield g from the integral of the Gaussian over an interval [u—30, u+

30].

3. Apply the cut on the chosen variable . Compute the yield Ns‘i:gt from the integral of the
Gaussian over an interval [u'—30”, u’ 4+ 30| (1, 0’ are the parameters after the cut) and
obtain

o the efficiency, defined as
Nig'
Ecut = NNO cut’ (4.2)
sig
o the purity, defined as

Nqut
A S— (4.3)

Nz + Mg

Past analyses on D° coming from D* used to select also a region in the (mpo, Q) space to
discard the majority of background. In fact, using Q = AM — m,; as selection variable consid-
erably restricts the amount of combinatorial background. The effectiveness is justified by the
the good experimental resolution arising from the cancellation of experimental uncertainty
in the determination of the momenta of particles that make up the D® and D* mesons.

Therefore, before proceeding with the selection refinement, we study a preliminar cut on the
Q variable, while mp, is more critical and we prefer to not perform any cut on it in this phase,
since mpo is correlated with the proper time. The correlation is due to the fact that decays
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with too high reconstructed proper time might have a vertex further away from the interac-
tion point than the true one, resulting in a too large reconstructed opening angle 6,4,, between
the D° daughters, and thus mass, since:

ml%() = mlz('rc = mIZ( + mfr +2(E12<E7§_p1<pﬂ COS edau) . (4.4)

Similarly, events with too low proper time have smaller opening angles and therefore too low
mass.

We define some Q value intervals with increasing widths and evaluate relative efficiency and
purity (Fig. 4.2b).
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Figure 4.2: First look at the Q distribution and study on efficiency and purity related to the cut on the Q variable.

For the refinement we choose a reasonable region with high efficiency Q € [4.54,7.18] GeV / ¢?
(illustrated in Fig. 4.2a); this cut is beyond the point 4 of Fig. 4.2b as it corresponds to a purity
of ~ 92%. The final selection cut on Q, used for the signal region definition, will be determined
in Sec. 4.4 and is positioned between point 1 and 2 of Fig. 4.2b.

VXD hits cut

The high precision on vertex reconstruction is an essential element for lifetime measure-
ments. PXD improves the resolution on the impact parameter and this has a strong effect on
the detector capabilities of reconstructing short-lived particles decay vertices. The improve-
ment in resolution brought by PXD is accompained by a loss in efficiency, especially during
the first weeks of the data taking. For this reason, we evaluated the efficiency of requiring that
both D® daughters have an hit in the PXD, and how this affects the lifetime determination.
We distinguish among three cases for each daughter:

1. PXD: the track has a hit in at least one of the PXD layers
2. L3: the track has a hit in the SVD innermost layer
3. SVD: the tracks has hits in any SVD layer.

For example, for bucket6 we observe that selecting D° candidates whose daughters have
both hits in the PXD has an efficiency ergt ~ 80% (Tab. 4.2). Instead, SVD has an overall very
high efficiency, as confirmed by the aforementioned studies (Sec. 3.3.1).

All the cases considered do not show significative variation in purity, which is around 93%.
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1st 2nd Logic eror (%)

daughter | daughter bucket4 | bucket6 | MC
1. PXD PXD OR 90 97 99
2. SVD SVD OR 99 100 100
3. PXD PXD AND 54 81 89
4. SVD SVD AND 100 100 100
5. PXD L3 AND 61 83 91
6. L3 PXD AND 64 84 93
7. L3 L3 OR 99 100 100
8. L3 L3 AND 83 88 95

Table 4.2: Summary of the efficiencies for bucket4, bucket6 and MC related to each request made to the daugh-
ters of the DO. During the course of the data taking the VXD performance has improved and the measured values
have approached those of MC.

The inefficiency for the single track can be extracted combining the measured efficiencies for
the cases 1. and 3., if equal probabilities to have a hit in the PXD for the two D° daughters are
assumed. The inefficiency, or probability of not to find the hit on the PXD, is 6% on MC, 11%
for bucket6 and 28% for bucket4.

We can understand the 6% on MC by writing the contributions for e1gr:

D (PXD) = £l ). 0202 3, e
REC. FIT.

where epxp is the detector efficiency, g is the efficiency of finding the PXD hit due to pattern
recognition and £mack the efficiency of ﬁttlng the track with that hit. For MC gpxp is set to 100%,
as well as the ﬁttlng efficiency. This means that the 81%1(\;1% (PXD) is determined by gm =~ 94%,
which is compatible with the aforementioned 6% inefficiency.
Even though requiring both tracks having hits in PXD leads to an efficiency loss, it guaran-
tees an improved impact parameter resolution and thus a better reconstruction of the D°
decay vertex. In order to verify if this also has an impact on the statistical error of measured
DV lifetime, different efficiencies, including those measured for bucket4 and bucket6, are
simulated on MC.
Five samples of N = 10 candidates are generated, each one with a different fraction (fynp)
of D° candidates having both daughters with hits in the PXD, thus with a different Nyyp =
fanp - N candidates. For each sample two fits to the proper time distribution are performed
to extract the statistical error on the lifetime (o ;):

e No cut: using the N = 10* candidates with no further requirement (o2°“");

e Cut: using only the Nyyp candidates, explicitly requiring that both D° daughters have
hits in the PXD (o'S").

The results, reported in Tab. 4.3, show the improvement on the error o2°“" for higher AND
fractions and that the difference between o and o71° "' becomes smaller as the fraction
increases: from ~ 1fs to ~ 0.3fs. The errors in the third column show the expected values of
o' assuming a ¢~ scaling with respect to o( fanp = 100%)

We choose to maintain the requirement of D daughters having hits in the PXD because the
goal of our work is to verify the performance of the vertex detector. Moreover, the resulting
increase on the statistical error is not decisive for the final measurement of 7 po (< 0.3fs for
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o ;(fs)
fawn (%) Nocut | Cut | Scaled
54 5.37 6.44 6.49
70 5.15 5.63 5.70
81 499 | 5.28 | 5.30
90 4.89 5.02 5.03
100 — 4.77 -

Table 4.3: Statistical errors on 7 po obtained fitting the proper time distribution. 10* MC events are used and
different fanp'’s are tested (the two corresponding to bucket4 and bucket6 efficiencies are highlighted in bold).
In the “No cut” column the errors refer to the whole sample having a certain fynp, while in the “Cut” column the
requirement of having hits in the PXD for the D° daughters is applied. The third column shows the expected o,

considering the scaling o< L_ with respect to o' obtained with the 100% AND sample.
AND

efficiencies > 81% on the whole proc9 dataset) as will be discussed in the section 5.5 dedi-
cated to the evaluation of the systematic error.

It is also worth noting that the estimated error on the proper time is significantly improved
by the contribution of PXD. As shown in Fig. 4.3, the proper time error distribution related to
DY candidates with both daughters having hits in the PXD is narrower and its mean is ~ 37%
smaller with respect to the NAND candidates (in which at most one daughter has hits in the
PXD).
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Figure 4.3: Estimated error on proper time for the AND and NAND candidates. The effect of requiring the hits in
PXD is the lowering of the mean and the standard deviation of the distribution.

PID cut

We apply the same procedure used for the Q variable on other possible discriminating vari-
ables, in order to improve the selection. For example, requiring that the two daughters of
the DO are identified as a K and a 7 with a PID> a, with a = {0.0,0.2,0.4,0.6,0.8}, the purity-
efficiency trend is evaluated, as reported in Fig. 4.4. The result is that one can achieve very
high purities but with the price ofloosing a large amount of events, up to 60% for a 97% purity.

Our choice falls on the point 3 (PID > 0.2), whose purity is still high (> 95%) and also efficiency.
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Figure 4.4: Efficiency and purity evaluated for five different requests on PID for D° daughters.

pValue cut

We also investigate on the possibility to cut on the fit quality. An index of quality is the y?
probability of the fit to the whole decay tree. We retrieve the value from TreeFitter and
measure the correlation between purity and efficiency for different cuts on y? probability.
As shown in 4.5 we do not measure any significative improvement in purity for the selected
configurations, as expected.
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Figure 4.5: Efficiency and purity evaluated for four different cuts on the y? probability of the fit.

As mentioned in Sec. 4.3, our initial cut consisted of rejecting only failed fits, i.e. selecting
pValue > 0, which would correspond in this graph to a relative efficiency equal to 1 and a
purity that, following the observed trend, is unchanged at ~ 93%.

The study presented in this chapter has proved that additional requests may be applied to
further reduce the background - hence increase purity - and to improve the measurement of
the production and decay vertices, leading to a smaller error on proper time. Therefore, from
now on, the following cuts to both D° daughters are added to those presented in Sec. 4.2 and
4.3:

e PID>0.2;

o they should have at least one hit in the PXD detector;
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The cut on Q is treated separately, as a preliminary fit to the Q distribution is necessary. This
will be studied in the next section.

4.4 Signal region definition

The D mass and Q distributions have been fitted to define a region in the (mpo, Q) plane,
called signal region, where most of the signal candidates are located. This region finally de-
fines the candidates whose proper time must be considered. This has been done with bu-
cket6; once proc9 data were provided, the fits have been re-done but the signal region has
remained unchanged. Since the D mass distribution needs to be obtained with a cut on the
Q variable and vice versa, we proceed with an iterative method. The mass distribution is ini-
tially obtained with a loose cut on Q, then the estimated 3-o interval centered on the mean
is used for fitting the Q distribution, from which we extract the interval for Q. Once we apply
the cut on Q, a new interval for mpo is produced, which returns an interval for Q compatible
with the previous one. In this way a pair of consistent intervals is set and a signal region is
defined.

We fit the reconstructed D° mass, after having applied all the cuts discussed in the previous
section. Since the D® mass constraint is applied (Sec. 3.4), the fitted variable is the one ob-
tained before performing the TreeFitter.

The reconstructed D° mass distribution is obtained with the further cut Q € [5.348,6.353]
MeV/ ¢2, determined by the fit in Fig. 4.7. The model has a Gaussian for signal and a second-
order polynomial background, already defined in Eq. 4.1. The results of the fit are shown in
Fig. 4.6 and Tab. 4.4.
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Table 4.4: Parameters extracted from the

9.8 1.82 1.84 1.86 1.88 1.9 1.92 1.94 EUML fit to the reconstructed D° mass.

m, ,, (GeV/c?)

Figure 4.6: EUML fit to the reconstructed D° mass for candi-
dates with 5.348 < Q(MeV/c?) < 6.353. The shaded region
represents the signal candidates, while the blue region repre-
sents the background candidates.

The extracted value of the D° mass is slightly lower than the PDG average (1864.84+0.05)
MeV/ c? [29], as reported in other analysis conducted on early data. This shift, probably
due to non-optimal calibrations, is not an issue for the measurement of the D° lifetime at
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this stage, as the related systematic error is negligible with respect to the statistical error and
the systematic errors from other sources (which will be discussed in Sec. 5.5). As a feedback
on Belle II performance during this early phase, it is interesting to note that resolution of
5.2MeV/ c? is better than those achieved by Belle and BABAR (around 7 MeV / ¢?), while the
purity in the signal region is lower (~ 95% against the BABAR's 99% [32]).

We also fit the Q value distribution and define an interval to either enclose most of the peaking
component and reject the majority of the background. The PDF used for the EUML fit is
defined as:

Qrpr(qlt,01,2,02,G0,a, b, ¢) =Ny x G(qlp1,01) + No x G(qluz, 02) +

+ Nokg X Thr(qlqe,a, b, c), (4.5)

with two Gaussian contributions to allow different widths and the Threshold function, de-
fined in A.7 (appendix A) and adopted to model the background in order to constrain it to
zero for g = gy = 0. All functions (G and Thr) are normalized in the fit range. The result of
the fit for the candidates belonging to the interval mpo € [1.848,1.879] GeV/ c? is reported in
Fig. 4.7 and the extracted values of PDF parameters are reported in Tab. 4.5. The mean value
py = (5.849+0.004) MeV/ ¢? is compatible with the true value! QTRUE = AMPPG — ;DG —
(5855.7 £ 0.4(stat) = 1.7(syst) ) keV / ¢? and very good resolution is observed: 170keV/ c? for
the G;.
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Q (MeV/ c ) Table 4.5: Parameters extracted from the

EUML fit to the reconstructed Q distribution.
Figure 4.7: EUML fit to the reconstructed Q value for candi-
dates with 1.848 < M (GeV/c?) < 1.879. The shaded regions
represent the signal candidates, while the blue region repre-
sent the background candidates.

The intervals on the two variables are chosen according to the following criteria:
o for the cuton M, the [u—30, u+ 30] interval (values from Tab. 4.4) is taken;

o similarly, for the cut on Q the [u; —307, u; +30;] interval (values from Tab. 4.5).

IThe m,, is the PDG average without error and AM is taken from [35].
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Finally the signal region is defined as:

1.848 < mpo(GeV/c?) < 1.879 (4.6)

5.348 < Q(MeV/c?) <6.353. (4.7)

4.5 Selected D candidates in MC generic

For MC studies we apply where possible the same selection and reconstruction as on data.
The differences between data and MC reconstruction are:

1. TreeFitter uses the MC information on the beams to constrain the D° production
vertex. This means that design parameters, not measured ones, are used for recon-
structing MC. For example, the y-size is the nominal one, which amounts to tens of
nm, while in the run-dependent beam spot calibrations made from data, it is overesti-
mated by at least one order of magnitude, for the reasons stated in Sec. 3.5.

2. For MC selection, we use high purity lists for D° daughters:

2.1. p-value on tracks fit >0.001
2.2. |zp|<2cm
2.3. PID>0.5

and no cuts for the slow pion. Note that these cuts are different from those on data (for
historical reasons) and therefore candidate numbers cannot be compared directly.

In Tab. 4.6 we report the number of D° candidates surviving the reconstruction and the se-
lection, and the expected number of candidates for proc9 luminosity. We also computed the
number of candidates in our (mpo, Q) signal region.

Mis-reconstructed D° candidates

signal cc | un+dd+ss | T | B¥B~ | B°B°

tot. cand. 147059 || 41575 | 1539+319+710 25 353 179
scaled (2.6fb™") | 4780 1351 50+10+23 8.1x107! 11 6
in signal region | 3980 774 1.4+0.5+0.6 3x1072 0.4 0.2

Table 4.6: Number of selected signal and mis-reconstructed D° candidates from each generic MC sample.
The signal column contains the number of truth-matched D° candidates, while for the other columns (mis-
reconstructed D? candidates) we explicitly require that the truth-matching failed. In the first line (tot. cand.)
we report the total number of candidates surviving the selection, while in the line below we rescale this number
to proc9 luminosity using the MC sample luminosity. The scaling is not reliable as the selection criteria between
data and MC are different, and thus the selection efficiencies. The last line additionally requires that the D° candi-

dates fall in the signal region, defined in the (mpo, Q) plane, described in section 4.4. The numbers are extracted
from the reconstruction without the D mass constraint - see next section.

The information relative to all the generated particles are referred to as “MC truth” and are
available to the analysts. During the analysis this information can be used to study the selec-
tion, or a particular decay chain, matching the reconstructed tracks with the MC truth (truth-
matching). Abasf2 module performs the matching on reconstructed composite particles on
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a simulated sample. It maps, when applicable, reconstructed particles (Particles) to the
generated ones (MCParticles). The algorithm searches for the first common mother (an-
cestor) of all daughter particles that form it and makes a basf2 relation between Particle
and MCParticle. For example, consider a BB event where one might want to reconstruct a
DY candidate via D° — K~ + decay mode. Ifa given D° — K~ candidate is reconstructed
by combining a K~ and a " candidates that are linked to the generated kaon and pion and
originate from a D° — K~ n asillustrated in Fig. 4.8a, then the MC matching algorithm will
make a basf2 relation between reconstructed D° candidate (Particle) and generated D°
(MCParticle). If, on the other hand, a given D° — K~ candidate is reconstructed by com-
bining a K~ and 7 candidates that are linked to generated kaon and pion but do not origi-
nate from a D° — K—n " as illustrated in Fig. 4.8b, then the MC matching algorithm will make
abasf2 relation between reconstructed D° and the first common mother of the K~ and 7,
which is in this case a 7(4S). The MC matching module loops over all particles within the
specified particle list and performs the matching on them as well as all daughter particles.

(b)

Figure 4.8: Generic B B~ event, with the whole genealogy. In the case (a), the selected kaon and pion come from
the D, hence the truth-matching is positive (flag 1). In the case (b) the pion is a random-one, that is, coming
from another process. This produces a negative matching and a 0 flag.

The MC matching allows to characterize all the events that pass our selection and verify how
many of these are actually signal events and, for those that are not signal, to identify the real
generated process.

4.6 Signal and background studies on simulated events

In this section a survey of signal and background components is done through the character-
ization of their main variables: D° mass, Q and proper time. Distributions are obtained with
the selection described in the sections above and the samples used are from MC, explicitly re-
quiring positive truth-matching for studying signal candidates and negative for background.
The expected sources of background are mainly the three below:

e D*-tagged D"’s decaying into a different final state. The associated proper time is poorly
measured since the missed particles in the decay degrade the reconstruction of the Vo
vertices.

e True D%s not coming from D*’s, which are still reconstructed because a fake pion is
attached to the D%’s.
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e Random tracks combined into a D°. This source is expected to not peak at the right
value of mpo and has an undefined lifetime.

The qualitative description given here will be discussed during the next paragraphs; each of
the generic MC samples gives a certain contribution to the classes listed above

Signal

The distributions of mpo, Q, and proper time for MC signal candidates are presented in Fig. 4.9.
Clear peaks in mpo and Q are visible. From Fig. 4.9d the mean (¢) and the standard deviation
are very similar to 7po = (410.1£1.5)fs (current PDG average [29]); the two would coincide
in case of infinite precision as the distribution would be an exponential. This is a promising
indication that the proper time resolution is small with respect to 7 po.
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Figure 4.9: Distributions for truth-matched signal candidates.

c¢ background

From the MC study, whose results are summarised in Tab. 4.6, the only generic background
thatrepresents a significant fraction of the candidates in the signal region is the generic c¢ sam-
ple: these candidates will be addressed as mis-reconstructed charm candidates. The Qvs. mpo
distribution for mis-reconstructed charm candidates (Fig. 4.10a) has the typical peak at the
true mpo and Q, and also the proper time distribution (Fig. 4.10b) corresponds to that of D°
candidates with the correct expected lifetime. The mis-reconstructed charm candidates are
real D%’s that decay in a different final state, and therefore have different values of the re-
constructed D° mass, but the decay and production vertices of the D%’s are almost correctly
reconstructed as well as the proper times, as suggested by the mean of the distribution of
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Fig. 4.10b. Hence, the difference between signal and mis-reconstructed charm candidates

should consist, as a first approximation, in the resolution on proper time, but not the lifetime
itself.
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Figure 4.10: c ¢ non truth-matched candidates. Both proper time ((a)) and Q-mass scatter plot ((b)) show that
truth-matching categorize as background candidates that clearly peak in (mp0,Q) plane and in proper time.

We therefore study in more detail the composition of mis-reconstructed charm candidates.
In Tab. 4.7 we report the fraction of reconstructed candidates with a D° and/or a D* correctly
reconstructed, for candidates in the signal region. In the signal region we obtain:

1. apurity Nji'°/ NS of 84% ;
2. 15% of candidates with fake D%’s (flag 0) and thus also D* has flag 0;

3. only 1% of candidates with a correctly reconstructed D° but a wrong D*, i.e. a random
or mis-reconstructed slow pion is attached to the signal D°.

True D° | Fake D°
True D* 83.7% -
Fake D* 1.5% 14.8%

Table 4.7: Composition of reconstructed MC candidates according to the truth-matching. The case with a fake
DY and a true D* cannot exist, given that a mis-reconstructed D? (that here is called fake), automatically makes
the D* candidate as a fake one as well.

The purity obtained counting the fraction of signal candidates (84%) is lower with respect to
those measured in sections 4.3.1 and 4.4, around 95%; this is explained by the fact that the
simplified model 4.1 takes as signal the majority of mis-reconstructed D°’s, thus enhancing
purity. Checking the truth information about candidates with flag 0, we find out that, in the
signal region:

A. Candidates with mis-reconstructed D%’s:

A.1 the 99.3% are real D%’s with (at least) a third daughter whose PDG code corre-
sponds to that of the photon (D° — K7y X);

A.2 therestare fake D°’s, namely tracks coming from continuum (or fake tracks) com-
bined to make a D°. They can be defined as a combinatorial background source.

B. Candidates with correctly reconstructed D%’s but fake D* ’s with:
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B.1 reconstructed 7;’s corresponding to fake tracks (54%);
B.2 7y’s decaying in flight (27%);

B.3 prompt pions from a different mother (7%);

B.4 different chain, i.e. D* — D°X 7 (6%);

B.5 wrong sign assignment of the charge of the 7’s (6%).

In Chapter 5 we discuss whether the two components A. and B. can be considered as signal,
or treated as background. The first case holds if the related resolution functions on the proper
time are compatible with that on signal candidates, implying that the purity of our selection
on MC would be 100%.

The process described at point A.1 is generated by EvtGen and the MC matching interprets
the K=, 't and also 7 as D? daughters, which is then classified as a non truth-matched pro-
cess. Unfortunately the current version of basf?2 software does not allow to make the truth-
matching algorithm pass also these events. After the release of the new software, scheduled
for October 2019, it will be possible to study more thoroughly these candidates.

The presence of the non-negligible background component of real D° candidates radiating a
photon makes our choice of using the D mass constraint a weak point of our reconstruction.
Indeed forcing the invariant mass of the two D° daughters to match mg?G, even when a third,
non detected daughter is present, can induce a bias in the decay length measurement, and
thus in proper time (bearing in mind the eq. 3.1). For example, looking at the equation 4.4,
manipulating the K and 7 momenta can change the angle 64,, and displace the D° decay
vertex Vpo from its true position. For this reason, we decide to perform the reconstruction
without the mass constraint and compare some critical variables, to check if significant dif-
ferences are present. Shown in figure 4.11 are the resolution on reconstructed proper time,
and the proper time itself, for both methods.
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Figure 4.11: Comparison between the two different methods: D°® mass constraint enabled in TreeFitter (‘with
M.C., in red) and disabled (‘no M.C’, in blue). Even though the mass constraint produces a better resolution, it
also results in a possible bias for processes like D — K~n 7.

At distribution level, without performing any fit, we only observe a ~ 10% worse proper time
resolution for the reconstruction without the D° mass constraint; nevertheless, we prefer this
method as it is more robust for proper time determination.
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u, d, s background

We expect the u,d, s processes to be sources of combinatorial background for our channel.
Since normalisation with luminosity is not reliable, given the different selection with respect
to data, we decide to estimate the combinatorial background yield in the signal region directly
from data. A common technique consists of counting the number of events in the sideband
region, and then scaling that number on the actual dimension of the signal region. This is
justified under the hypothesis that the background uniformly populates the (1m0, Q) plane.
The sideband region is taken sufficiently far from the signal region (Fig. 4.12b) and defined as:

Q<[2,4]u[8,10] MeV/ c?
mpo € [1.800,1.840] U [1.885,1.925] GeV/ c?. 4.8)

The choice is to not investigate a more optimized strategy to locate the sideband region since
its definition has a negligible impact on the systematic error. The consistency of the choice
to infer the number of combinatorial background from the sidebands can be checked by
comparing in the MC the distributions in proper time for the candidates belonging to the
sidebands and to the signal region (Fig. 4.12a). Data from u, d, s samples are used and the
Kolmogorov-Smirnov test on the two samples returns a probability of 16%.
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Figure 4.12: Study on combined ui, dd , s§ non truth-matched candidates.

7 and BB background

The background associated with D* production from B decays is almost completely removed
with the cut on the center-of-mass frame momentum of the D* . Fig. 4.13 shows the resulting
distributions of the reconstructed candidates: from the mass and (mpo, Q) distributions it
can be seen that still some D° candidates pass the selection and that the proper time is not
centered on zero, as has instead been found for ©, d, s processes. However, only 19 candidates
are found in the signal region, which is a negligible number for the luminosity achieved in
proc9.

Due to the effectiveness of the selection, the number of final candidates is very small; hence
the choice is to not use any dedicated PDF for D° candidates from BB samples. The same
applies for candidates from 7 events.
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Figure 4.13: Distributions for non truth-matched BB candidates.

Summary

The study presented in this section has given an overview of the possible background sources.
The seven generic samples are combined into the cocktail and the final components which
need to be studied, for the fit to the proper time, are summarized in Tab. 4.8.

Component Fraction (%) | Scaled to 2.6fb™!
Signal 83.7 3980
D% — Kny 14.6 695
Mis-reconstructed 7 1.5 74
Combinatorial 0.2 8

Table 4.8: The sources of background identified from studies on MC generic.

4.7 Selected D° candidates in proc9 dataset

The distributions of reconstructed D° mass and Q value, reported in Fig. 4.14, result from the
application of the selection criteria described in Sections 4.2 and 4.3. Clear signal peaks are
visible on top of a quite flat distribution of background. In the previous sections the cuts on
the reconstructed D° mass and the Q value are described. The signal region definition finally
allows to reject a large fraction of the combinatorics while retaining most of the signal can-
didates, as demonstrated by comparing the distributions in Fig. 4.14 and those of Sec. 4.7.2.
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Figure 4.14: Reconstructed D° mass (left) and Q value (right) distributions after the selection described in 4.2
and 4.3.1.

4.7.1 Data- MC comparison

In Figs. 4.15-4.17 we report the comparison of the shapes obtained in data and MC for the
following variables:

e reconstructed D° mass and Q value (Fig. 4.15)

e reconstructed transverse momentum of the slow pion and y 2 probability of the fit, pro-
vided by TreeFitter (Fig. 4.16)

e reconstructed lab momentum of the D° daughters, and center-of-mass momentum of
the D° (Fig. 4.17).

The normalization is based on the number of entries of the histogram. The momenta distri-
butions on data show excellent agreement with MC. The resolution of D° mass and Q value
are clearly better in MC than in data, probaly due to a non-perfect description of the detector
material. The agreement for the y 2 probability of the D* decay chain fit is quite bad.
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Figure 4.15: Reconstructed D° mass (left) and Q value (right) distributions after the selection described in 4.2 for
data and MC. The plots are normalized to the same number of entries.

The fact that on MC the pValue is less populated for values close to 1 could be due to the
stronger constraint associated with the smaller beam spot, which reduces the probability of
the fit.
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same number of entries.

4.7.2 Qand M fits for proc9 data

We repeat on proc9 data the same procedure applied for bucket6, in order to verify that
compatible results are obtained for M and Q distributions with a higher statistics.
We fit the Q distribution with the model of Eq. 4.9:

Qepr(qlu1,01,12,02,0,7,¢1) =Ny xG(qlpy,01) +No X Jsu (qluz, 02,6,7)+
+ Noig X pr1(qlcy) (4.9)

which uses for the background a first-order polynomial. In this way a possible positive slope
is still allowed, as for the Threshold function, but less parameters are used, considering that
many of those of the Thr were compatible with zero (see Tab. 4.5). Moreover the Johnson’s Sy
distribution (defined in Eq. A.8, Appendix A) is used in place of the second Gaussian to have
a better agreement along the tails. The fit results reported in Figure 4.18 and in Table 4.9.

We choose not to revise the Q interval for proc9 data since the obtained values of u; and o,
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Table 4.9: Parameters extracted from the

Q (MeV/c?) - .
EUML fit to the reconstructed Q distribution.

Figure 4.18: EUML fit to the reconstructed Q value for candi-
dates with 1.848 < M (GeV/ c?) < 1.879. The shaded regions
represent the signal candidates, while the blue region repre-
sent the background candidates.

are compatible with those of bucket6 within the errors.

The increased statistics of proc9 has required a revision also for the fit to the mass distribu-
tion. Indeed, the new PDF chosen to better shape data is the 4.10:

Mppg(mluy, 01,2, 02,a,1n) =Ny x G(m|uy,01) + Ny x CB(x|uz, 05, @, 1)+

+kag><p0(m). (410)

As before, the Gaussian G represents the signal, but this time a second signal function is used
for the wider component with possible asymmetry due to final state radiation processes. For
these reasons the Crystal Ball function (CB) (Eq. A.3, Appendix A) has been added to the PDE
The polynomial pg, used for the flat residual combinatorial, fits only a small fraction of events;
this model is more robust and better justified, since we expect the background to be flat in
M. Even though the new CB component is considered as signal, we choose to maintain the
selection interval for M as defined in 4.4, due to the difficulty of isolating those events to study
their distribution in proper time. Besides, keeping the M interval as before allows us to reject
both the poorly reconstructed events and the background ones. The fit and the parameters
extracted are shown in Fig. 4.19 and in Table 4.10.

4.8 Selection summary

This chapter provides all the information necessary for the last part of the work, dedicated to
fitting the proper time distribution. The composition of the signal and background is eval-
uated through the use of MC samples. However, the yields found are not reliable due to the
slightly different selection between MC and data, as well as the known discrepancies on the
efficiencies. For this reason, the possibility of treating the two main background components,
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S N 5100 =200
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Figure 4.19: EUML fit to the reconstructed D° mass for candi-

186

188

19

1.

m, . (Gevic?)

dates with 5.348 < Q(MeV/ ¢?) < 6.353.

92

Table 4.10: Parameters extracted from the
EUML fit to the reconstructed D° mass.

both found in the c¢ sample, the same way as the signal is evaluated in the next chapter. In-
stead, the amount of combinatorial background is estimated directly from the sidebands and
will be taken as a fixed part of the final PDE
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5 DY lifetime extraction

This chapter presents the results of the analysis, during which a considerable effort was de-
voted to identify the model to extract the D° lifetime from the early Belle II data. Monte Carlo
data were used to evaluate the resolution function of proper time and to characterize the sig-
nal and the background components (defined in Sec. 4.6). The fits to the proper time distribu-
tions are reported here, while those to D° mass and Q, which are preparatory to the measure-
ment, are illustrated in Chapter 4 and in Appendix C. Finally, a first estimate of the systematic
error is given, considering the main sources that could bring a bias to the measurement.

The strategy adopted for the lifetime extraction takes place in five steps:

1. Study the resolution function on a signal MC sample with size comparable to data, in
order to find a sufficiently accurate PDF for the low statistics available on data.

2. Test the model on MC signal; the full statistics is used to check with low statistical un-
certainty if the fit returns the expected value of 7 po.

3. Evaluate the two c¢ background components on the entire sample available, given the
low measured fractions.

4. Quantify from the sidebands the yield of combinatorial background and determine its
PDE

5. Fit the proper time distribution with the final PDF describing the signal, the c¢¢ back-
grounds and the combinatorial background. This is done both on cocktail and on
data.

5.1 Signal MC characterization

The truth-matched candidates from signal MC sample are characterized by studying their
resolution function for the fit to the proper time distribution. This part is followed by studies
on background, which completes the parametrization for the final fit to data.

5.1.1 Resolution function

The resolution function for truth-matched signal candidates can be studied using the distri-
bution of the proper time residuals, i.e. the difference between the reconstructed proper time
and the generated one: frgc — fvc-

At Belle II the typical flight length of a D is of the order of 200 um, which is small compared to
the distance between the beam spot and the first layer of the PXD (placed at 1.4 cm from the
origin). As a consequence, the resolution function is independent of the proper time of the
DY candidate, as shown in Fig. 5.1, where the distributions corresponding to three intervals
of the generated proper time (fyic < Tpo, Tpo < tvmc < 2T po, tvc = 27 po) are superimposed.

83
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Figure 5.1: Proper time residuals for D° truth-matched candidates with different generated proper times fyc.
The three classes are taken from the full available MC statistics and normalized to their number of candidates.

We reduce the signal MC sample to a subset of the same number of D° candidates expected
for proc9 data - 6764, in order to find a model which is sufficiently accurate for the available
statistics. Then we fit the tggc — e distribution with two or three Gaussians. The fits are
reported in Fig. 5.2 and the extracted values are in Tab. 5.1.
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Figure 5.2: EUML fit to the proper time residuals with the sum of two (left) or three (right) Gaussians. The number
of events is reduced to the statistics of proc9 data.

As expected, all the Gaussians have means compatible with zero. For the data, instead, it
may happen that there is some misalignment of the vertex detector or a systematic shift of
the beam spot. These two factors can result in one of the means at least to be different from
zero. The resolution of the best measured candidates, fitted by the first Gaussian, is of the or-
der of 60 fs. The wider Gaussians (both G, or G3) describe candidates that are truth-matched
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parameter 2 Gaussians 3 Gaussians
M 6230+80 5540+ 140
Uy (fs) 0+1 1+1
o, (fs) 64.4+0.8 57+1
N, 57040 1130+110
s (fs) —8+17 —7+6
o, (fs) 386+14 162+11
Ny - 137426
us (fs) - 10+60
o3(fs) - 683+70

Table 5.1: Extracted parameters of the models with two and three Gaussians for the proper time resolution.

but with poorly measured vertices positions and thus have lower sensitivity to misalignment.
Since we have not further investigated this class of candidates and for the above considera-
tions, it is safe to fix the mean of the second Gaussian either to zero, or constrain it to the av-
erage of the narrower Gaussian and let the u, float to reveal such possible shifts of the proper
time.

From this study the best resolution function is the one with three Gaussians as it better de-
scribes the core of the distribution (see the pulls for —0.5 < tggc — tmc < 0.5). This is expected
because we are using Gaussians with fixed widths: we basically assume the resolution to be
a sum of delta-functions placed at two or three fixed o ;’s. However, the proper time error o,
for truth-matched signal candidates (Fig. 5.3) has a broad distribution with a mean of ~ 60fs
and a standard deviation of 40fs. The more Gaussians are used, the more populations of the
distribution are taken into account and the fitimproves. Past analyses conducted at BABAR and
Belle with full statistics used a sum of two or three Gaussians and the width of each Gaussian
was given by the per-event proper time error o ;, multiplied by a scaling factor (each Gaussian
had its own) to take into account the mis-evaluation of the proper time error. Then the signal
PDF was multiplied by the proper time error PDE i.e. the probability to have a given error
o ;. Weighing each measured fpo by its estimated error gives a better description of the data,
as this allows to exploit the full measurement information. However the two simple models
proposed so far are accurate enough considering the available statistics.

~ Entries 126253
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F Std Dev 0.03675
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Figure 5.3: Proper time error distribution for signal truth-matched candidates.
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Although the pulls of the fit with 3 Gaussians are better than the one with 2, the description
of the resolution would really improve only if the per-candidate proper time error was imple-
mented in the PDE Hence the choice is to proceed with a two Gaussian resolution function
given the fact that:

1. The fit to the truth-matched proper time distribution, using this model with the con-
straint u, = 0, yields the expected value for the D° lifetime — as will be demonstrated
in the next section.

2. Given the low statistics, we prefer to use a PDF with as few parameters as possible. This
arbitrary choice brings a systematic uncertainty which will be quantified in Sec. 5.5 to
be rather small.

5.1.2 Signal PDF

The model for signal candidates is composed of two Gaussians convolved with the exponen-
tial function. The use of an exponential for the decay of the D?’s has been justified in sec-
tion 3.2, while the choice of two Gaussians is discussed in the previous study on the resolution
distribution. The initial PDF is

Topr (tlp1, 01, M2, 02, T) =Ny X R(t|p1,01,T) + Np X R(£]p2, 02, T) (5.1)
where R indicates the result of the convolution between the Gaussian and the exponential:

R(x|u,0,7) =Exp(y|7)*G(y|u, o). (5.2)

The weight of each component is determined from the extended unbinned maximum likeli-
hood fit (EUML), which therefore treats the two factors N; and N, as floating parameters as
well.

The model 5.1 with two Gaussians and all the parameters floating is applied to the MC signal
and the fit result is given in Fig. 5.4. Among the values reported in Tab. 5.2, the 7o differs
from the true one by ~ 4.80 and u, is significantly different from zero. This suggests the non-
optimality of the model since it should at least guarantee to reproduce the 7 po used for the
event generation (410.1fs) and give no-bias for the resolution functions. Furthermore, the
measured widths are higher than those obtained fitting the resolution distribution (Tab. 5.1);
this is due to the fact that using the entire statistics the tails are more populated and events
with higher errors are also taken into account. These findings confirm the choice made in
Sec.5.1.1to avoide u, to be a further floating parameter; this can be done, for example, setting
it to zero or equal to ;.

Indeed, these two slightly alternative models are tried to verify the dependence of 7 po from
U». Shown in Fig. 5.5 and Tab. 5.3 is the model with y; = 0, and it can be verified that it
returns compatible results with respect to the model u, = u; (which is reported in Fig. C.3,
Appendix C).

Both models yield to a 7o compatible with the true one and u, still compatible with zero.
We therefore decide to proceed with the model fixing u, to zero, taking care to estimate the
error associated with this choice with respect to the other (u, = u;). Moreover, the two fit
results just mentioned are still to be preferred to the one with both means floating, which
shows higher correlation between the u’s and 7 po and leads to an underestimation of 7 po.
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Figure 5.4: EUML fit to the reconstructed proper time for
truth-matched MC candidates belonging to the signal region.
The model used is the one with two Gaussians with all the pa-

rameters left floating.

Table 5.2: Fit parameters for the model with
2 Gaussians with all the parameters left float-
ing. The extracted central value of 7o is ~
50 from the true one and u, is not compati-
ble with zero.

parameter | extracted value

N 115700+ 500

ui (fs) 0+1

o (fs) 69+1
N, 68004300

Uo (fs) 0 fixed

o, (fs) 400+9

7 (fs) 410+1

P o o e e SV,
g_ — -
012000? ]
2 L o MC signal 4
= ; .Rl ]
ﬂlOOOO ER, §
£ 5 —2GExp1102 |
@ 8000 —
6000~ —
4000~ —
2000~ —
) -
2. o-. 'o ..o. ® e * 'Q. L) o © |

= L] (L] L]
g 0 Tt e AFNE A “ . -...c...ﬁ'..":‘.
2 ‘o Py . %e ® ° —
4 T e® ° -
2 o1 0 T 2 3 y

tDu(ps)

Figure 5.5: EUML fit to the reconstructed proper time for
truth-matched candidates belonging to the signal region. The
model used is the one with the second Gaussian having the

mean fixed to zero.

5.2 c¢C backgrounds

Table 5.3: Fit parameters for the model with
Uy = 0. The alternative model, with the sec-
ond Gaussian having u, = u; is reported in
fig. C.3, appendix C. In both cases the central
value of 7o is compatible with the true one
and u; is compatible with zero.

The model with the second Gaussian having the mean fixed to zero is applied also to the
c¢ sample, limited to non truth-matched candidates and divided for the two background
components. As shown in previous Chapter (Sec. 4.6), the ¢¢ background is composed by
two main classes of candidates: the mis-reconstructed D, related to the presence of a final
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state radiation, and the mis-reconstructed D* s, due to errors in the reconstruction of the
7s’s. We need to ascertain whether these two components can be treated as signal, and thus
use the same resolution function as the “well reconstructed” signal component. First we fit
the Kny candidates proper time with the two Gaussian model with y, = 0 and obtain the
PDF shown in Fig. 5.6 and the values of Tab. 5.4.

g 2200F =
S 2000F- e mCD'- Ky
< 1800 LI =
? = Bir, 3
g 1600 E = Model =
@ 14001~ = parameter | extracted value
1200E- E N, 20550+ 170
1000 E u (fs) 1.2+1.7
S00F E o, (fs) 73+2
600 3
J: ] N, 850+ 90
E g o, (fs) 540+30
7 (fs) 405+3
) -2 A SN S ’ - Table 5.4: Fit parameters for the model with
“C e , , , , - the second Gaussian having u, = 0.
-2 -1 0 1 2 3 4
toe (PS)

Figure 5.6: EUML fit to the reconstructed proper time for non
truth-matched candidates belonging to c¢ subsample of Ky
candidates.

The same model is applied to the candidates with mis-reconstructed 7 ’s (Fig. 5.7 and Tab. 5.5).
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Figure 5.7: EUML fit to the reconstructed proper time for
non truth-matched candidates belonging to the c¢¢ subsample
having mis-reconstructed 7’s.
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The two measured o, ’s are compatible with each other and with that of the signal, as well as
the u, of mis-reconstructed D%’s, while the u; of mis-reconstructed D* ’s differs from zero
by more than 207; this shift should be checked by using a larger MC dataset and verify if a
true bias exists. The two 0,’s are still compatible and we assume that the second Gaussian in
the final fit can incorporate both of them, especially since both ¢¢ background components
are estimated from MC to be respectively 15% and < 2% of the total candidates (Tab. 4.8).
Therefore we decide to treat these candidates with the same resolution function as for signal;
apossible bias introduced by this choice is evaluated in the next Section and in Sec. 5.5, where

the systematic error induced by the PDF choice is evaluated.

5.3 Fitincluding combinatorial background

The fit to all the generic samples merged in the cocktail is performed using the PDF with
2 Gaussians for the resolution (the wider one having u, = 0) — that include both signal and
c¢ backgrounds — and with the combinatorial background component PDE This latter is ob-
tained following the procedure described in Chapter 4: the proper time distribution for the
candidates belonging to the sidebands is fitted and the corresponding PDF (Fig. 5.8) is in-
serted as a fixed part of the total PDF for the candidates in the signal region. The model used
is a sum of two Gaussians, G, and Gy, each described by the yield B, the mean u and the
standard deviation o. The fraction a = % is then used in the fit to the cocktail as the
relative weight of the two Gaussians combined for the third term of the PDF in Eq. 5.3

Topr(tlty,01,02,7) =Ny X R(t|uy,01,7) + No x R(t|up =0,07,7)
Nj x [aG(t|y§f§fd,0§f‘;}d) + (l—a)G(tlugfI;’d,agf‘Ifd)]. (5.3)

The means and widths of G, and G, extracted from the sidebands, are taken as fixed parame-
ters, as well as the yield of the whole combinatorial background PDF (V3 in the Table 5.7), ob-
tained by scaling B, + B, to the ratio between the areas of the sidebands and the signal region
(parameters are summarized in Tab. 5.6). The possible bias induced by fixing N3 is discussed
and quantified in Sec. 5.5: a variation of 100% of the number of combinatorial candidates has
an effect on the lifetime measurement. However the procedure is rather consistent since the
number of events is not predicted, but measured by the sidebands.

The PDF used for the fit to the cocktail consists of the two Gaussian model 5.1 (with y, = 0)
for the signal and the ¢¢ backgrounds, as described in 5.1.1 and confirmed in 5.2, and the
background PDF obtained above (Tab. 5.6). The fit is shown in Fig. 5.9 for the sample rescaled
to the statistics of proc9 and the parameters are listed in Tab. 5.7.

The estimated D° lifetime is compatible with the true one but is 5fs lower than the 7 po ob-
tained for MC signal (Tab. 5.3). This is an indication of systematic error related to the absence
of a dedicated PDF for the c¢¢ background component, which must be taken into account in
the final estimation of Sec. 5.5. The extracted u; and o, are compatible with the ones mea-
sured for MC signal; the larger o, is due to the presence of background and to the fact that
the G, yield is smaller on cocktail with respect to the signal.
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Figure 5.8: EUML fit to the proper time distribution of MC
candidates belonging to the sidebands (defined in 4.8).
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Figure 5.9: EUML fit to the proper time of candidates from
the cocktail dataset, reduced to proc9 statistics. The model
with 2 Gaussians convolved with the exponential has yy = 0
and all the components for the combinatorial background are
fixed.

parameter | extracted value
N 6500+ 100
uy (fs) 6+3
o (fs) 73+4
N, 290460
U (fs) 0 fixed
o, (fs) 560+ 60
N; 10 fixed
Us,q (fs) 8 fixed
O3, (fs) 123 fixed
Us,p (fs) 3 fixed
o3 (fs) 640 fixed
7 (fs) 405+6

Table 5.7: The parameters obtained from the
fit to the cocktail, MC.
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5.4 Fitto Data

5.4.1 Combinatorial background model

The estimation on u,d, s and c¢ background studies conducted in Chapter 4 and in the pre-
vious sections, justify the choice to consider for the fit to the D° candidates in the signal re-
gion the four components as was done for the cocktail. The total yield of the combinatorial
background is given by B, + By, both extracted from the fit to the candidates of the sidebands,
where a two-Gaussian PDF is used (Fig. 5.10 and Tab. 5.8).

@ parameter | extracted value
B, 10615
Uq (fS) 27+16
o, (fs) 125+17
By, 10014
up (fs) 190+70
oy (fs) 630+60
0
:: o Table 5.8: The parameters obtained for the
S ofee °c. et e, . * et S, Tee o sidebands candidates are used as fixed values
2f- * *.’ for the final fit to proc9 data.
=

Proper Time (ps)

Figure 5.10: EUML fit to the proper time distribution of can-
didates belonging to the sidebands (defined in Egs. 4.6).

Due to the low statistics, parameter have large uncertainties. For what concerns the broader
Gaussian, there seems to be a higher right-tail, which cannot be investigated for the small
population of the sidebands. Nevertheless, the PDF is inserted in the final fit and rescaled for
the expected number of combinatorial background candidates in the signal region, which are
only 20. The widths of the two Gaussians are compatible with those measured on cocktail
sidebands but are very different with respect to signal: o, is nearly a factor two larger. This
would confirm that candidates from sidebands, obtained from random combination of tracks
or being very poorly reconstructed signal events, have worst resolution.

5.4.2 Final fit

The same procedure described in Sec. 5.3 is performed for the fit to data, taking into account
all the components (signal, c¢ background and combinatorial one). The proper time dis-
tribution from proc9 data is obtained using the definition of signal region given in Sec. 4.4.
Figure 5.11 shows the final fit to data and Table 5.9 resumes the floating parameters and the
fixed ones.

The extracted value of the D lifetime is

Tho = (400%6) fs (5.4)
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Table 5.9: Parameters extracted from the fit
to proc9 data. The model has 2 Gaussians
convolved with the exponential and a fixed
combinatorial background component.
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Figure 5.11: EUML fit to the proper time of candidates from
proc9 data. Candidates belong to the signal region (defined
in Egs. 4.6, 4.7) and the model used was tested on cocktail.

where the statistical error is the same as the one obtained on the reduced cocktail sample
(Tab. 5.7).

The measured resolution o is worse than that estimated from the fit to MC cocktail, but
this was expected, since the estimated errors on measured proper times are larger with respect
to MC (Fig. 5.12).
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Figure 5.12: Estimated proper time error for truth-matched MC (red line) and proc9 data (black dots) candidates
passing the reconstruction and belonging to the signal region.

The discrepancy of the measured D lifetime is higher than that obtained for the cocktail
but the central value is still compatible, within less than 20, with the PDG average [29]

706 = (410.1£1.5) fs.

In figure 5.13 the same plot is reported in logarithmic scale in order to put in evidence the
tails and the small combinatorial PDE
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Figure 5.13: EUML fit to proc9 data, logarithmic scale. The R; and R, components result from the convolution
of the Gaussian resolution with the exponential, while the combinatorial PDF is a sum of two Gaussians and its
yield is extracted from the number of candidates in the sidebands.
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5.5 Systematic uncertainties estimation

In this section the main sources of systematic uncertainties are identified and their magni-
tudes evaluated. This is done, for example, by considering alternative choices to the ones we
made during the analysis process and measuring the resulting differences in lifetime A[7 o] =
Tho— T,DO . Here 77,, denotes the value obtained in the nominal fit shown in Tab. 5.9, while
T/DO corresponds to one of the alternatives taken into consideration. The variations under
study are:

1. Selection cut on the PID of D° daughters
A tighter cut is performed — PID>0.6, against the 0.2 used for the analysis. A looser cut
has not been considered since purity is required to be high.

2. Signal model
We quantify the impact of the arbitrary choice of using u, = 0 instead of u, = u; for
the G, component of the resolution function in Eq. 5.3. We also examine the impact of
adding a third Gaussian to the signal PDF with u, = uz =0.

3. Signal region definition
The D° mass interval is either broadened or shortened by 1/3 of its initial width. The
model used for the final fit is the 5.3 and the yield of the combinatorial background N3
is calculated according to the new width of the mass interval defining the signal region.

Another effect than can enter in our systematics review is the error on the estimated yield
of the combinatorial background. In fact the extrapolated number of combinatorial events
from sidebands has its own uncertainty, which propagates once it is rescaled to the size of the
signal region. For this reason the background yield is either doubled or set to zero, to evaluate
the two extreme cases.

For each variation considered so far, if more than one possibility is tried (e.g. broader and
shorter AM), the largest A[7po] is taken for the final systematic error evaluation. The total
systematic error is the sum in quadrature of the various uncertainty contributions.

As already mentioned in Sec. 5.3, the non-optimal modeling of the background with the same
PDF of the signal introduces a systematic error of ~ 5fs. In fact, the PDF that returns the
correct value of 7 po for the signal, gives in turn a value of 5fs smaller for the cocktail. The
fact that relative fractions of twe two resolution components are not fixed and that the two
Gaussian must incorporate the different resolutions measured for signal and c¢ backgrounds,
as well as different means, leads to a difference in the measured 7 po’s. This term is also added
in the sum shown in Tab. 5.11.

Beam spot and alignment calibrations

Alonger discussion is required for possible biases introduced in the measurement by the pres-
ence of a residual misalignment or by an incorrect determination of the beam spot parame-
ters. These two points are qualitatively discussed below and some quantitative considerations
are also made.

The innermost layer of the vertex detector dominates the measurement of the vertices by
virtue of its proximity to the IP, and hence the D° production and decay vertices. The first
measured points of tracks originating from the IP are recorded in PXD and thus the posi-
tion of the PXD ladders must be known precisely. This position can change over time, and
if not corrected for, this degrades the knowledge of each hit position, and hence fitted tracks
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and computed vertices. The purpose of the VXD calibration is to correct for variations in the
alignment as a function of run period. While the detector calibration is extremely effective
at correcting for variations in the detector position as a whole, there is an uncertainty arising
from any residual lack of knowledge in the position and orientation of each ladder (r, ¢, z
coordinates etc.). VXD alignment procedure is able to determine 6 rigid body parameters:
3 for shifts (P,, P,, P, for u(r—¢), v(z) and w(r) directions, respectively) and 3 rotations
a, B and y per each VXD sensor. If necessary, it can be extended to further 7 parameters for
the elimination of surface deformations. An indication of the magnitude of the change in the
parameters during data taking is given in Fig. 5.14, where the residual displacements for the
directions r, z, r — ¢ are reported for the entire duration of the early Phase 3. These estimates
on the residual misalignments are still preliminary since a better selection of the tracks should
be made and because the calibrations have often been performed only locally (on the vertex
detector) and not on the entire detector.

20
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15

Shift parameters [um]
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Figure 5.14: Preliminary plot showing residual displacements measured for the three shift parameters P,, P,, P,
with respect to the alignment calibration. The yellow line indicates the period of shut-down due to the accident
in the Linac area.

The magnitude of uncertainty resulting in our measurement due to misalignment could be
estimated by applying to MC different sets of alignment constants in a plausible range (for
both global displacement and rotation as well as random misalignment for each ladder), and
verify how this affects the measurement. This was not done due to the time available but still
some quantitative indication can be obtained. Using the average proper time (o) as an esti-
mator of 7 po (being the proper time distribution very similar to the exponential one) for each
bin of D° azimuthal angle ¢, one can actually verify that this number is not constant. This
variation is made more expressive if the division into bins is made according to an azimuthal
angle ¢’ aligned to the Layer 1 ladders of the PXD, in such a way that each bin can represent
approximately a ladder (Fig. 5.15).

The candidates belonging to the bins (II, III, IV, V) and (I, VI, VII, VIII) are taken separately and
fitted with the model with 2 Gaussians and the second mean fixed to zero. The combinatorial
background is considered negligible for these two halves of the total statistics. The fit results
are shown in Tab. 5.10 and the observed difference in 7 po is of ~ 13fs, corresponding to a
maximum A[7T po] of 7fs.

A larger deviation occurs instead for the averages (fpo), where the gap between the highest
value at ¢’ ~ —0.5rad and the lower at ¢’ ~ 2rad is almost 60fs. This is due to the fact that
the u; partially absorbs the effect of misalignment but still the slope is sensitive to the depen-
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Figure 5.15: Average proper time for bins of D? modified azimuthal angle (a), where the binning follows the
position of the eight ladders in which the innermost layer of the PXD is divided (b). The profile in red indicates
the MC, which has a flat trend centered on the true 7 po. The black profile corresponds to data, where a modulation
over the ¢ angleis visible. This can be associated to a residual misalignment of PXD, in this case in the r—direction.

parameter | Bins [,VI,VILVIII | Bins IL,II[,IV,V

N, 4900+90 3480+80

uy (fs) —11+4 20+5

o (fs) 92+5 77+5
N, 440+60 29060

Uy (fs) 0 fixed 0 fixed

o, (fs) 62050 420+50

7 (fs) 393+7 406+8

Table 5.10: Fit results for the candidates belonging to the two set of bins.

dence on ¢ angle. Taking fewer bins would give alarger A7 po] but also larger statistical errors
on extracted 7 po’s; with the actual division the statistics is still reasonable and the resulting
AlTpo] is still a conservative estimate of the systematic error since our final measurement
does average over the whole azimuthal angle acceptance.

A bias on 7 po is expected for a residual displacement of PXD ladders along the radial direc-
tion, with respect to that determined by calibrations. Such a shift in the r—direction implies
a biased measurement of the flight distance /o (Eq. 3.1) and thus of the proper time ¢0; for
example a ladder having a shorter radial distance with respect to the nominal one can over-
estimate the propagation time of the D°.

Since the beam spot is used as a constraint during vertices reconstruction via adding an ad-
ditional term in the )(2 of the track fit, a mis-calibration can introduce a systematic error.
The error on the beam spot location and the poorly measured beam spot size together trans-
late into a systematic uncertainty on the reconstructed value of the proper time. The limited
knowledge of the vertical position of the beam spot depends on the resolution with which the
y coordinates of the interaction points are measured: as seen in Sec. 3.5, the beam spot sizes
in x and y are of the same order of magnitude even though the vertical size achieved by Su-
perKEKB is far smaller (o), ~ 1.5um). One improvement could be to use machine parameters
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for the o, as to have an even more stringent constraint during the fit and better calibrations
of the shape of the beam spot. In relation to the IP position determination, the calibration
is run-dependent and intended to follow the machine tuning during SuperKEKB operations;
the effects brought by a possible bias in the IP determination or the overestimation of o,
can be investigated on MC through a complete reconstruction with modified beam spot pa-
rameters, but again this goes beyond the scope of the present work. Finally, this brief study
on systematic uncertainty is summarized in Table 5.11, where for each error source only the
largest measured effect is reported.

Source A[T po] (fs)
Signal region definition 34
Signal PDF definition 0.7
Combinatorial background yield 1.1
Selection (PID) 2.0
MC signal vs. cocktail 4.8
Alignment/ beam spot 6.7
TOTAL 9.2

Table 5.11: Source of systematic uncertainties on DO lifetime and their estimates, reported as differences in fs
with the central value obtained by the fit in Sec. 5.4.2.

The overall systematic uncertainty of 9 fs is obtained from the sum in quadrature of the six
terms; the major contributions are given by the lack of a dedicate model for the background
component and by the non-optimal calibrations.

By comparing this error with the statistical one (Eq. 5.4), we find that the uncertainty on our
measurement is dominated by the systematic source, although the available statistics is still
very low. The achievable precision on this measurements depends on the reduction of the
main sources of uncertainty, related to background parametrization and calibrations.
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Conclusion

In this work the feasibility of measuring the D° lifetime with the early data of the Belle II
experiment is demonstrated. Despite the short average flight length travelled, the tracking
system can resolve the production and the decay vertices of the D?’s. The new vertex detector,
with its double technology and the six-layer design, where the innermost layer is at only 1.4
cm from the IP, significantly improves the resolution and the error on the measured proper
time.

The dataset used for the measurement corresponds to 2.6fb™! collected at the 7(4S) reso-
nance during the period between the start of the experiment (March 25™) and June 3. Dur-
ing that period, and until the end of the Run on July 1%, the operations did not go always
smooth, due to the various accidents occurred, and the maximum peak luminosity achieved

during data taking was ~ 5 x 1033 cm™2s7!.

The analysis used the process D** — D%(K~n") !, where the D*’s come directly from the
interaction region and not from the decays of B mesons. This choice allows to constrain the
production vertex of the D to lie in the beam spot region, which thus needs to be properly
calibrated. Indeed the overlap region of the two beams can change over time due to the tuning
of the machine parameters. My task was to provide the run-dependent beam spot parameters
and contribute to make them available to the analysis tools (e.g. fitters) through the access to
the database. First, the IP position was reconstructed onlinein the context of the Data Quality
Monitoring (DQM) of the experiment. Then, the same information stored for the DQM was
also used for the beam spot calibration, which was as useful to the experiment as it was to our
analysis.

The measured D° lifetime is
Tpo = (400 £ 6(stat) £9(syst) ) fs.

Besides giving important feedback on the detector status, this measurement is also an impor-
tant first step towards many measurements in the charm sector, concerning mixing parame-
ters and CP violation.

Among the possible sources of systematic uncertainties, the largest one is given by the resid-
ual misalignment of VXD or biased beam spot position calibration. These two points can have
the same effect of shortening or lengthening the measured proper time. The final value of 9fs
is obtained by summing in quadrature this term with the other evaluated contributions, re-
lated to the choices made for the selection and the PDF for the fit to the proper time.

The uncertainty on the measurement is dominated by the systematic error, although the avail-
able statistics is still very low.

The natural next step of the analysis would be to repeat the same analysis with the full statis-
tics collected during the Spring Run (6.5fb™!). Then, the reconstruction should be performed
once the new Belle II software version is released and improved calibrations are available,
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both for alignment and for the beam spot. Further studies on MC can reveal all the possible
effects that such non-optimal calibrations can induce on the measurement.

In addition, the analysis can be extended to other decay channels (multi-body charged and
3-body involving neutral states) but a deeper understanding of the performance of all the
sub-detectors is indispensable.

I conducted this analysis from the beginning, constantly updating on its progress during the
weekly calibration, tracking, performance and physics meetings. The progress of the analy-
sis presented in this manuscript is also documented in a Belle II note, being reviewed by an
internal committee for the approval of the plots and the entirety of the work and has been
presented to the 2019 summer conferences.

After a few months of data acquisition, this measurement has already proved to be a useful
tool to demonstrate the capabilities of the detector and could be used as a regular test of
the performance of the experiment throughout its course. In order for this measurement to
become competitive, instead, much higher statistics and better control of systematic effects
are needed.



A PDFs

The PDFs used to build the models for the unbinned maximum likelihood fits are shown here.

* Gaussian PDF

G(x|u,0)= 2202 exp[—(xz_a‘l:)z] (A.1)
» Exponential PDF
Exp(x|7) = %e_% (A.2)
* Crystal Ball Function
exp [— (x;;)z ] it =£>—a

CB(x|u,0,a,n) = 2 (A.3)
( 1 )n M otherwise

) (a3

where the + sign is chosen for a > 0, the - sign otherwise.

x Chebyshev Polynomials
po(x) =1 (A.4)
pi(xler) =14 x (A.5)
po(xlcr, 6) =1+ x4+ ¢ (2x*—1) (A.6)
*» Threshold function
_ a
Thr(x|qy,a,b,c)=0(x—qy) [l—exp (_x qo)](i) ‘b (i—l) (A7)
c 9o o
* Johnson function

Jsu(x|lu,0,8,7) = y+5sinh_1(xa;'u)]},where

0 1
V2no24y/1+ (%)zexp {_5[

sinh™!(z) = log(z +4v/(1+ z2)) (A.8)
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» Exponential + Gaussian Convolution

R(x|u,0,7) =Exp(y|7)*G(y|u,0)
_ (x=y)?

— 1 Ooe_%e 202 dy
TV21o? J,

1 2 — 1) — g2
— ie—ﬁ[ZT(x—‘u)—a' ] [1 +erf(M):| ) Where

V2071

27
erf(x) = %f e % dz (A9)
0



B Models

The PDFs listed in Appendix A are combined for the fit models exploited during the analysis.

All the PDFs, already reported in the manuscript body, are listed here below.

» Fit to D° Mass - pol2
Mppg(mlu, 0, ¢y, ¢2) = Nijg x G(m|u, o) + Noig X p2(mlcy, ¢2)

+ Fitto D° Mass - CB

Mppg(m|u1, 01, U2, 02, a,n) =Ny X G(m|uy,01) + No x CB(x|u2, 04,0, 1)+
+ NokgPo(m)

* Fit to reconstructed Q - Thr

Qepr(qlt1, 01, 2,02, q0,a, b, ¢) =Ny x G(qluy,01) + No x G(qlpo, 02)+
+ Noig x Thr(qlgo, a, b, ¢)

* Fit to reconstructed Q - Johnson

Qepr(qlu1, 01, 142,02,0,7,¢1) =Ny X G(ql1,01) +No X Jsy (G2, 02,6,7)+
+ Nowg X p1(qlcy)

= Fit to proper time - 2GExp1122 model
Topr (flu1, 01, 12,02, 7) = Ny X R(t|uy,01,7) + N X R(tlp2, 02, 7)
» Fit to proper time - 2GExp112233 model

Topr (tlu1,01, U2, 02, 3,03, T) = Ny X R(t|uy,01,7)+
+ N, x R(tluz, 02,7) + Ny x R(t|u3,03,7)

= Fit to proper time - 3GExp11£2Gff model

Topr(tlty,01,02,7) =Ny X R(t|uy,01,7) + No x R(t|up =0,07,7)
Nj x [aG(tqu‘xed agf‘;d) + (l—a)G(tlug‘f‘Ifd,agf‘lfd)]

3,a ’
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C FitstoMC

In this Appendix some additional fits to MC are reported: those to the Q and M distributions
(Figs. C.1-C.2) with the 80fb™! cocktail sample and another one to the proper time for sig-

nal events, for testing the alternative condition y; = u, on the model B.6.
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Figure C.1: Fit to the reconstructed Q for candidates of the en-
tire cocktail sample.

105

parameter extracted value
N 80000+ 1500

u1 (MeV/c?) | 5.87424+0.0015
o, (MeV/c?) | 0.109+0.001
N, 91000+ 1500
up (MeV/c?) | 5.841+0.006
o, (MeV/c?) | 0.112+0.006
) 0.387+0.010

e —0.101£0.012

kag 1200+500

Table C.1:

Parameters extracted from the

EUML fit of the reconstructed Q value.
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Figure C.2: Fit to the reconstructed D mass for candidates of

the entire cocktail sample.
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Figure C.3: Fit to the reconstructed proper time for truth-
matched MC candidates belonging to the signal region. The

model used is the B.6 with u; = us.

parameter extracted value
N, 119000+ 1000
w1 (MeV/c?) | 1864.900+0.012
o, (MeV/c?) | 3.475+0.018
N, 30700900
Uy (MeV/c?) 1863.6+0.1
o, (MeV/c?) 8.50£0.15
a 1.503+0.021
n 3
Nokg 1500+80

Table C.2: Parameters extracted from the

EUML fit of the reconstructed D° mass.

parameter | extracted value

N 115700 %500

uy (fs) 0+1

o (fs) 69.6+0.9
N, 6800300

p2 (ps) =t

o5 (ps) 0.40+0.01

7 (fs) 410+1

Table C.3: Parameters extracted from the

EUML fit to the proper time distribution.
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