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INTRODUCTION

he purpose of this thesis is to provide optimized selections for the 7° reconstruction in
the Belle II analysis software framework (basf2). basf2 provides generic selections on

0

photons and on 7%s reconstructed via 7° — YY, which are designed to provide a certain

n° reconstruction efficiency. The goal is to define optimized selections for 60%, 50%, 40%, 30%,
20%, and 10% n° reconstruction efficiency, the optimization criterion being the maximization of

the purity of the n° sample.

The Belle II experiment is located at the SuperKEKB collider in Tsukuba, Japan, and is a next-
generation B-factory. B-factories are particle collider experiments designed to produce a large
number of B-mesons. In Belle I1, electrons and positrons are collided at the mass of the Y(4S)-
resonance, which is ~ 0.2% above the energy of two B-mesons. B-mesons have many hadronic
decay channels into lighter mesons, like D-mesons or kaons, often yielding 7°s as byproducts. In

0

fact, one third of B-meson decay products are 7°s or other neutral particles decaying into photons.

This makes the 7° reconstruction crucial for Belle II.

This thesis starts with a motivation for the Belle II experiment in the form of a summary of
the Standard Model of particle physics in Chapter 1. It describes what the Standard Model can
explain and where it fails to provide an explanation of physics.

Chapter 2 gives an overview of the Belle II experiment, the SuperKEKB collider and the Belle IT
subdetectors. The electromagnetic calorimeter (ECL) of the Belle II detector is treated in more
detail in Chapter 3, since it is the subdetector of relevance to the 7° reconstruction. Chapter 3
also explains how data from the ECL is processed in basf2 to provide suitable information for the
user. This information can be interpreted as photons and is used in the 7° reconstruction, which
is explained in Chapter 4. Chapters 3 and 4 also give an overview on the photon and 7° variables
used for the 7° reconstruction selections, respectively.

Chapter 5 describes a study on the photon and 7° variables, investigating which variables are
suitable to be used for the optimization of the 7° reconstruction selections. Using the results from
Chapter 5, Chapter 6 performs a full grid scan on the chosen variables and provides optimized

0 reconstruction selections.

suggestions for the use as new n
Chapter 7 compares data and Monte Carlo for these suggestions, and Chapter 8 closes this thesis

with a conclusion.

ix






CHAPTER

PHYSICS MOTIVATION

he Standard Model of particle physics is the most accurate theoretical model to describe
fundamental particles and how they interact. When it was developed in the early 1970s,
it incorporated the knowledge about subatomic particles at the time and even predicted
the existence of additional particles and processes. The Standard Model includes the description
of all known fundamental particles and three of the four fundamental forces: the electromagnetic,

the weak, and the strong force.

Since the gravitational force is not included in the Standard Model, one can see that the Standard
Model is indeed the most accurate theory, but not a complete one. Besides gravity, there are other
processes that are not included in the Standard Model as well as observations the Standard

Model fails to explain.

While Section 1.1 gives a brief overview on the main aspects of the Standard Model, Section 1.2

lists some of the phenomena that are not explained by it.

1.1 The Standard Model

The Standard Model of particle physics is based on two basic ideas: matter is made of fundamental
particles, where ‘fundamental‘ means having no internal structure, and these particles interact
by exchanging other particles associated with the fundamental forces. It includes the description
of the electromagnetic, the weak, and the strong interaction as well as the Higgs mechanism,

which is responsible for giving the fundamental particles their mass.

The theory of the electromagnetic force (quantum electrodynamics, QED) and the description
of the weak interaction got merged by Sheldon Glashow in 1961. Once Steven Weinberg and

Abdus Salam were able to add the Higgs mechanism in 1967, the electroweak theory was born.

1



CHAPTER 1. PHYSICS MOTIVATION

After combining the electroweak theory with the theory of the strong interaction (quantum
chromodynamics, QCD) in 1975, Abraham Pais and Sam Treiman gave the Standard Model its

modern form.

The fundamental particles that form matter are fermions and the force-exchanging particles as
well as the Higgs particle are bosons. These terms refer to their spin, which can be described
as an internal angular momentum of the particle. While fermions have a half-integer spin (in
units of the reduced Planck constant /), bosons carry integer spin. Every particle also has an
anti-particle with the same mass but opposite electric charge. Figure 1.1 shows all fundamental

particles (anti-particles are not pictured).

mass - =2.3 MeV/c? =1.275 GeV/c? =173.07 GeV/c? 0 =126 GeV/c?
charge » 2/3 u 2/3 C 2/3 t 0 \ 0 H
spin - 1/2 1/2 1/2 1 9 0
Higgs
up charm top gluon bosan
=4.8 MeV/c? =95 MeV/c? =~4.18 GeV/c? 0
-1/3 d -1/3 S -1/3 b 0 ‘
1/2 1/2 1/2 1 »
down strange bottom photon
0.511 MeV/c? 105.7 MeV/c? 1.777 GeV/c? 91.2 GeV/c?
-1 1 -1 0
1/2 e 1/2 .l']' 1/2 T 1 ;
electron muon tau Z boson
<2.2 eVic? <0.17 MeV/c? <15.5 MeV/c? 80.4 GeV/c?
0 0 0 +1
12 ])e 12 .I)u 1/2 ])T 1 W
electron muon tau
neutrino neutrino neutrino W boson

FIGURE 1.1. Fundamental particles included in the Standard Model. Quarks, leptons,
and the bosons are color-coded. The first three columns show the three fermion
generations, the fourth column lists the force carriers, and the fifth column contains
the Higgs boson. For every particle its mass, charge, and spin is given. Figure from

[1].



1.1. THE STANDARD MODEL

The fermions of the Standard Model can be classified into two families, where both of them
contain six particles: the leptons and the quarks. The quark family is made of the up- (u), down-
(d), charm- (c), strange- (s), top- (t), and bottom-quark (b). The lepton family contains the electron
(e), the muon (u), and the tau (1), as well as the corresponding neutrinos (v,, v, v;). Further-
more both families can be divided into three generations of particles. The particles of different
generations only differ in mass, all other physical properties are equal. Remarkably, all visible

matter in the universe is made of first generation particles.

The six quarks interact via all of the three mentioned interactions. In addition to its flavor (u,
d, c, s, t or b), a quark carries a color, which represents the charge of the strong interaction.
The phenomenon that quarks are never observed alone but only in bound states is called color
confinement and leads to three different colors. In a bound state, the color charges of the single
quarks add up to zero. This can be achieved by combining a quark and its anti-quark, which
yields a meson, or by combining three quarks (or three anti-quarks) of different color, which
yields a baryon. But also combinations of more quarks are possible. In fact particles made of four
(tetraquarks) or five (pentaquarks) quarks have recently been observed by the Belle and LHCDb

experiments [2-5].

Quarks also have an electric charge, where in each generation there is one quark with an electric

charge of +§ (in units of the elementary charge e) and one with an electric charge of —%.

The six leptons do not interact via the strong interaction. The electron, muon, and tau interact
electromagnetically and weakly, the three neutrinos in contrast only interact via the weak force.

The electromagnetic charge of the electron, muon and tau is —1, respectively.

1

All fermions in the Standard Model as well as their anti-particles have spin 3.

The gauge bosons are the force carriers of the three fundamental interactions included in the
Standard Model and all of them have spin 1.

The gluon mediates the strong interaction and is the only boson in the Standard Model with color
charge. It comes in 8 different color combinations (due to the underlying SU(3) symmetry which

is 8-dimensional) and has no electromagnetic charge.
The photon carries the electromagnetic force, is massless, and has no electromagnetic charge.

The weak interaction is represented by two bosons: the W-boson and the Z-boson. Both of them

carry mass, but only the W-boson has an electromagnetic charge.

The last particle is the Higgs-boson which is a scalar boson (spin 0) with no electromagnetic
charge. Due to the interaction with the Higgs-boson, the other massive fundamental particles

gain their mass which is described by the Higgs-mechanism.

3



CHAPTER 1. PHYSICS MOTIVATION

1.2 Beyond the Standard Model

The Standard Model is able to explain almost every result in particle physics, but some important

questions remain unanswered and several processes and observations are still unexplained.

Unanswered questions are: Why are there three different generations of particles that only
differ in mass? Why does nature need two more generations when all visible matter is made of
up-quarks, down-quarks and electrons?

Why is the Standard Model described by 19 constant parameters (masses and coupling constants)
which have unrelated and arbitrary values? Why are the values of the constant parameters the

way we measure them and not different?

The major gap in the Standard Model is that it does not contain gravity. All attempts of combining
the Standard Model with the theoretical description of gravity (general theory of relativity) failed
so far. Also not included in the Standard Model is the observation of neutrino-oscillation. When a
neutrino oscillates, it changes its flavour (electron-, muon- or tau-neutrino) and to do so, it needs

to carry mass, while the Standard Model considers neutrinos as massless particles.

Another observation the Standard Model fails to explain is the matter-antimatter asymmetry
in the universe. Theoretically, matter and antimatter should occur in equal amounts in the
universe, if there is no process that treats matter and antimatter differently. Up to now there is

no mechanism in the Standard Model that sufficiently explains this asymmetry.

As if that were not enough, there are the concepts of dark matter and dark energy. Cosmological
observations [6—8] indicate that the visible matter in our universe (the matter interacting with
photons) is not the only form of matter but that there is a different kind. While visible matter
makes up ~ 5% of universe’s energy density, dark matter is responsible for ~ 26%. The remaining
~ 69% come in form of dark energy, which is considered as a constant energy density for the
vacuum, that leads to the accelerating expansion of the universe. While there is no explanation for
dark energy yet, there are several attempts to describe dark matter: WIMPs (weakly interacting
massive particles) [9], ALPs (axion-like particles) [10], sterile neutrinos [11], as well as some more.

Further detail is beyond the scope of this thesis, but can be found in the references provided.



CHAPTER

THE BELLE II EXPERIMENT

he occurence of CP-violation is said to be the central element in describing the matter-
antimatter asymmetry in the universe. After this asymmetry was first discovered in
certain decays of neutral K-mesons by James Cronin and Val Fitch in 1964 [12], it has
been observed by the BaBar and Belle experiments in B-meson decays [13—15] as well as in the

decays of D-mesons [16].

These two famous experiments belong to the class of B-factories, which are particle collider
experiments designed to produce and detect a large number of B-mesons. Both of them collide
electrons and positrons at the mass of the Y(4S)-resonance at roughly 10.58 GeV which is
just enough energy to create two B-mesons. Since there are no other particles produced, all
the tracks and clusters in an event can be assigned to one B-meson or the other meaning a
clean, low-background environment. To make a statement about the CP-violation, the order in
which the two B-mesons decay must be known. But since the B-mesons at a symmetric Y(4S)
accelerator are almost produced at rest, the distance they travel before they decay is too short
to be accurately resolved. One can circumvent this issue by inducing an asymmetric collision in
which the produced B-mesons are boosted along one axis and therefore travel a longer distance
before they decay. Of course this yields other problems like requiring two separate beam pipes for

electrons and positrons respectively and a more complicated interaction region.

Yet BaBar and Belle took on this challenge in the 1990s resulting in lots of important publications
during and after their operation. While the BaBar experiment ceased operation in 2008, the
Belle experiment got upgraded to Belle II which runs at a 40 times higher peak luminosity than
its predecessor. The challenges associated with this upgrade, the underlying electron-positron
collider SuperKEKB and the Belle II detector itself are described in the following sections.



CHAPTER 2. THE BELLE II EXPERIMENT

2.1 From Belle to Belle I1

The dominant reason for the upgrade from KEKB and Belle to SuperKEKB and Belle II is
an increase in peak luminosity by a factor of 40. This enormous change has an impact on the
experiment. While section 2.1.1 treats the luminosity upgrade and how it is achieved theoretically,

section 2.1.2 describes the problems associated with the upgrade and its technical realization.

2.1.1 Luminosity Upgrade

The luminosity L of a collider is expressed by

(21) L= Y_i ﬁ R_L ,
2er. \ By. J\Rq,

where v is the Lorentz factor, e is the elementary electric charge, r. is the classical electron radius,
I is the beam current, ¢, is the vertical beam-beam parameter, ﬂ; is the vertical beta function,
and Ry, and R;, represent reduction factors for the luminosity and the vertical beam-beam
parameter. The suffix + specifies the positron (+) and the electron (-).

The ratio of Ry, and R;, is usually not far from unity and therefore the luminosity L is mainly
determined by the beam current I, the vertical beam-beam parameter ¢,, and the vertical beta
function §, meaning that the desired value for the luminosity can be tuned using these three

parameters.

The target peak luminosity at SuperKEKB is 8 x 103% cm~2s7 1. To achieve this, it was decided
that the vertical beam-beam parameter ¢, shall roughly stay the same, while the beam current
I shall be doubled and the vertical beta function §, shall be decreased by a factor 20 using a
Nano-Beam scheme. Table 2.1 shows the choice of the three parameters for SuperKEKB compared

to the values at former KEKB. The peak luminosity and the beam energies are also shown.

KEKB achieved SuperKEKB design

Energy [GeV] (+/-) 3.5/8.0 4.0/7.0

&y (+/-) 0.129/0.090 0.090/0.088
B [mm] (+/-) 5.9/5.9 0.27/0.41

I [A] (+/-) 1.64/1.19 3.60/2.62
L[10%*em™2s71] 211 80

TABLE 2.1. Collider parameters for KEKB and SuperKEKB. Except for the luminosity
L, two values per accelerator are given: One for the positron beam (+) and one for
the electron beam (-). Values taken from [17].

The schedule for the peak luminosity and the integrated luminosity can be found in Figure 2.1.
More details on the Nano-Beam scheme, how the three parameters are exactly determined and
what changes to the KEKB collider setup this entails can be found in [17].

6



2.1. FROM BELLE TO BELLE II
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FIGURE 2.1. Schedule for the luminosity reached at SuperKEKB. Peak luminosity is
visualized in orange, integrated luminosity in green. Figure taken from [18].

2.1.2 Beam-related background and changes to the Belle detector

The peak luminosity increase by a factor 40 from KEKB to SuperKEKB is accompanied by a large

increase of beam-related background. This does not only yield higher expected background rates

but also means that major changes to the experiment’s setup are inevitable.

The main sources for beam-related background are briefly described in the following, further

information can be found in [17, 19, 20].

* Touschek scattering is the Coulomb scattering of two particles from the same beam.

After interacting, one particle ends up with a higher than nominal, and the other one with
a lower than nominal energy. Thus the two particles do not fit the trajectory requirements
anymore and are lost. Depending on their location, the particles may hit some material and
cause additional electromagnetic showers or enter the detector region directly. The first
case is treated with vertical and horizontal collimators located at various positions around
the storage ring. Heavy-metal shields are placed in the VXD volume to mitigate the effect

of the second.

Beam-gas scattering: Since a vacuum is never perfect, residual gas molecules will be
present in the beam pipe. The scattering of a beam particle on one of these molecules

occurs in two ways: Coulomb scattering and Bremsstrahlung. The first one causes the beam

7



CHAPTER 2. THE BELLE II EXPERIMENT

particle to change its direction, while the second one results in an energy change of the beam
particle and the emission of a photon. The Coulomb-scattered beam particles are comparable
with the Touschek-scattered particles and therefore treated by the same countermeasures,
collimators and heavy-metal shields. The rate of the Bremsstrahlung particles is negligible
compared to the rate of Touschek-scattered particles, thus no additional countermeasures

are applied for these.

¢ Synchrotron radiation occurs if a charged particle is radially accelerated. Thus it is a
special form of Bremsstrahlung and proportional to the beam pipe curvature and amount of
injected particles. To counteract this, the interaction region of Belle II is designed to avoid
direct hits of Synchrotron radiation. First, ridge structures are placed on the inner surface
of the incoming pipes and second, the inner surface of the beryllium beampipe is coated
with a gold layer. Additionally, the incoming electron and positron beams are nearly on
the magnetic axes of the quadrupole magnets, which reduces the emission of Synchrotron

radiation.

* Radiative-Bhabha process: The process e"e” — e*e”y is the most important back-
ground source in most of the sub-detectors and is proportional to the luminosity of the
collider. The particles travel approximately along the beam line and interact with the
iron of the accelerator magnets. This yields low-energy photons and neutrons entering the
detector. Additionally, the beam particles lose energy and thus hit the beam pipe, which
results in unwanted electromagnetic showers. To mitigate this effect, the incoming and
outgoing beams have their own quadrupole magnets, respectively. To reduce the neutron

rate, additional neutron shielding is placed in the accelerator tunnel.

* Two-photon process: The process e*e™ — yy — e*e"e*e™ is also proportional to the
collider’s luminosity. The created e*e™ pairs have very low momentum and therefore can
spiral around the solenoid filed lines leaving multiple hits in the detectors. Furthermore
the primary e*e™ pairs that lose much energy or scatter at large angles are lost and result

in unwanted electromagnetic showers.

* Injection background: This background occurs when a charge is injected to a circulating

beam bunch. The bunch is perturbed by the injection yielding a short background rise.

Due to these background sources, the background-level at SuperKEKB is expected to be signifi-
cantly higher than at KEKB. Therefore, several changes were made to the Belle detector. The key

changes are listed in the following. More details can again be found in [17, 19, 20].

* Due to the Nano-Beam scheme, the beam pipe radius at the interaction point has been
reduced from 15mm to 10 mm. Thus, the vertex detector could be placed closer to the

interaction point.



2.2. THE SUPERKEKB ACCELERATOR

* The innermost part of the old silicon strip detector has been replaced with a two-layer pixel

detector and the rest of it has been extended to have a larger radius.

¢ The volume of the central drift chamber has been enlarged and its cell sizes have been
reduced. Also new readout electronics are used for the central drift chamber to handle the

higher trigger rates.

* The particle identification system has been upgraded using Cherenkov imaging besides the

use of new electronics.
¢ The electronics of the electromagnetic calorimeter have been upgraded.

¢ Parts of the resistive plate chambers (RPCs) in the K7, and u detector have been replaced

with scintillators.

In order to handle the development of such a large project like Belle 11, its lifetime is divided into

three phases:

Phase 1 The beam commissioning phase ran from February to June 2016. In this period, beam
background measurements were taken with the BEAST II detector [19].

Phase 2 From February to July 2018, the collision of the two beams was tuned. Therefore, the

Belle II detector was in place except for the vertex detector. Calibration data was taken.

Phase 3 The final phase of Belle II started in April 2019. This is the full physics run with the
whole detector installed. At the time of writing this thesis, the VXD is only partly installed.
This will be fixed in the next long enough collider shut-down.

2.2 The SuperKEKB accelerator

Located at the KEK laboratory in Tsukuba, Japan, the electron-positron collider SuperKEKB is
meant to herald the start of the second-generation B-factory era as the upgrade of the former
KEKB accelerator. It operates at a center of mass energy of 10.58 GeV which is slightly above

1 a5 well as an integrated

the Y(4S) resonance and aims at a peak luminosity of 8 x 103% cm™2s~
luminosity of 50 ab~!. Figure 2.2 schematically shows the SuperKEKB collider. It can be separated
into two major parts: the linear preaccelerator and the storage ring which includes the electron

ring (HER, high energy ring) and the positron ring (LER, low energy ring).

9



CHAPTER 2. THE BELLE II EXPERIMENT

4.0 GeV

| Positron ring (LER) | | Belle Il detector

Storage ring section

I Positron source |

Linear acceleration
stage

| Positron damping ring

| Electron guns I . .
Pre-acceleration section

FIGURE 2.2. Schematic figure of the SuperKEKB electron-positron-collider. Figure
adapted from [21].

The preaccelerator section starts with two different electron guns. One of them produces the
electrons that are later on injected into the HER, the other one delivers higher intensity electrons
for the production of the positrons directed to the LER. After being emitted by the electron guns,
the electrons first go through a J-shaped acceleration stage followed by a linear acceleration
stage and the positron source. The electrons that are meant to enter the HER skip this positron
source and are accelerated to 7 GeV by a row of consecutive linear acceleration stages before they
are injected into the HER. The higher energy electrons enter the positron source with 4 GeV
and irradiate a tungsten target to generate positrons. These positrons are then accelerated to
1 GeV and enter a damping ring which reduces their emittance. Following this, the positrons are
accelerated to 4 GeV and injected into the LER. The acceleration of the positrons happens by the

same consecutive linear acceleration stages by which the HER electrons are accelerated.

The storage ring section is composed of the HER and the LER which both have a circumference
of 3km. Each of them is equipped with radiofrequency (RF) cavities to keep the electron and
positron beam energies at 7 GeV and 4 GeV, respectively. The beams are then collided with a

crossing angle of 83 mrad in the center of the Belle II detector.

More detailed information on the SuperKEKB collider can be found in [17].

10



2.3. THE BELLE II DETECTOR

2.3 The Belle II detector

The Belle II detector is the centerpiece of the experiment. It has a size of 7m x 7.5m and can
be divided into three acceptance regions: the forward end-cap (FWD), the barrel (BRL) and
the backward end-cap (BWD). The detector is built to measure the properties of all final state
particles produced in the e e -collisions except for neutrinos. Since this affects many different
particles, various detection strategies are applied. Therefore, the Belle II detector is an interaction
of the five following sub-detectors of which each fulfills a certain task: The vertex detectors (VXD),
the central drift chamber (CDC), the particle identification (PID), the electromagnetic calorimeter
(ECL) and the K7, and p detector (KLM). Each of these sub-detectors has several functions, which
will be explained in the following. More detailed information on the Belle II detector and its

sub-detectors can be found in [17].

¢ VXD: The main purpose of the vertex detectors is to measure the vertices of the two B-
meson decays per event for the measurement of mixing-induced CP asymmetry. The vertex
detectors are also able to reconstruct low-p; tracks, down to a few tens of MeV/c, that do
not leave enough (or any) hits in the CDC. The vertex detectors are the pixel detector (PXD)
and the silicon vertex detector (SVD).

The PXD is made of two layers of sensors based on the DEPFET (DEPleted Field Effect
Transistor) technology where the inner layer consists of 8 and the outer layer of 12 sensors.
The SVD surrounds the PXD and consists of four layers of double-sided silicon strip
detectors with 187 sensors in total. In addition to B-meson decays, the SVD measures
vertex information in the decays of D-mesons and 7-leptons and is also able to reconstruct

K mesons that decay outside of the PXD volume.

¢ CDC: The CDC is placed around the SVD and plays three major roles. First, it is responsible
for the reconstruction of charged tracks and the precise measurement of the momenta
of these tracks. Second, it provides particle identification information by measuring the
energy loss of tracks within its gas volume. Therefore tracks that do not reach the PID can
be identified using only the information known from the CDC. Finally, it delivers efficient
and reliable trigger signals for charged particles.
The CDC is built of more than 14 thousand sense wires and more than 42 thousand field
wires arranged in 56 layers and filled with a 50 : 50 mixture of helium (He) and ethane
(C9Hg). In order to supply a 1.5 T magnetic field for the CDC, a superconducting solenoid
surrounds the ECL. Together with the VXD, the CDC makes up the tracking system of
Belle II.

¢ PID: The PID has the task to separate between kaons and pions but also to differentiate
between pions, muons and electrons in the low-energy region. It consists of two components:
the TOP (time of propagation) detector in the barrel region and the ARICH (aerogel ring

imaging Cherenkov) detector located in the forward-endcap.
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¢ ECL: The main task of the ECL is the absorption and therefore detection of electromagnetic
showers with high efficiency as well as the precise determination of the shower energy and

05 or other neutral

angular coordinates. Since one third of B-meson decay products are &
particles that decay into photons, the ECL is the instrument for the neutral reconstruction
in Belle II. It also identifies electrons providing additional information to the information
measured with the tracking system, and together with the KLLM detector also Kg mesons.
Furthermore it generates a proper signal for the triggers and serves as an online and offline

luminosity monitor. The ECL is described in more detail in Chapter 3.

KLM: The KLM detector is supposed to identify Kg mesons and muons. It consists of an
alternating sandwich structure of detector components and 4.7 cm thick iron plates in
between. The iron plates serve as the magnetic flux return for the solenoid and provide
additional interaction length for the Kg mesons to shower hadronically. Since resistive
plate chambers are not efficient enough in some KLM regions (the amount of background is
just too high), scintillators are used as detectors in the end-caps as well as in the first two

layers in the barrel. The remaining layers in the barrel are equipped with RPCs.

A cross-section of the Belle II detector with labeled sub-detectors can be seen in Figure 2.3.

Electromagnetic Calorimeter (ECL) K, and muon detector (KLM)
L

Solenoid:
1.5 T superconducting

Vertex Detectors (VXD):

2 layer DEPFET pixel detectors (PXD)
4 layer double-sided silicon strip detectors (SVD)

Particle Identification (PID):
Time-Of-Propagation counter (TOP) (BRL)
Aerogel Ring-lmaging Cherenkov Counter (ARICH) (FWD)

Central Drift Chamber (CDC)

FIGURE 2.3. Cross-section of the Belle II detector. The single sub-detectors are labeled.
Figure adapted from [21].
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CHAPTER

FROM THE ECL TO THE PHOTON VARIABLES IN BASF2

he Belle II electromagnetic calorimeter (ECL) is the most important piece of the Belle 1T
detector concerning the reconstruction of 7%s and therefore this thesis. In order to present
the study that has been performed for this thesis in a proper and understandable way,
this Chapter is organized as follows. Section 3.1 describes the ECL in more detail, while Section
3.2 treats how data from the ECL makes its way to and through the Belle II analysis software
framework (basf2). Section 3.3 gives an overview on the photon variables that have been used for
this thesis and Section 3.4 closes this chapter with the current generic photon selections that are

implemented in basf2.

3.1 The Belle II electromagnetic calorimeter
The ECL serves several tasks:

¢ detection of electromagnetic showers with high efficiency;
¢ determination of the shower energy and angular coordinates;
* separation of electrons and hadrons;
o Kg detection together with the KLM detector;
* generation of a trigger signal;
¢ online and offline luminosity measurements.
To fulfil these tasks, the ECL has to be a hermetic detector that fully covers the interaction point,

except for the regions close to the beam pipe which host the vertex detectors, accelerator material,

and cables. Therefore the ECL covers the whole polar angle region from 12.4° to 155.1°.

13
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The ECL is comprised of three regions: the barrel (BRL), the forward endcap (FWD), and the
backward endcap (BWD). The barrel is 3 m long and has an inner radius of 1.25 m. The annular
endcaps close the barrel at z =1.96m (FWD) and z = —1.02m (BWD) from the interaction point
at z = 0, where positive z-values go into the direction of the electron beam. Between the three
parts there are two small gaps of ~ 1° which are used as a guide for the cables and COg cooling

pipes of the inner detectors.

The calorimeter crystals are made of Thallium-doped Cesium Iodide (CsI(T1)) because of its high
light output, relatively short radiation length, good mechanical properties and its moderate
price. The calorimeter is built of 8736 crystals, of which 6624 make up the barrel and 2112 the
endcaps. In the barrel, each crystal is a truncated pyramid with an average cross section of
about 6 cm x 6 cm and a length of about 30 cm, which corresponds to 16.2 radiation lengths of
CsI(T1). The shapes of the endcap crystals are more complex and are described in detail in [22].
In total there are 29 different crystal cross section shapes in the barrel and 69 in the endcaps. All
the crystals are oriented to a region in the vicinity of the interaction point in a non-projective
geometry to leave minimal projective gaps between the crystals. This is done to prevent particles
coming from the interaction point from propagating through the gaps between the crystals

without being detected.
Each crystal is wrapped with a layer of 200 um thick Gore-Tex porous teflon and covered by a

laminated sheet of 25 um thick aluminium and 25 pm thick mylar. Two 10 mm x 20 mm Hama-
matsu Photonics photodiodes are glued at the rear surface of each crystal for the readout of the
scintillation light. The signal of each photodiode is amplified by a preamplifier providing two
independent output signals for each crystal which are summed and sent to an external shaper
board. This signal then goes to the ECL trigger module as well as to a waveform-digitizer where

it is processed to be treated by basf2.

Figure 3.1 shows a schematic view of the ECL surrounding the inner subdetectors. Further
details on the structure of the ECL and its electronics can be found in [17, 22-26].

3.2 Data processing for the ECL

A particle enters an ECL crystal and generates scintillation light. This light is the signal to start
a row of computing processes. These processes end with the final data objects that are used in an
analysis. For the purpose of the coming chapters, the steps from the initial crystal signal to the
final data object will be explained. Section 3.2.1 describes the steps from producing scintillation
light to the input signal for basf2 and Section 3.2.2 explains how basf2 treats the given input and

forms it into the final data object.
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FIGURE 3.1. Schematic view of the ECL and the inner subdetectors. The ECL barrel is
shown in light purple, the ECL endcaps in light green. The orientation of the ECL
crystals towards the vicinity of the interaction point gets clear. Figure adapted
from [27].

3.2.1 From an ECL crystal to the basf2 framework

The scintillation light of each of the 8736 ECL crystals is read out by two Hamamatsu Photonics
S2744-08 photodiodes. Each of the two signals is amplified by a preamplifier before the two
signals are summed and sent to an external shaper board.

The shaper board consists of a shaping amplifier (Shaper) and a 18-bit flash ADC (Digitizer). The
output of the Shaper is used as the input for the Digitizer as well as an input for the ECL trigger.
The digitized signal coming from the Digitizer is composed of 31 data points: 15 of them are used

to define a baseline for the signal peak, and the remaining 16 make up the signal peak. The
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signal is read out by a FPGA, which performs a photon template fit on the 16 signal peak points.
The fit results from the FPGA, a signal amplitude and a signal time, are sent to the Collector
module, which collects the data of several shaper boards. The Collector module also contains a
test pulse generator for the calibration of the response of each ECL crystal. From the Collector
module, the data is sent to the COPPER module which then provides the raw data of each crystal
for basf2.

The raw data of a single crystal is called an ECLDigit and has the form of a 32-bit word. It contains
the amplitude of the signal (18-bit), its timing information (12-bit) and a status information
(2-bit) of the photon template fit performed by the FPGA. Figure 3.2 shows a schematic view of
the signal flow from an ECL crystal to the storage of an ECLDigit. [21, 26, 27]

. Outside the Belle Il detector
Inside the Belle Il detector [ === == mm e emmem e mme—ee-———— e

Scintillation lisht Photodiode T\\'O preamp. Shaper+DSP (16 ch)
. 3 ]| Sum
/ i |
I~| > t (500 ns)} Dieitizer
: > Shaper i Bics
> . 1.76MHz.18f11
| ¢
Preamp i (200 ns) FPGA

X112

ector

Electronics

Cal. Trigeer |  [con

VME crate X 52

] o e e e e e o e 4

Electronics Hut

FIGURE 3.2. Schematic view of the signal flow from the production of scintillation
light in an ECL crystal to the storage of an ECLDigit for each crystal in the basf2
framework. Figure adapted from [27].

3.2.2 Inside the basf2 framework

A full ECL readout is one ECLDigit for each ECL crystal. The ECLDigits are firstly converted
into so-called ECLCalDigits: The 18-bit amplitude information is converted into an energy, in
GeV, and the timing information into an absolute time, in ns. This is the so-called crystal energy
calibration. Figure 3.3 shows a schematic and simplified grid of ECLCalDigits, where empty cells
are below the readout threshold of ~0.2MeV.
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FIGURE 3.3. Schematic and simplified grid of ECLCalDigits. Empty cells are below the
readout threshold of ~ 0.2MeV. Figure adapted from [27].

In the next step, ECLCalDigits are grouped into ECLConnectedRegions, which is explained in
the following. All ECLCalDigits with energies > 10 MeV are found, which can be seen in Figure
3.4. For each of these ECLCalDigits, the algorithm iteratively adds all direct neighbours with an
energy > 0.5 MeV to the ECLCalDigit. In further iterations also next neighbours with energies >
1.5 MeV are added to gradually form an ECLConnectedRegion. The algorithm stops if there are
no neighbours with more than 1.5 MeV left. A visualization of the algorithm’s result is shown in
Figure 3.5. During this process, it is possible that two or more ECLConnectedRegions are merged

to one larger ECLConnectedRegion, which can be seen in Figure 3.6.

Now for each ECLConnectedRegion, Local Maxima are labeled. These are ECLCalDigits within
the ECLConnectedRegion with an energy > 10 MeV and the highest energy among their direct
neighbours. This step is shown in Figure 3.7.

Next, the ECLConnectedRegions are split into ECLShowers. The number of ECLShowers
resulting from an ECLConnectedRegion is equal to the number of Local Maxima contained in this
ECLConnectedRegion, and since in almost every physical case the information of an ECLShower
is contained in a 5x5 grid of ECLCalDigits around the Local Maximum excluding its corner
crystals, this is the maximum size of an ECLShower. This means that for ECLConnectedRegions
containing only one Local Maximum, this step is almost redundant: only its size is reduced to
the 5x5 crystal grid excluding its corners. In the case of an ECLConnectedRegion containing
more than one Local Maximum, the energies of the single ECLCalDigits are distributed to the
resulting ECLShowers. To do so, the ECLConnectedRegion is split by iteratively finding a stable
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FI1GURE 3.4. All ECLCalDigits with energies > 10 MeV are found. Figure adapted from
[27].
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FIGURE 3.5. Visualization of the algorithm producing ECLConnectedRegions. In a first

step, all direct neighbours with energies > 0.5 MeV are attached and in further
steps all next neighbours with energies > 1.5 MeV. Figure adapted from [27].
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FIGURE 3.6. Merging of two or more ECLConnectedRegions. Compare to Figure 3.5.
Figure adapted from [27].

FI1GURE 3.7. For each ECLConnectedRegion so called Local Maxima are labeled. These
are ECLCalDigits with energies > 10 MeV and the highest energy among their
direct neighbours. Figure adapted from [27].
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Fi1GURE 3.8. The ECLConnectedRegions have been split into ECLShowers. The amount
of ECLShowers per ECLConnectedRegion equals the amount of Local Maxima
within the ECLConnectedRegion. Note that the ECLShowers not necessarily con-
tain an integer amount of crystals anymore. Figure adapted from [27].

9.8

center of gravity. In this process, each ECLCalDigit within the ECLConnectedRegion is given a
number of weights that add up to 1 and correspond to a respective Local Maximum. The result is
one ECLShower per Local Maximum which contains several weighted ECLCalDigits. This can be

seen in Figure 3.8.

Weighting the ECLCalDigits raises the question: how do the energy and timing information get
propagated from the individual crystals to the shower data object? The energy of an ECLShower
is the sum of the n most energetic crystals within the ECLShower up to a certain n, where n
depends on an initial rough energy estimation and a background estimation, and can be between
1 and 21. The timing information of the ECLShower is just the timing information of the Local
Maximum of the ECLShower. An additional problem is the definition of the position of the
ECLShower. For the position of an ECLShower, a (8, ¢, R) coordinate is reconstructed, where R is
given by the position of the Local Maximum of the ECLShower.

The last conversion step is from an ECLShower to an ECLCluster. While an ECLShower is the
ECL-internal dataobject that contains additional debug information, an ECLCluster is the final
dataobject which is stored and available on user level for analysis. Only ECLShowers with a
total energy > 20 MeV are converted into ECLClusters. At this point, one more cut is applied: For
ECLShowers with a total energy of < 50 MeV, the variable t/dt99 (see 3.3 for details) is cut to be
between -1 and 1 for saving disc space. [21, 27, 28]
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3.3 Photon variables

After saving specific information for each ECL crystal and converting this information to ECLClus-
ters, basf2 is able to calculate many variables describing the ECLCluster. These variables are
referred to as photon variables since ECLClusters not matched to a CDC track are assumed to be

photons and are candidates for the reconstruction of 7% (photon hypothesis).

All of these ECLCluster variables have a limited precision p to save disc space. The precision
is always better than the precision of the ECL data acquisition. However, if the ECLCluster
variables are histogrammed, binning effects are likely to occur. This can be seen in Figures 3.11
to 3.18.

To prevent these binning effects, the intrinsic binning nnsrinsic or a multiple of it can be used. It

is calculated via

(3.1) Nintrinsic = % )

where p is the integer precision of the photon variable and max and min are the maximum and
minimum of the desired range of the histogram, respectively. The precision p for the different
variables can be found in [29].

Additionally, the ECLCluster variables are clipped at the lower and upper boundaries. Values
below the lower boundary will be set to the lower bound, values above the upper bound will be

set to the higher bound.

Among the ECLCluster variables there is a category of variables named shower shape variables.
These variables quantify the shape of an ECLCluster, e.g. to distinguish electromagnetic showers

from hadronic ones.

The most important photon variables with respect to this thesis are explained in the following.
[27, 28, 30]

3.3.1 clusterE and clusterReg

The energy of the whole ECLCluster is called clusterE. Note that only ECLClusters with energies
larger than 20 MeV are stored. Photon energy distributions always show a low energy tail due
to longitudinal and transverse leakage in the ECL crystals. This tail can be further modified by
beam backgrounds and the clustering algorithm described in Section 3.2. Therefore, the peak
position of the photon energy distributions is corrected to match the true photon energy in Monte

Carlo.

For this thesis, the clusterE variable is combined with the clusterReg variable. The clusterReg
variable gives the detector region for an ECLCluster. This means that different clusterE cuts
are applied for the different detector regions. It returns 1 if the ECLCluster is in the forward
endcap, 2 if it is in the barrel, and 3 if it is in the backward endcap. It also can return 11 if the

ECLCluster is in the gap between the forward endcap and the barrel or 13 if it is in the gap
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between the backward endcap and the barrel. The clusterE cut for a gap is always the same as
for the corresponding endcap. This results in three different clusterE cuts: one for the barrel,
one for the forward endcap and the corresponding gap and one for the backward endcap and the

corresponding gap.

Figure 3.9! shows the clusterE distribution for a Y(4S) — BB Monte Carlo sample. No truth-
matching? is applied. Figure 3.10 shows the same distribution but zoomed. The |#/dt99| < 1 cut
for energies < 50 MeV is clearly visible. Also the fact that only ECLShowers with energies >
20 MeV get converted to ECLClusters can be seen.

MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits > 1.5
T T T T

MC12b, early phase 3, mixed, BGx1, 50000 events, = womfF ~ T ' T T T T ]
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FIGURE 3.10.Zoomed version of Fig-
FIGURE 3.9.clusterE distribution for ure 3.9. The 20MeV cut in the
a MCI12b, early phase3, mixed conversion from ECLShowers
sample with 50,000 events. The to ECLClusters and the tim-
following cuts are applied: hadron ing cut for ECLClusters with
skim, in CDC acceptance which is clusterE < 50MeV are clearly visi-
0.2967rad < clusterTheta < 2.6180rad ble.

and clusterNHits > 1.5. Note that
no truth-matching is applied for the
ECLClusters.

3.3.2 t/dt99

The variable #/dt99 is calculated by dividing the variable t (clusterTiming) by the variable dt99
(clusterErrorTiming). The photon timing t is given by the fitted time of the recorded waveform
of the highest energetic crystal in the ECLCluster, and contains several corrections, like the
time-of-flight correction. dt99 is a measure for the photon timing uncertainty. It is designed so
that |#/dt99| < 1.0 gives a 99% photon efficiency for true photons in Monte Carlo. Note that the

LThe meanings of the sample details given in the Figure description are described in Chapter 5.
2Truth-matching is explained in Chapter 4
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t/dt99 variable is very energy- and background-dependent, and that the selection |¢/d#99| < 1.0 is
already applied for photons with energies below 50 MeV on software level. This can be clearly
seen in the t/dt99 distribution in Figure 3.11.

Ya

MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits > 1.5
T T T

-5' F T I A T Ty
2 160000 r N
:ﬁ‘ 120000 % N
E 100000 ]
400005— 4
—QE:D L . 1 ) 10 15 20
t/dt99
FIGURE 3.11. t/dt99 distribution for the FIGURE 3.12. Visualization of the Belle
same sample used for Figure 3.9 IT coordinate system. The definition
with the same cuts applied. The of the cartesian and spherical coordi-
|t/dt99| < 1 cut for ECLClusters with nates is shown. Coordinates refer to
clusterE < 50MeV is apparent. the origin in the interaction region

(IR). Figure adapted from [31].

3.3.3 clusterTheta and clusterPhi

clusterTheta gives the polar angle 0 of the ECLCluster, clusterPhi gives its azimuthal angle
¢. Both are taken from the geometric position of the centroid of the ECLCluster, which is the
logarithmically weighted average of all crystal positions in the ECLCluster evaluated at the

crystal centres. clusterPhi ranges from —x to 7, clusterTheta from 0 to 7.

An insight on the coordinate system of Belle II is necessary here. The origin of the coordinate
system is defined by the interaction point within the interaction region. The cartesian coordinates
are defined as follows: the z-axis goes into the direction of the electron beam. This is also the
direction of the magnetic field in the Belle II detector. The y-axis goes vertically in the direction
of the hall ceiling and the x-axis is defined perpendicular to the two other axes to obtain a

right-handed coordinate system. The Belle II coordinate system is visualized in Figure 3.12. It
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also shows the definition of the spherical coordinates O (clusterTheta) and ¢ (clusterPhi).

The different detector regions are defined by their clusterTheta ranges. One important example
is the CDC acceptance, which ranges from clusterTheta = 0.297 rad to clusterTheta = 2.618 rad.
This range is very important for the ECL, since only in this range tracking information from
the CDC is available. Tracks are used to distinguish ECLClusters left by charged particles from
neutral particles.

Also the three ECL regions are defined via their clusterTheta range. The ECL forward-endcap
ranges from 0.297rad to 0.546rad, the ECL barrel from 0.562rad to 2.246rad, and the ECL
backward-endcap from 2.281rad to 2.618 rad.

3.3.4 clusterNHits

This variable gives the amount of ECL crystals contributing to the ECLCluster. This variable is
not necessarily an integer. After an ECLConnectedRegion gets split, the resulting ECLShowers
are not necessarily made of an integer amount of ECLCalDigits anymore. clusterNHits gives the
sum of the weights of the ECLCalDigits within the ECLShower. See Section 3.2 for details.

3.3.5 clusterE1E9

clusterE1E9 belongs to the category of shower shape variables and gives the ratio of the energy
contained in the central crystal of the ECLCluster to the energy contained in the 3x3 crystal
grid around the central crystal. Therefore this number lies between 0 and 1. Since photons tend
to deposit their energy in small circular clusters, clusterE1E9 tends towards unity for photons
(~ 0.8). For broader hadronic clusters, it tends towards smaller values. Figure 3.13 shows the
clusterE1E9 distribution for the Y(4S) — B°B? Monte Carlo sample.

3.3.6 clusterE9E21

clusterE9E21 belongs to the category of shower shape variables and gives the ratio of the energy
contained in the 3x3 crystal grid around the central crystal of the ECLCluster to the energy
contained in the 5x5 crystal grid around the central crystal, excluding the 4 corners. The corners
are not taken into account since they typically do not contain any relevant information. This
variable also lies between 0 and 1 and tends to unity for photons as well as to smaller values for
hadronic clusters, although less sharply than clusterE1E9. The clusterE9E21 distribution for the
Y(4S)— B°BO Monte Carlo sample can be seen in Figure 3.14.

3.3.7 clusterLAT

clusterLAT quantifies the lateral energy distribution of the ECLCluster. It is defined via

(3 2) S _ Z?wiEir%
' Z?wiEir?+w0Eor(2)+w1E1r%
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MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits > 1.5
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FIGURE 3.13. clusterE1E9 distribution FIGURE 3.14. clusterE9E21 distribution
for the same sample used for Figure for the same sample used for Figure
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the binning effects mentioned earlier. the binning effects mentioned earlier.

where E; are the energies of the crystals in the ECLCluster sorted by energy (E¢ is the max-
imum), w; is the corresponding weight to the i-th crystal after the splitting of the respective
ECLConnectedRegion into ECLShowers (see 3.2 for details), r; is the distance of the i-th crystal
to the center of the ECLCluster, and ¢ ~ 6cm is the average distance between two crystal centers.
clusterLAT has values between 0 and 1. It peaks around 0.3 for radially symmetric electromag-
netic showers and has larger values for hadronic showers or electrons with a nearby radiative
or Bremsstrahlung photon. Note that clusterLAT is only calculated for ECLClusters containing
more than 3 crystals (clusterNHits > 3). For all other clusters the clusterLAT variable is set to O,
which leads to a sharp peak at 0. clusterLAT is a member of the group of shower shape variables.
Figure 3.15 shows the clusterLAT distribution for the Y(4S) — B°BO Monte Carlo sample.

3.3.8 clusterAbsZernikeMoment40, clusterAbsZernikeMoment51 and
clusterZernikeMVA

For each ECLCluster several Zernike moments are calculated, of which two are directly available
in basf2. Qualitatively speaking, Zernike moments are a measure of "how circular" a distribution
in a plane is. Applied to ECLClusters, the Zernike moments can distinguish between particles
interacting electromagnetically and hadronically and are therefore shower shape variables. For
all ECLClusters, clusterAbsZernikeMoment40 and clusterAbsZernikeMoment51 are calculated via

n+1 1

| Bam(pide ™ wiBy|
l
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where n and m are integer numbers defining the Zernike moment, E; is the energy of the i-th
crystal belonging to the ECLCluster, w; is the weight of the i-th crystal after the splitting of
the respective ECLConnectedRegion into ECLShowers (see 3.2 for details), R, is the related
Zernike polynomial, p; is the radial distance of the i-th crystal in the perpendicular plane, and «a;
is the polar angle of the i-th crystal in the perpendicular plane.

|Z 40| can have values between 0 and 1.6 and |Z51| between 0 and 1.2. The values are lower for
hadronic showers and tend to higher values for electromagnetic showers. Figure 3.16 and Figure
3.17 show the clusterAbsZernikeMoment40 and clusterAbsZernikeMoment51 distributions for
the Y(4S) — B°BY Monte Carlo sample.

MC12h, early phase 3, mixed, BGx1, 50000 events, MC12bh, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits > 1.5 hadron skim, in CDC acceptance, clusterNHits > 1.5
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FIGURE 3.15. clusterLAT distribution for FIGURE 3.16. clusterAbsZernikeMoment40
the same sample used for Figure 3.9 distribution for the same sample
with the same cuts applied. Note used for Figure 3.9 with the same
the binning effects mentioned earlier cuts applied. Note the binning effects
and the peak at 0. mentioned earlier.

In addition, for each ECLCluster, the output of a multivariate analysis (MVA) classifier is evalu-
ated. This is the clusterZernikeMVA variable. The classifier is trained to distinguish between
photon and Kg showers. 11 different Zernike moments serve as the inputs for this MVA. clusterZ-
ernikeMVA can have values between 0 and 1, where photon clusters tend to 1 and K7, showers
tend to 0. clusterZernikeMVA belongs to the category of shower shape variables. The distribution
of clusterZernikeMVA for the Y(4S) — B°B Monte Carlo sample can be seen in Figure 3.18.

More details on how the three Zernike variables are calculated can be found in [30].
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3.4 Generic photon lists in basf2

For the use in different analyses, basf2 provides several default photon selections that contain
cuts on different photon variables. Some of these selections are explicitly made for yielding a

0

certain 77° reconstruction efficiency when reconstructing 7% out of photons from these selections.

All of these default selections contain the CDC acceptance cut 0.2967rad < clusterTheta < 2.6180rad.
Additionally, a region-dependent clusterE cut is applied, as well as t/dt99 and clusterE1E9 cuts
for photons with energies > 100 MeV. The definitions of the selections are shown in Table 3.1. By

construction, the cut on a given variable gets tighter for lower efficient selections.

Photon clusterE cut clusterE cut clusterE cut [1t/dt99]1 clusterE1E9
selection in BRL in FWD in BWD cut cut
gamma:pileff60 > 20 MeV > 30 MeV > 30 MeV <1.0 >0.3
gamma:pileff0 > 30MeV > 50MeV > 50MeV <1.0 > 0.3
gamma:pileff40 > 30MeV > 75 MeV > 75 MeV <0.5 > 0.5
gamma:pileff30 > 50 MeV > 75 MeV > 75 MeV <05 >0.7
gamma:pileff20 > 75MeV > 75 MeV > 75 MeV <0.1 > 0.7

TABLE 3.1. Overview on the differences of the current implemented generic photon
seletions in basf2 that are used to yield a certain 7° reconstruction efficiency. All
the variables additionally contain the CDC acceptance cut on clusterTheta. The
t/dt99 and clusterE1E9 cuts are only applied for photons with clusterE > 100 MeV.
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CHAPTER

FROM NEUTRAL PIONS TO THE PION VARIABLES IN BASF2

he goal of this thesis is to provide optimized standard particle selections for the 7°
reconstruction in basf2. In order to work properly on a particle reconstruction, one has
to understand the particle first. This chapter describes properties of the 7° and how
it is handled in basf2. Section 4.1 gives an overview on the physics of 7%s as well as the #°

reconstruction procedure in basf2 and Section 4.2 describes the 7° variables used for this thesis.

4.1 Neutral pions

The neutral pion (7°) has a special status in the world of particle physics. It is the lightest hadron
observed in nature. As a meson, it can be made up of an up quark and an anti-up quark or of a
down quark and an anti-down quark. In fact, it is defined as the lowest-energy superposition of

these two states.

The 7° was the first particle to be discovered with an accelerator, in 1950. Over the years,
the properties of the 7° have been measured with increasing precision. It has a mass of
134.9766 + 0.0006 MeV/c? and a mean lifetime of (8.52 + 0.18) x 10™17s.

The 7° predominantly decays in two ways. The most important decay channel is the two-photon de-
cay, n° — yy. Having a branching ratio of 98.823 + 0.034 %, this means that to first approximation
every n¥ decays in this manner. The second most common decay channel is the so-called Dalitz
decay. In this channel the 7° decays via 7° — e*e~y, but with a branching ratio of 1.174 + 0.035%
it already is negligible compared to the two-photon decay. There are several other decay channels
listed by the particle data group (PDG) [32] with branching ratios in the orders of 10™* to 107°.
But since these decay channels are not taken into account for the 7° reconstruction in basf2 and
therefore this thesis, they are not further considered. [32, 33]
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4.1.1 Neutral pions in B-decays

Neutral pions play a major role in the decays of B-mesons and therefore in the event reconstruc-
tion of Belle II. B-mesons have many hadronic decay channels into lighter mesons, like D-mesons
or kaons, with several of these channels decaying into 7%s in the final state. The D-mesons, in
turn, often yield kaons as well as 7°s. The kaons often decay into 7°s, which can eventually lead
to many 7°s produced by one B-meson. In fact, one third of B-meson decay products are n°’s or
other neutral particles decaying into photons. This makes the 7° reconstruction, as well as the

overall ECL reconstruction, crucial for Belle II.

Another reason for the importance of the 7° reconstruction in Belle II is driven by the experiment
setup itself. As mentioned in Chapter 2, the SuperKEKB collision energy at the mass of the Y(4S)-
resonance is just enough to create two B-mesons, which implies a clean and low-background
environment. Therefore, all particles created in an event can be assigned to one of the two
produced B-mesons. In order to make the most out of this setup, it is vital to reconstruct every

particle involved. [32]

4.1.2 Neutral pions in basf2

After having seen how the 70 decays, the question arises how this is reconstructed in basf2.
This Section describes how two photon-hypothesis ECLClusters are combined to reconstruct the

properties of the 7°.

The first thing to mention is the decay channel used for the reconstruction. In principal, every
decay channel can be used. This choice is up to the user and depends on the respective analysis.
For this thesis, only the two-photon decay of the 7°, 7° — yy, is used. Since it has a branching
ratio of 98.823%, all other decay channels are neglected.

An important issue is the combinatorics of the reconstruction. For the reconstruction of 7°s, only
ECLClusters that don’t have any tracking information from the CDC, and therefore are not
produced by charged particles, are used, i.e. only ECLClusters produced from neutrals. Before

combining two of these ECLClusters into a °

, no additional cuts are applied. Also, there are no
constraints on which ECLClusters get combined, meaning that each ECLCluster gets combined
with every other one. This leads to an enormous amount of reconstructed 7° candidates, which

makes it quickly problematic to handle them.

The clusters are combined as follows. For each of the two ECLClusters, a 6 and a ¢ angle is
calculated, which are called theta and phi in basf2. Note that these angles are not the same as
the clusterTheta and clusterPhi angles described in Section 3.3. theta and phi are calculated
by connecting the photon vertex with the centroid position of the ECLCluster as described in

Section 3.3. The photon vertex is an external information and taken as the average beam spot
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position. Note that this position is usually not the origin of the Belle II coordinate system!. With
the two angles it is possible to calculate the direction vector of the ECLCluster associated with
the photon candidate. Together with the energy of the ECLCluster and the fact that a photon is
massless, this allows to compute the four-momentum of the photon candidate. The four-momenta
of the two photon candidates are now added to obtain the four-momentum of the reconstructed
7% candidate. This, in turn, constrains the properties like mass, momentum, and direction of the

7% candidate.

This procedure is the same for ECLClusters from data as from Monte Carlo. But for Monte
Carlo so-called truth-level information is also available. For Monte Carlo it is possible to tell
whether a photon is a true or a background photon candidate. In the same manner it is possible
to tell whether a 7° candidate is a true or a background #°. Using this distinction, one can use
the Monte Carlo to study the true 7s in order to optimize the signal selection and reduce the

background contribution. The selection can then be checked on data.

The procedure that distinguishes between signal and background is called truth-matching. Each
Monte Carlo photon candidate deposits energy in several ECL crystals. These crystals are usually
located next to each other, but this may not be the case. It is possible that the photon deposits
energy in crystals that are not adjacent due to simulated physics reactions on the way of the
photon from the photon vertex to the ECL. It can also happen that the photon hypothesis is not
correct and the ECLCluster is something different, e.g. an electron-positron pair or a hadron,
which can lead to more complicated patterns of energy deposition.

After the ECLDigits of the ECL crystals have been combined and converted into ECLClusters,
it is possible that one photon candidate has deposited energy in more than one ECLCluster.
The truth-matching algorithm now calls a photon candidate a true (or truth-matched) photon
if there is an ECLCluster in which the candidate has deposited more than 60 % of its energy.
The candidate is then matched to this ECLCluster. All other photon candidates are considered
background photons.

0 candidate is conceptually simpler. If the 7° candidate

The truth-matching procedure for a =
is made of two truth-matched photons it is called a true or truth-matched #°, otherwise it is
considered a background 7°. In this thesis, background photons and background z’s are also

referred to as not-truth-matched photons and not-truth-matched 7%s.

1At the time of writing this thesis, the average beam spot position is in the origin of the Belle II coordinate system,
which will change during the course of phase 3.
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4.2 Pion variables

After combining two ECLClusters interpreted as photons, basf2 provides a large number of vari-

0 variables

ables describing the reconstructed 7° candidate. These variables are referred to as 7
for the scope of this thesis. The definition of 7° variables covers variables describing the 7°

candidate itself, but also the two photon daughters.

The following Section gives an overview on the most important 7° variables used for this thesis.

4.2.1 InvM

InvM is the reconstructed mass of the n°. It is also called M(yy), since it is calculated as
the invariant mass of the pair of photons. Figure 4.1 shows the InvM distribution for the 7°s
reconstructed from the Y(4S) — B°B9 Monte Carlo sample. Note that no truth-matching is
applied. Therefore the distribution contains signal and background 7°s.

The background n°s peak at around 60MeV/c? and decrease smoothly for higher and lower InvM
values. The signal 7%s peak at around ~ 132.5MeV/c?. A zoom around is shown in Figure 4.2.
Note that the 7° peak is not at the PDG value, which is 134.9766 + 0.0006 MeV/c?. This is because
of the fact that photon energy distributions always show a low energy tail due to leakage and
backgrounds (see Section 3.3). When combining two photons to a 7°, the 7° peak is shifted to
slightly smaller values. The 7° peak must not be corrected to the PDG value by adjusting the

reconstructed photon energies. This would lead to a miscalibration of the photons.

MC12b, early phase 3, mixed, BGx1, 50000 events, MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits > 1.5 hadron skim, in CDC acceptance, clusterNHits > 1.5
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FIGURE 4.1.InvM distribution for the FIGURE 4.2.Zoomed version of Fig-

same sample used for Figure 3.9. ure 4.1. The shifted 7° peak at

No additional cuts on n° variables ~132.5MeV/c? is clearly visible.

are applied. Note the large amount
of background. Nonetheless, the 7°
peak at ~ 132MeV/c? is already visi-
ble.
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4.2.2 PTD

The PTD (photon timing difference) variable gives the difference between the photon timing

values of the two photon daughters, 1 and ¢9. The distribution is symmetric around PTD =0
because the labeling of photon 1 and 2 is arbitrary. Figure 4.3 shows the PTD distribution for the
Y (4S) — B°BY Monte Carlo sample already used in Section 3.3.

MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits > 1.5
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FIGURE 4.3.PTD distribution for the
same sample used for Figure 4.1.
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4.2.3 GammasDeltaPhi

GammasDeltaPhi calculates the difference between the two ¢ angles of the two daughter photons.
In basf2 it is called daughterDiffOfPhi(0, 1). In this thesis it is also referred to as A¢(yy). Figure
4.4 shows the distribution for the Y(4S) — B°B% Monte Carlo sample.

4.2.4 GammasDelta3D

GammasDelta3D gives the angle between the momenta of the two photon daughters. In basf2 it
is called daughterAngleInBetween(0, 1). In this thesis it is also referred to as A 3D angle (yy).
Figure 4.5 shows its distribution for the Y(4S) — B°B? Monte Carlo sample.

4.3 Generic 7° lists in basf2

basf2 provides generic particle lists for the reconstruction of 7%s. A particle list is defined by its
selection and is used to reconstruct a given particle. Some of the generic 7° lists are made to

0 reconstruction efficiency. The default lists contain different cuts on InvM. For

yield a certain 7
the reconstruction of these lists, the corresponding photon lists described in Section 3.4 are used.

The different default 7° lists are listed in Table 4.1.

a%1list InvM window

pi0eff60 75MeV/c? < InvM < 175MeV/c?
pi0eff50 90MeV/c? < InvM < 175MeV/c?
pi0eff40 124 MeV/c? < InvM < 140 MeV/c?
pi0eff30 126 MeV/c? < InvM < 139 MeV/c?
pi0eff20 129 MeV/c? < InvM < 137MeV/c?

TABLE 4.1. Overview on the differences of the current implemented generic 7° lists
in basf2 that are used to yield a certain 7° reconstruction efficiency. The lists are
reconstructed using the corresponding generic photon lists from Section 3.4.

The 7° reconstruction efficiency ¢ is defined as

@1 number of truth-matched 7° candidates that pass the selection
. €=

number of all generated 7°s

To obtain the nominator, a photon list is filled with the fillParticleList module in basf2. After
reconstructing a 70 list with the reconstructDecay module, the selected 7°s are truth-matched
and counted. For the denominator, a 70 list is directly filled by the fillParticleListFromMC module

in basf2 and the 7%s are counted.

The other quantity of importance for this thesis is the 7° reconstruction purity p. It is defined as:

_ number of truth-matched 70 candidates that pass the selection

(4.2) p 0 ; -
number of 7° candidates that pass the selection
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The nominator is the same as in the definition of the efficiency and the denominator is the amount
of 7° candidates reconstructed via the fillParticleList and reconstructDecay modules but without

truth-matching.

The efficiency is a measure for how many 7° candidates survive an applied selection, while the
purity describes how many of the surviving candidates are really 7°s. Note that both quantities

are reasonably defined only for Monte Carlo.

A pair of these two numbers is called a working point. For each selection there is an efficiency and
a purity value, so each selection defines a working point. The goal is to maximize the purity value
for a given efficiency value or vice versa. The purpose of this thesis is to provide such optimized

generic 71° lists for basf2.

Figure 4.6 visualizes the working points for the default 7° lists currently available in basf2. Note
that the lists do not provide the efficiencies implied by their names. Figure 4.6 also shows the
working point for no selection applied, which is at ~ 64 % efficiency. The efficiency value is so low

due to the ECL acceptance and the efficiency definition. It is not normalized to be at 100 %.

MC12b, mixed, early phase 3, BGx1, 50000 events
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e
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efficiency &

FIGURE 4.6. Visualization of the working points defined by the generic 7° lists provided
in basf2 in blue. The red star shows the working point for no selection applied at all.
Since the 7° reconstruction in Monte Carlo already contains several constraints,
this is not at 100 %.
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VARIABLE STUDY

n order to provide optimized versions of the current existing 7° reconstruction selections,
it is necessary to investigate the possible cut variables and the applied cut values used for
these selections. For yielding the optimized selections, a full grid scan on a choice of cut
variables and cut values is performed and described in Chapter 6. The foundation for the grid

scan is laid with the variable study in this chapter.

Section 5.1 starts with the description and justification of a preselection applied to the used
sample in order to reduce the amount of 7° candidates. Section ?? investigates the correlations
between the different cut variables, while Section ?? takes a look at the different variable
distributions and figure of merits to find the best cut values. Section 5.4 closes this chapter with
a side study on the efficiency loss per photon energy bin for the different cut variables and cut

values.

All the studies in this Chapter are performed on a MC12b (Monte Carlo production 12b), mixed
(Y(4S) — BOE), early phase 3 (significantly smaller beam background and only 1.25 layers of
PXD), BGx1 (assumed background multiplied by 1), Monte Carlo sample with 50,000 events
assuming that the results will also hold for nominal phase 3 (full beam background and full PXD)

samples.

5.1 Preselection

When starting this study, an unofficial MC10, mixed, nominal phase 3, BGx1, Monte Carlo sample
was used with ~ 2000 7° candidates per event. This number is called 7° multiplicity. Without
any preselections, it was impossible to perform an appropriate variable study and grid scan due

to the huge amount of 7° candidates. Therefore several precuts were applied which reduced the
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7% multiplicity by a factor 10.
The final study is performed on a MC12b, mixed sample with a 7° multiplicity of ~ 200, but the
preselection has stayed the same. The coming Section gives an overview on the applied cuts for

the preselection and their impact on the 7° multiplicity.

First of all, one event cut is applied. This is the so-called hadron skim. It makes sure, that only
hadronic events are considered. It requires for example that the event has at least three tracks
which gets rid of all the ete™ — e*e™ events.

After that, four cuts on photon variables are applied:

¢ clusterNHits > 1.5

* 0.2967rad < clusterTheta < 2.6180rad (in CDC acceptance)
* clusterE > 25 MeV

e |t/dt991 < 1.0

The clusterNHits cut is applied to require more than one crystal in the ECLCluster. Since
clusterNHits is a float variable, it is necessary to require a float amount of crystals larger than 1
in the ECLCluster.

The clusterTheta cut makes sure that only ECLClusters within the acceptance of the CDC are
taken into account since only for these tracking information from the CDC is available. Without
any tracking information to an ECLCluster, it is very hard to tell whether the ECLCluster belongs
to a charged or neutral particle.

clusterE > 25MeV is applied to reduce the amount of photon candidates. Figure 5.1 shows
that the majority of photons in this sample has energies of < 100 MeV. So each additional cut
up to this value reduces the amount of photons drastically. Figure 5.2 shows the normalized
clusterE distribution for the used sample up to 100 MeV with the applied precut visualized in
red. Note that truth-matching is applied for this Figure and the photons are divided into signal
and background photons. Background photons are shown in blue, signal photons in orange.
Since the cut 1t/dt991 < 1.0 is already applied on software level for photons with energies less
than 50 MeV, this cut is applied to all restly photons as well to reach consistency regarding this
variable. The t/dt99 cut for the low energy photons is clearly visible as a step in the clusterE
distribution shown in Figures 5.1 and 5.2. Applying this cut to all restly photons gets rid of this
step, which can be seen in Figure 5.3. The normalized t/dt99 distribution and the applied cut can
be seen in Figure 5.4 where truth-matching is applied and the photons are divided into signal

and background photons. Signal photons are again shown in orange, background photons in blue.

38



5.1. PRESELECTION

Entries / [GeV [ 200.0]

Entries / [GeV / 1000.0]

MC12h, early phase 3, mixed, BGx1, 50000 events
— T T T T T T T

150000 [- J
140000 -

120000 - 1

100000 -

80000

01 02 03 04 05

clusterE [GeV]

FIGURE 5.1. clusterE distribution with-

out any cut applied for the used
MC12b, mixed, early phase 3, BGx1,
Monte Carlo sample. Note again
the step at 50 MeV caused by the
[t/dt991 < 1.0 cut for photons with
energies less than 50 MeV.
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FIGURE 5.3. clusterE distribution after
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used MC12b, mixed, early phase 3,
BGx1, Monte Carlo sample. The step
at 50 MeV due to the t/dt99 cut is
gone.
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terNHits cut applied. The precut on
InvM is visualized in red. Note the
huge amount of background 7°s with
InvM < 100MeV/c?. Truth-matching
is applied and the photons are di-
vided into signal and background
photons.

0 variable is applied. This is the reconstructed mass of the 7° (InvM or

Finally, one cut on a 7
M(yy)). InvM > 70 MeV/c2 is applied to drastically reduce the amount of 70 candidates. Figure 5.5
shows the normalized InvM distribution for the used sample where the applied precut is shown
in red. Again truth-matching is applied and the candidates are split into signal and background.
Signal is shown in orange, background in blue. Note that the majority of background 7°s has

InvM values < 100 MeV/c2.

Table 5.1 shows the impact of the different preselections on the 7° multiplicity as well as the
efficiency and purity of the sample. The preselection reduces the 7° multiplicity by a factor ~ 2
and the efficiency by ~ 7% while it almost doubles the purity. To quantify which variable cut of
the variables clusterE, t/dt99 and InvM cuts the most 7° candidates, these cuts are considered
separately after applying the hadron skim, the CDC acceptance cut and the clusterNHits cut. The
numbers show that, when applied solely, the InvM cut is the most powerful in this case, followed
by the clusterE cut and the cut on t/dt99. If two of the cuts are applied, the combination InvM -
t/dt99 is the most powerful, followed by the combinations InvM - clusterE and clusterE - t/dt99.

Figure 5.7 shows the working points for the currently implemented generic 7° lists in basf2 like

already shown in Section 4.3 but with the working point for the applied preselection added.
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selection a° multiplicity efficiency purity
no cuts 205.83 63.93 % 1.65%
basic cuts (hadron skim, CDC acceptance 174.26 60.85 % 1.85%
and clusterNHits)

preselection 96.59 56.98 % 3.13%
basic cuts plus clusterE cut 137.85 59.46 % 2.29%
basic cuts plus t/dt99 cut 152.66 59.72 % 2.08 %
basic cuts plus InvM cut 127.90 59.31% 2.46 %
preselection without clusterE cut 111.19 58.25 % 2.78 %
preselection without t/dt99 cut 112.24 58.03 % 2.75%
preselection without InvM cut 118.80 58.36 % 2.61%

TABLE 5.1. The numbers for 7° multiplicity, efficiency and purity for the different

selections are listed.

MC12b, mixed, early phase 3, BGx1, 50000 events

a 10 T T T T T T T T T T T | T T T | T T T
> T generic n? lists (basf2 release 4)
g I % nocuts applied
o preselection applied
08— —
06— —
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| ]
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N R L % I
D'q.l}'.l'.] 02 04 0a 0.8 10
efficiency €

FIGURE 5.7. Visualization of the working points defined by the generic 7° lists provided
in basf2 in blue. The red star shows the working point for no selection applied. The
yellow point marks the working point for the preselection.
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5.2 Variable correlations

Since there are lots of possible cut variables in basf2 to use for the grid scan, this Section
takes a closer look at the correlations between the single variables. The idea is to provide the
optimized generic lists using almost uncorrelated variables to get the most out of the applied
cuts. To quantify the correlations, the linear correlation coefficient pearson’s r is used which is
briefly described in Section 5.2.1. Section 5.2.2 sets up some categories to make this study more

overseeable and the approach and results of the study are presented in Section 5.2.3.

5.2.1 Linear correlation coefficient Pearson’s r

The pearson correlation coefficient is defined via

(5.1) pPxy =

where (X, Y) is a pair of variables, cov(X,Y) is the covariance of X and Y, ox is the standard
deviation of X and oy is the standard deviation of Y. It measures the linear correlation between
the variables X and Y. Note that no statement on non-linear correlation is possible with this
coefficient. Pearson’s r can have values between -1 and +1, where -1 means full negative linear

correlation and +1 means full positive linear correlation.

In the case of cut variables, there are not just two variables X and Y but samples of paired
data {(x1,¥1),...,(xn,yn)} consisting of n pairs of data tuples (x, y). In such a case one can use the
empirical version of the correlation coefficient formula where the covariance cov(X,Y) gets re-
placed by the empirical covariance Z?:l (x; —x)(y; —y) and the standard deviations ox and oy get

replaced by the empirical standard deviations \/Z?:l (x; — 5)2 and \/Z?ZI (v; —@2 , respectively.

This yields
Y i =) (i =)

(5.2) yy= ‘ i
VIR =D /2 (i -5

as the formula for the empirical linear correlation coefficient r, ,, where n is the sample size, x;
and y; are the individual sample points indexed with i and x = %Z?:l x;jandy = %Z?:l y; are the

sample mean values for x and y, respectively. [34, 35]

5.2.2 Variable and correlation categories

The following variables are included in the variable study described in this chapter:
¢ clusterkE
¢ clusterE1E9

e clusterE9E21

42
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¢ clusterLAT

¢ clusterAbsZernikeMoment40
¢ clusterAbsZernikeMoment51
¢ clusterZernikeMVA

¢ GammasDeltaPhi

¢ GammasDelta3D

e t/dt99

* PTD

* (PTDextended)

All of these variables are known from Chapters 3 and 4 except for the PTD, tendeq vVariable. This

0 variable and defined via

variable is a 7
PTD

| W/d1992, + (t/dt99)%,

(5.3) PTDextended =

where PTD is the PTD value of the 7° candidate and (t/dt99))2,1 and (t/dt99))2,2 are the t/dt99
values of the two daughter photons. This variable was introduced with the hope that it combines
the advantages of the PTD and t/dt99 variables and cancels out their disadvantages. The PTD
variable is strongly energy dependent which can be seen in Section 5.4 whereas t/dt99 strongly
depends on the detector timing calibration when applied on real data.

The clusterE variable has a special status among the listed variables. No correlations between
clusterE and the other variables are investigated but correlations for different clusterE bins.

Therefore clusterE is divided into the 5 following bins:

e 25MeV - 50 MeV

50MeV - 100 MeV

¢ 100 MeV - 150 MeV

¢ 150 MeV - 200 MeV

200 MeV - 3 GeV

Only symmetric bins are investigated, meaning both daughter photons of a 7° candidate have
energies within the respective clusterE bin.
Note that the InvM variable is not part of the correlation study since it will be part of the selection

variables anyway.
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The listed variables are categorized as follows. clusterE1E9 (E1E9), clusterE9E21 (E9E21),
clusterLAT (LAT), clusterAbsZernikeMoment40 (40), clusterAbsZernikeMoment51 (51) and
clusterZernikeMVA (MVA) make up the category of shower shape variables, GammasDeltaPhi
(A¢) and GammasDelta3D (A3D) are the category of angle variables and t/dt99, PTD and
PTD.ytendeda (PTD,) represent the category of timing variables. Since GammasDeltaPhi, t/dt99,
PTD and PTD,tendeq are symmetrical around 0, their absolute values are used for this correlation
study. Otherwise all linear correlation would cancel out. The categorization is also shown in

Figure 5.6.

Also two correlation categories are defined, highly correlated and weakly correlated. A variable
pair is highly correlated if the absolute value of the correlation coefficient r, , is > 0.3 for the
different clusterE bins. If the absolute value of the correlation coefficient is < 0.3 for the different
bins, the combination is labeled weakly correlated. Note that this is just a personal choice and

not justified by any model or calculation. The correlation categories are also shown in Figure 5.6.

5.2.3 Approach and results

In a first step, 2D histograms for the different variable combinations and energy bins are plotted.
Also plots for the complete clusterE range are made. The 7° candidates are divided into signal
and background 7%s and there are independent histograms for each of them. The correlation
coefficient r, , is calculated for each 2D distribution as well in this step. Figure 5.8 shows an
excerpt of the large amount of histograms. Note that there are combinations which are obviously
linearly correlated, combinations that are obviously not linearly correlated and combinations

where no statement is possible by just looking at the 2D histogram.

In a second step, the correlation coefficient for a variable combination is plotted versus the
clusterE energy bins. Again, the 7° candidates are divided into signal and background 7°s. Signal

is visualized in orange, background in blue. Figure 5.9 shows an excerpt of these plots.

In the following, the results shall be represented organized by the categories introduced in Section
5.2.2.

The combinations of timing variables behave quite differently. The combination 1t/dt991 - IPTDI
is strongly correlated which can be seen in Figure 5.10. The combination t/dt99 - PTD,,tended 18
weakly correlated but the combination PTD - PTD,ytendeq is strongly correlated. Also the two
angle variables show a high correlation. This can be seen in Figure 5.11. Table 5.2 provides the
corresponding numbers for the signal n°s, Table 5.3 for the background 7%s. Note that there
are no entries for signal 7%s in the energy bin from 25 MeV to 50 MeV. This is due to very low
statistics for signal 7% in this bin. Physically it is not possible to have a 7° decaying into two
photons that both have an energy within this range meaning that the signal 7%s in this bin
are wrongly matched candidates. Therefore the linear correlation coefficient is more or less
random for signal 7% in this bin. Dependent on the distribution of the few entries in this bin, the

correlation can be highly correlated or not correlated at all. Therefore the numbers are plotted
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FIGURE 5.8. Selection of 2D histograms. Almost 800 of these plots were made. The
plot details are written in the title labels of the single plots. Zoom in if you are
interested.

for all the combinations but not provided in the Tables in this Section.

The shower shape variables are highly correlated among themselves as well but to a variable
extent. This can be seen in Tables 5.4 and 5.5 for the signal and background #°s, respectively.
Figure 5.12 shows the correlation plot between clusterE1E9 and clusterAbsZernikeMoment40 as

an example.

The interesting combinations happen among different categories. Figure 5.13 shows the correla-
tion plot for the combination 1t/dt991 - | GammasDeltaPhil. Note that there is no statement
possible and necessary about the gap between the signal and background correlation in the first
energy bin since this is due to the low statistics for signal 7°s in this bin. The shown combination
is clearly uncorrelated which is the same for any other timing - angle variable combination. The

corresponding numbers are provided in Tables 5.6 and 5.7.
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interested.
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FIGURE 5.11. Correlation plot for the
combination |GammasDeltaPhil -
GammasDelta3D. The two angle
variables are highly correlated. De-

the title label. tails can be found in the title label.

Note that the correlation for the sig-
nal 7% is energy dependent.

variable 25 MeV | 25 MeV 50 MeV 100 MeV 150 MeV 200 MeV

combination | -3 GeV | -50 MeV -100MeV -150MeV -200MeV -3 GeV

t/dt99 - PTD 0.3590 / 0.4870 0.4965 0.4967 0.4234

t/dt99 - PTD, 0.0516 / -0.0074 0.0305 0.0549 0.1276

PTD - PTD, 0.3360 / 0.4174 0.2511 0.1693 0.1545

A¢ - A3D 0.8529 / 0.6898 0.3857 0.2912 0.4942

TABLE 5.2. Signal correlation coefficients for timing - timing and angle - angle

variable combinations.

variable 25 MeV | 25 MeV 50 MeV 100 MeV 150 MeV 200 MeV
combination | -3 GeV | -50 MeV -100MeV -150MeV -200MeV -3 GeV
t/dt99 - PTD 0.3807 0.5007 0.4765 0.4963 0.4941 0.4471
t/dt99 - PTD, 0.1448 0.1266 0.0128 0.0158 0.0406 0.0927
PTD - PTD, 0.6511 0.7000 0.4980 0.3168 0.2242 0.1451
A¢ - A3D 0.7221 0.5984 0.6590 0.7361 0.7487 0.7930

TABLE 5.3. Background correlation coefficients for timing - timing and angle -

angle variable combinations.
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variable 25 MeV | 25 MeV 50 MeV 100 MeV 150 MeV 200 MeV
combination | -3 GeV | -50 MeV -100MeV -150MeV -200MeV -3 GeV
E1E9 - E9E21 | 0.3502 / 0.3913 0.3564 0.3811 0.3205
E1E9 - LAT -0.6409 / -0.7186 -0.6732 -0.6308 -0.5533
E1E9 - 40 0.8172 / 0.8054 0.7905 0.8028 0.8447
E1E9 - 51 0.5092 / 0.5109 0.5159 0.5044 0.4739
E1E9 - MVA 0.3185 / 0.2795 0.3462 0.3871 0.3570
E9E21 - LAT -0.6305 / -0.6223 -0.6483 -0.6948 -0.6899
E9E21 - 40 0.4690 / 0.5120 0.5368 0.5224 0.4372
E9E21 - 51 0.2464 / 0.3132 0.2403 0.2055 0.1674
E9E21 - MVA | 0.3162 / 0.3768 0.4084 0.4192 0.3561
LAT - 40 -0.5908 / -0.6445 -0.6487 -0.6190 -0.5612
LAT - 51 -0.3133 / -0.3714 -0.3133 -0.2604 -0.2139
LAT - MVA -0.1940 / -0.2605 -0.3276 -0.3687 -0.3161
40 - 51 0.1396 / 0.1592 0.1540 0.1250 0.0951
40 - MVA 0.2928 / 0.2308 0.3060 0.3254 0.3171
51 - MVA 0.3124 / 0.3465 0.3771 0.3456 0.3222

TABLE 5.4. Signal correlation coefficients for shower shape - shower shape variable

combinations.
variable 25 MeV | 25 MeV 50 MeV 100 MeV 150 MeV 200 MeV
combination | -3 GeV | -50 MeV -100MeV -150MeV -200MeV -3 GeV
E1E9 - E9E21 | 0.3373 0.3020 0.3598 0.3492 0.4033 0.3782
E1E9 - LAT -0.6881 -0.7922 -0.7034 -0.6969 -0.7038 -0.6305
E1E9 - 40 0.8061 0.8021 0.8051 0.8177 0.7996 0.8081
E1E9 - 51 0.5678 0.5910 0.5327 0.5767 0.5605 0.5677
E1E9 - MVA 0.4727 0.3807 0.4117 0.5591 0.5431 0.5335
E9E21 - LAT -0.5584 -0.4516 -0.5550 -0.5440 -0.6370 -0.6705
E9E21 - 40 0.4466 0.3724 0.4764 0.4959 0.5276 0.5031
E9E21 - 51 0.2999 0.3081 0.2805 0.2847 0.3214 0.3112
E9E21 - MVA | 0.3689 0.3580 0.3472 0.3989 0.4900 0.5056
LAT - 40 -0.5900 -0.6008 -0.6359 -0.6574 -0.6349 -0.5720
LAT - 51 -0.3666 -0.4656 -0.3383 -0.3292 -0.3355 -0.3335
LAT - MVA -0.3210 -0.3460 -0.2947 -0.4101 -0.4681 -0.4653
40 - 51 0.2524 0.2432 0.1980 0.2939 0.2786 0.2681
40 - MVA 0.4465 0.3525 0.3433 0.4935 0.5005 0.5370
51 - MVA 0.4113 0.3133 0.4188 0.5348 0.5013 0.4682

TABLE 5.5. Background correlation coefficients for shower shape - shower shape
variable combinations.
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combination [t/dt99| - |Gammas-
DeltaPhil. The two variables are
not correlated at all and therefore
weakly correlated. Details can be

variable 25 MeV | 25 MeV 50 MeV
combination | -3 GeV | -50 MeV -100 MeV
t/dt99 - A¢p -0.0080 / -0.0186
t/dt99 - A3D -0.0081 / -0.0070
PTD - A¢ 0.2867 / 0.0027
PTD - A3D 0.3545 / 0.0511
PTD, - A¢ 0.2193 / 0.0188
PTD, - A3D 0.2706 / 0.0628

found in the title label.
100 MeV 150 MeV 200 MeV
-150 MeV -200MeV -3 GeV
0.0036 0.0183 -0.0153
0.0406 0.0245 -0.0385
0.0193 0.0137 0.1101
0.0704 0.0559 0.2578
-0.0035 -0.0117 0.0348
0.0329 0.0345 0.0859

TABLE 5.6. Signal correlation coefficients for timing - angle variable combinations.

The category combinations timing - shower shape and angle - shower shape also come out to

be weakly correlated. Example correlation plots are shown in Figures 5.14 and 5.15. Again the

difference for signal and background 7%s due to the very low signal statistics in the first energy

bin is apparent. The corresponding numbers can be found in Tables 5.8 and 5.10 for the timing

- shower shape variable combinations and in Tables 5.9 and 5.11 for the angle - shower shape

variable combinations.
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variable 25 MeV | 25 MeV 50 MeV 100 MeV 150 MeV 200 MeV
combination | -3 GeV | -50 MeV -100MeV -150MeV -200MeV -3 GeV
t/dt99 - A¢ 0.0076 -0.0336 -0.0049 0.0004 -0.0020 0.0041
t/dt99 - A3D 0.0291 0.0698 0.0043 0.0002 -0.0023 0.0013
PTD - A¢ 0.0345 -0.0338 -0.0099 -0.0025 -0.0036 -0.0033
PTD - A3D 0.1341 0.1494 0.0445 0.0269 0.0193 0.0237
PTD, - A¢p 0.0416 -0.0092 -0.0070 -0.0042 0.0010 -0.0017
PTD, - A3D 0.1366 0.1471 0.0526 0.0233 0.0108 0.0089
TABLE 5.7. Background correlation coefficients for timing - angle variable combina-
tions.
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FIGURE 5.14. Correlation plot for the FIGURE 5.15. Correlation plot for the
combination t/dt99 - clusterE1E9. combination |GammasDeltaPhil -
The two variables are clearly uncor- clusterE1E9. The two variables are
related. Details can be found in the clearly uncorrelated. Details can be
title label. found in the title label.

Altogether one can say that this variable study turns out like expected. The different variable
categories are highly correlated among themselves (if one leaves out the variable PTD,ytended)
and weakly correlated among each other. For optimizing a selection it is therefore recommended
to combine variables out of different categories and to use the least correlated combinations if

combinations of variables out of the same category are used.
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variable 25 MeV | 25 MeV 50 MeV 100 MeV 150 MeV 200 MeV
combination | -3 GeV | -50 MeV -100MeV -150MeV -200MeV -3 GeV
t/dt99 - E1E9 0.0036 / -0.0020 -0.0200 0.0097 0.0131
t/dt99 - E9E21 | -0.0050 / -0.0076 -0.0163 0.0120 0.0057
t/dt99 - LAT 0.0149 / 0.0120 0.0286 0.0106 0.0038
t/dt99 - 40 0.0027 / -0.0099 -0.0184 0.0164 0.0147
t/dt99 - 51 0.0036 / 0.0137 -0.0059 0.0097 0.0074
t/dt99 - MVA 0.0049 / -0.0106 -0.0175 0.0087 0.0062
PTD - E1E9 -0.1094 / -0.1473 -0.1336 -0.1359 -0.1325
PTD - E9E21 -0.0288 / -0.0878 -0.0725 -0.0797 -0.0587
PTD - LAT 0.0274 / 0.1206 0.1164 0.0998 0.0761
PTD - 40 -0.0995 / -0.1154 -0.1128 -0.1019 -0.1144
PTD - 51 -0.0517 / -0.0750 -0.0678 -0.0855 -0.0799
PTD - MVA -0.1418 / -0.0780 -0.0755 -0.0907 -0.0614
PTD,. - E1E9 -0.0787 / -0.1865 -0.1108 -0.0140 -0.0371
PTD, - E9E21 | -0.0170 / -0.1009 -0.0587 -0.0200 -0.0159
PTD, - LAT 0.0091 / 0.1431 0.0901 0.0069 0.0160
PTD, - 40 -0.0738 / -0.1436 -0.0916 -0.0105 -0.0353
PTD, - 51 -0.0388 / -0.1067 -0.0590 -0.0245 -0.0218
PTD, - MVA -0.1040 / -0.0837 -0.0635 -0.0092 -0.0121

TABLE 5.8. Signal correlation coefficients for timing - shower shape variable combi-

nations.
variable 25 MeV | 25 MeV 50 MeV 100 MeV 150 MeV 200 MeV
combination | -3 GeV | -50 MeV -100 MeV -150MeV -200MeV -3 GeV
A¢ - E1E9 0.0106 / 0.0490 -0.0020 -0.0147 -0.0109
A¢ - E9E21 0.0530 / 0.0478 -0.0013 -0.0288 -0.0182
A¢ - LAT -0.1313 / -0.0517 -0.0081 0.0064 -0.0233
A¢ - 40 -0.0147 / 0.0477 -0.0010 -0.0168 -0.0174
A¢ - 51 0.0166 / 0.0289 -0.0066 0.0037 -0.0153
A¢ - MVA -0.1948 / 0.0523 -0.0159 -0.0258 -0.0262
A3D - E1E9 0.0099 / 0.0608 0.0157 -0.0137 -0.0187
A3D - E9E21 0.0602 / 0.0531 -0.0162 -0.0665 -0.0208
A3D - LAT -0.1469 / -0.0574 0.0195 0.0331 -0.0424
A3D - 40 -0.0221 / 0.0514 -0.0127 -0.0280 -0.0443
A3D - 51 0.0192 / 0.0464 0.0184 0.0053 -0.0228
A3D - MVA -0.2283 / 0.0492 0.0055 -0.0280 -0.0279

TABLE 5.9. Signal correlation coefficients for angle - shower shape variable combi-
nations.
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variable 25 MeV | 25 MeV 50 MeV 100 MeV 150 MeV 200 MeV
combination | -3 GeV | -50 MeV -100MeV -150MeV -200MeV -3 GeV
t/dt99 - E1E9 -0.0629 -0.1265 0.0282 0.0100 -0.0379 -0.0803
t/dt99 - E9E21 | -0.0181 -0.0534 -0.0034 -0.0027 -0.0564 -0.1251
t/dt99 - LAT 0.0359 0.1268 0.0064 -0.0100 0.0284 0.0919
t/dt99 - 40 -0.0770 -0.1194 0.0185 0.0054 -0.0525 -0.1067
t/dt99 - 51 -0.0165 -0.0477 0.0175 -0.0124 -0.0633 -0.0790
t/dt99 - MVA -0.1289 -0.0805 -0.0257 -0.0611 -0.1469 -0.1897
PTD - E1E9 -0.1226 -0.2246 -0.1291 -0.1449 -0.1784 -0.1834
PTD - E9E21 -0.0110 -0.1161 -0.0841 -0.0828 -0.1457 -0.1743
PTD - LAT 0.0732 0.2130 0.1344 0.1150 0.1605 0.1537
PTD - 40 -0.1111 -0.1788 -0.1089 -0.1223 -0.1579 -0.1781
PTD - 51 -0.0385 -0.1241 -0.0654 -0.0981 -0.1260 -0.1385
PTD - MVA -0.1000 -0.1276 -0.0791 -0.1240 -0.1799 -0.2192
PTD., - E1E9 -0.1404 -0.2987 -0.2018 -0.1476 -0.1039 -0.0513
PTD, - E9E21 | -0.0137 -0.1547 -0.1143 -0.0788 -0.0756 -0.0352
PTD, - LAT 0.0727 0.2658 0.1804 0.1180 0.0920 0.0341
PTD, - 40 -0.1244 -0.2343 -0.1657 -0.1234 -0.0865 -0.0464
PTD, - 51 -0.0495 -0.1824 -0.1052 -0.0915 -0.0661 -0.0365
PTD, - MVA -0.1201 -0.1615 -0.0962 -0.0959 -0.0768 -0.0535
TABLE 5.10. Background correlation coefficients for timing - shower shape variable
combinations.
variable 25 MeV | 25 MeV 50 MeV 100 MeV 150 MeV 200 MeV
combination | -3 GeV | -50 MeV -100MeV -150MeV -200MeV -3 GeV
A¢ - E1IE9 0.0030 0.0284 0.0140 0.0002 -0.0037 0.0016
A¢ - E9E21 0.0131 0.0419 0.0125 0.0009 -0.0040 0.0011
A¢ - LAT -0.0184 -0.0349 -0.0156 -0.0021 0.0014 -0.0006
A¢ - 40 0.0009 0.0251 0.0137 -0.0010 -0.0042 0.0024
A¢ - 51 0.0065 0.0140 0.0094 0.0004 -0.0050 0.0004
A¢ - MVA -0.0200 0.0277 0.0089 -0.0034 -0.0079 0.0008
A3D - E1E9 -0.0074 -0.0396 0.0091 0.0018 -0.0001 0.0016
A3D - E9E21 0.0154 0.0027 0.0043 -0.0025 -0.0027 -0.0022
A3D - LAT -0.0104 0.0263 0.0026 0.0109 0.0132 0.0100
A3D - 40 -0.0144 -0.0419 0.0031 -0.0019 -0.0021 -0.0028
A3D - 51 0.0108 -0.0090 0.0172 0.0059 -0.0001 0.0029
A3D - MVA -0.0418 -0.0373 0.0053 0.0004 -0.0021 -0.0023

TABLE 5.11. Background correlation coefficients for angle - shower shape variable
combinations.
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5.3 Variable distributions and figure of merits

Additionally to the large amount of cut variables every variable has an infinite amount of possible
cut values. This makes the purpose of running a full grid scan on the cut variables and values
even more difficult. Technically it is not possible to scan thousands of values for each variable.
Therefore it is essential to get an idea of which cut values are ’'good’ and which are ’bad’. This
question shall be treated in the following Section. While Section 5.3.1 answers this question in a
purely qualitative way, Section 5.3.2 introduces a method to answer the question quantitatively.

The results using the variables introduced in Section 5.2.2 are provided in Section 5.3.3.

5.3.1 1D Histograms

The goal of a good variable selection is to get rid of as much background as possible and to be
left with as much signal as possible. This means in a perfect world the selection would cut the
complete background and leave the signal untouched. Unfortunately this is not possible. So a
short and simple definition for a ’good cut’ would be a cut that leaves as much signal as possible

compared to background.

The intuitive way to find ’good cuts’ is to take a look at the variable distributions for signal and
background in Monte Carlo. In Monte Carlo it is possible to divide the dataset into signal and
background since it is just a simulation. Usually one takes a look at the normalized distributions
to be able to compare the distribution shapes. If the absolute distributions are used usually no
statement is possible since there is much less signal then background. This is also the reason

why the normalized distributions for the preselection variables were shown in Section 5.1.

Dependent on the variable the signal and background distributions can be very similar, very
different or something in between. Figure 5.16 shows the normalized distributions for Gam-
masDelta3D. The shapes of the signal and background distributions are very different in this
case and one would intuitively apply a highcut at ~ 1.1rad where the both distributions overlap.
Highcut means setting a maximum value for the variable and cutting everything above this value.
In contrast a lowcut means setting a minimum value and cutting everything below this value.

The opposite is shown in Figure 5.17. It shows the normalized distributions for clusterAbsZ-
ernikeMoment51. In such a case it is very hard to make a statement which cut to apply. The best

choice would again be the region where the two distributions overlap.

5.3.2 Figure of merits

The intuitive approach suggested in Section 5.3.1 quickly hits the wall like shown with Figure
5.17. A way to measure how a cut performs is to use so called figure of merits. A figure of merit
quantifies the proportion of signal and background and therefore makes measurable whether a

cut performs ’good’ or ’bad’.

For the study performed in this Section two different figure of merits are considered which are
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defined in Equations 5.4 and 5.5 where FoM stands for figure of merit.

(5.4) FoM, = amount of signal 1%

v/amount of background n0s

(5.5) FoMs = amount of signal 7%s

vamount of all 70s

By calculating the figure of merit for different cut values one can find ’good cuts’ or ’good cut
regions’ by maximizing the figure of merit(s). Figure 5.18 shows the two figure of merits for
different GammasDelta3D highcuts. Note how the figure of merits peak in the region where one
would have intuitively applied the cut regarding Figure 5.16.

Figure 5.19 shows the figure of merits for different clusterAbsZernikeMoment51 lowcuts as
a counterexample. In this case the figure of merits quantitatively show the problem faced in
Section 5.3.1. Due to the overlapping distributions it is hard to tell whether a cut performs ’good’
or ’bad’. Following the figure of merits here, it would be the best to not perform a lowcut on

clusterAbsZernikeMoment51 or to choose a value between 0.0 and 0.2 for the lowcut.

5.3.3 Results

In the following Section cuts on the single variables are investigated by using the two figure of
merits introduced in Section 5.3.2. Principally there are three different types of cuts. One can
apply a highcut, a lowcut or a combination of both. For axisymmetric distributions around 0, the
combination usually results in a cut on the absolute value of the variable like performed on t/dt99

in Section 5.1.

The signal and background distributions as well as the figure of merits are shown. Additionally
to the variables treated in Section 5.2, several more are investigated. These are InvM and region-
dependent clusterE. The regional clusterE variables are named Eggrr, EFpwp and Egwp for the
barrel, the forward endcap and the backward endcap, respectively. For the sake of clarity only the
plots for t/dt99 are shown here. They can be seen in Figure 5.20. The plots for all other variables
can be found in Section A.1 of the appendix. The resulting ’good cut regions’ of all variables are
summed in Table 5.12. Note that the given numbers can only be seen as a first orientation. In the

case of InvM for example, we will see tighter cuts then the given ones here in Chapter 6.
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variable [unit] | lowcut highcut absolute value cut
t/dt99 / / 0.3-1.0
PTD [ns] / / 25 - 300
PTD.iended [ns] / / 100 - 1000
GammasDeltaPhi [rad] / / 1.0-2.5
GammasDelta3D [rad] / 04-14 /
clusterE1E9 0.0-0.5 / /
clusterE9E21 0.0-0.9 / /
clusterLAT / 04-1.0 /
clusterAbsZernikeMoment40 0.0-04 / /
clusterAbsZernikeMoment51 / / /
clusterZernikeMVA 0.1-04 / /
InvM [MeV/c?] | 60-115 140 - 160 /
Eggrr [MeV] | 20 - 100 / /
EFWD [MeV] 20 - 200 / /
Epwbp [MeV] | 20 - 200 / /

TABLE 5.12.°’Good cut regions’ for the single variables based on the Monte Carlo
variables study.

5.4 Efficiency loss per photon energy bin

The following side study came to life when an alternative to the two timing variables t/dt99
and PTD was searched. The alternative should combine the two variables which resulted in
PTD,ytendeq described in Section 5.2.2.

t/dt99 is very dependent on the detector timing calibration if used on data which is not a problem
if used on Monte Carlo since the timing calibration is considered to be perfect in Monte Carlo.
Whereas PTD shows a large energy dependence which will be shown in this Section. The hope was
that PTD,ytendeq combines the energy robustness of t/dt99 with the calibration independence of
PTD. Therefore the efficiency loss per photon energy bin for different t/dt99, PTD and PTD.ytended
cuts was investigated. The following plots show the 5 photon energy bins known from Sections
5.2.2 and 5.2.3 on the x-axis. On the y-axis you find the efficiency loss divided by the efficiency for
the respective bin. Efficiency means the 7° reconstruction efficiency explained in Section 4.3. The
efficiency loss is calculated by the efficiency before applying the cut minus the efficiency after the
cut application. Therefore the value on the y-axis is a number between 0 and 1 and tells what
percentage of 7°s is cut by the applied cut for this energy bin.

Figures 5.21 and 5.22 show these efficiency loss plots for t/dt99 and PTD with several different
cuts applied. While t/dt99 is very energy robust, PTD is very energy dependent. The PTD plot
shows that higher energetic photon pairs have a smaller photon timing difference and therefore
are ignored by the applied cuts. The efficiency loss per photon energy bin for PTD,.,tended 1S

shown in Figure 5.23. The energy dependence is even more complicated than in the case of PTD.
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FIGURE 5.22. Efficiency loss per photon
energy bin for different PTD cuts.

Since the efficiency loss plots give a good insight into the different variables, the plots were also

made for all the other variables used in Section 5.2. These are presented in the following.

Figures 5.24 to 5.29 show the efficiency loss plots for the six shower shape variables. clusterLAT

and clusterZernikeMVA show a cut dependent energy dependence. clusterE1E9, clusterE9E21,

clusterAbsZernikeMoment40 and clusterAbsZernikeMoment51 are almost energy independent.

The efficiency loss plots for the two angle variables are shown in Figures 5.30 and 5.31. Both of

them are highly energy and cut dependent. This is due to the physics of a 7° decaying into two

photons. Two high energetic photon daughters will have smaller angles between them then low

energetic photon daughters do.

58



5.4. EFFICIENCY LOSS PER PHOTON ENERGY BIN

efficiency loss / efficiency

efficiency loss / efficiency

MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits = 1.5,

clusterE > 25 MeV, |y/dt99] < 1.0, M{yy) > TOMeV/c?

12 T T T T :
F  Points connected to guide the eye. —A- |PTD_extended| < 1000 ns
L - |PTD_extended| < 200 ns
| =k~ |PTD_extended| < 100 ns
1ok A [PTD extended| < 50ns |
A —A- |PTD_extended| < 20 ns
i T —A- |PTD_extended| < 10 ns
r T Tk
F A A
~
08 ~. \ 4
[ A, - .
~ - “
I . "~ \
F N, Sl Ay
~
06 N " N i
. N\
L \A‘ N N,
) A A
[ N A}
rA N, \
04 \, N, \ -
L \ p) \
\ N, \
I N\ N, \
b N, ".\ \
02 N, , \ 4
§ 5 . \
hN ~, A
_ \ \.\
| A A _ "~
0o == "l—'—'—'—'—"-**"“'"'——‘-‘-"—”_':"‘ B
| | | | |
25-50 50- 100 100 - 150 150 - 200 200 - 3000

energy window [MeV]

FIGURE 5.23. Efficiency loss per photon
energy bin for different PTD,ytended

cuts.
MC12b, early phase 3, mixed, BGx1, 50000 events, MCL2b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits = 1.5, hadron skim, in CDC acceptance, clusterNHits = 1.5,
clusterE = 25 MeV, |t/dt99] = 1.0, Miyy) = TOMeV/c? clusterE = 25 MeV, |t/dta9] < 1.0, M(yy) = T0MeV/c?
12 T T T T T -, 12 T T T T T
I Points connected to guide the eye A ELE9 =02 b= F  Points connected to guide the eye A~ ESE21=00
§ A- EIE9>04 c | A- ESE21 =07 |
—k- E1E9=05 9 —A- E9E21>08
r —A- E1E9>06 =T —A- E9E21>09 |
10~ —h- EIE9>0.7 7 % 10 - —A- EBE21 > 095 7
L —A- E1E9=038 - T ]
- k _ W k 4
— B e Ll Y o | ]
08 - B . 0ar 4
- “‘- g k 4
L "~ @ L ]
I kT ATy = r 1
06| * B W =T 4
_ o L 4
04 -
02 -
L A ]
00— Y —
25150 50 -IlﬂD 100-I]50 150 I 200 200 -I3DUU 25150 50 -I].DD 100-I 150 150 ‘ 200 200 -IBDDO
energy window [MeV] energy window [MeV]
FI1GURE 5.24. Efficiency loss per photon FI1GURE 5.25. Efficiency loss per photon
energy bin for different clusterE1E9 energy bin for different clusterE9E21
cuts. cuts.

59



CHAPTER 5. VARIABLE STUDY

= = =
& = =

efficiency loss / efficiency
=4
s

04

0z

0o

MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in COC acceptance, clusterNHits = 1.5,

clusterE = 25 MeV, |t/dt39] = 1.0, M{yy) = TOMel/c?

F  Paoints connected to guide the eye. —A- LAT<10 |
A LAT<08 |

A~ LAT <06
—A- LAT<04 ]
- LAT=03 7
—A- LAT<02
- 4 1

-
- ]
-
e =
AT 1
- 4
e
== 'Y i
P
Y . AT - ]
~ .
- = A ———— i
A -4 ]
1 1 1 1 1
25-50 50 - 100 100 - 150 150 - 200 200 - 3000

energy window [MeV]

FIGURE 5.26. Efficiency loss per photon

o = I
5 5 5

efficiency loss [ efficiency

=
o

0.4

0z

0o

energy bin for different clusterLAT
cuts.

MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in COC acceptance, clusterNHits = 1.5,

clusterE > 25 MeV, [t/dt9] < 1.0, M(yy) > TOMeVjc?

T T T T T
51 =00

Points connected to guide the eye &
A 51>03 |
—A- 51045
—A- 51>06
T e e S B
k---—--—“.__,_‘ _________ A—— . PR A i
P 1
- ———— ‘____7_-‘_ . 1
—a -
A ]
P )
e
-4 1
e A e = 4 A
1 1 1 1 1
25-50 50- 100 100 - 150 150 - 200 200 - 3000

energy window [MeV]

FIGURE 5.28. Efficiency loss per photon

energy bin for different clusterAbsZ-
ernikeMoment51 cuts.

60

= = =
& o 9

efficiency loss / efficiency
=4
s

04

02

0.0

MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in COC acceptance, clusterNHits = 1.5,

clusterE > 25 MeV, |t/dt99] < 1.0, M{yy) » TOMel/c?

T T T T
—A- 4000

I Points cennected to guide the eye.
| A- 40>04
A 4006
B —A- 40>08
__ & T & A —— A 40>=12 7
- e u
r ke ———— —h -
[ - ——
S, i
: U h— .
L T~a i
i &
i [ ]
L “A
L A———— A & ————— A ————h _
1 1 1 1 L
25-50 50 - 100 100- 150 150 - 200 200 - 3000

energy window [MeV]

FIGURE 5.27. Efficiency loss per photon

= = =
& o ~

efficiency loss / efficiency

=
o

0.4

02

0.0

energy

bin for different clusterAbsZ-

ernikeMoment40 cuts.

MC12b, early phase 3, mixed, BGx1, 50000 events,
hadran skim, in COC acceptance, clusterNHits = 1.5,

clusterE > 25 MeV, [t/dt39] < 1.0, M(yy) > TOMeV/c?

[ Points connected to guide the eye

T T T T
—k- Zernike > 0.0

A~ Zernike > 0.2
—A- Zernike > 0.4
== Zernike = 0.6

r f'— e Y W —A- Zemike > 0.8 7
r ~ A
- . .
~. ~
| N ~ -
L A ~. 4
e A
[ e
F A A
- . \"\
~, ~.
- \ . i
~, A,
r N .
L ~ .
+ .\‘H. \'\.
T — ~
L -H"‘*--... “ i
LA ~—
L - e,
L h T
ke Ak

r ~ A
Y S Ak ke A

Il Il Il Il |

25-50 50- 100 100- 150 150 - 200 200 - 3000

energy window [MeV]

FIGURE 5.29. Efficiency loss per pho-
ton energy bin for different clusterZ-
ernikeMVA cuts.



MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits = 1.5,

clusterE > 25 MeV, |t/dt99] < 1.0, M{yy) = TOMeV/c?

-
)

=l =
@ =)
T T

efficiency loss / efficiency
S
; .

04

bz

00~

T T
Points connected to guide the eye.

re—
A A

~ \

T T
—A- |GammasDeltaPhi] < 3.0 rad

A~ |GammasDeltaPhi| < 2.5 rad
—A- |GammasDeltaPhi| < 2.0 rad
~A- |GammasDeltaPhi| < 1.5 rad
—A- |GammasDeltaPhi] < 1.0 rad
—A- |GammasDeltaPhi| < 0.5 rad

L L
25-50 50-100

L
100 - 150

1
150 - 200 200 - 3000
energy window [MeV]

FI1GURE 5.30. Efficiency loss per photon
energy bin for different Gammas-

DeltaPhi cuts.

MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterNHits > 1.5,

clusterE > 25 MeV, |t/dt39] < 1.0, M(yy) > T0MeV/c?

= 12 | | | ! ,
= r Points connected to guide the eye. - GammasDelta3D < 3.0 rad
5 L A- GammasDelta3D < 2.5 rad |

S =~ GammasDelta3D < 2.0 rad

E r —h- GammasDelta3D < 1.5 rad |
T 10~ k':': -‘-'i\— ''''''''' & ——.- 4 GammasDelta3D < 1.0 rad |
-— r | —h- GammasDelta3D < 0.5 rad

v
2 \

e 7 \ |
- 08— \ |
U E | ]
=

o 0 k ]
(SRS \ ]

£ o6 \ b
o | \ ]

. \ 1
‘.
L \ 4
04— \ —
L 3 \ 4
L \ 4
% A
L \ | 4
02 \ \ ]
L 3 A 1
L \ 4
L ! ]
0.0 s =4

L L L | L
25-50 50-100 100 - 150 150 - 200 200 - 3000

energy window [MeV]

FIGURE 5.31. Efficiency loss per photon
energy bin for different Gammas-

Delta3D cuts.






CHAPTER

GRID SCAN

his Chapter treats the full grid scan on the cut variables and cut values investigated in

0 reconstruction selections in basf2. The

Chapter 5 for the optimization of the generic 7
grid scan is performed on the MC12b, mixed, early phase 3, BGx1, Monte Carlo sample
already used for Chapter 5, but this time with 200,000 events for more statistics. The preselection

defined in Section 5.1 is applied as well.

Based on the results from Chapter 5, Section 6.1 introduces the variables and values used for
the grid scan and clarifies the overall approach. The results of the grid scan as well as the
final suggestions for the optimized 7° reconstruction selections are represented in Section 6.2.1.
Section 6.3 takes a look on the performance of the final suggestions on other Monte Carlo samples

than the mixed sample.

6.1 Variables, values and approach

Performing a full grid scan means choosing a set of cut variables and cut values and checking
the performance of each single configuration, i.e. calculating the 7° reconstruction efficiency and
purity. The grid scan serves for finding the highest possible purity value to six given efficiency
values. These are: 60%, 50%, 40%, 30%, 20%, and 10%. The corresponding selections are referred
to as eff60, eff50, eff40, eff30, eff20, and eff10.

Since the 70 reconstruction efficiency is already below 60% after the preselection, the 60% list
is treated separately in Section 6.1.3. Section 6.1.1 describes the grid scan approach using the
software HTCondor and Section 6.1.2 defines the cut variables and cut values used for the grid

scan.
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6.1.1 Grid scan approach with HTCondor

Since the amount of configurations rises rapidly with the number of cut variables and cut values,
a single computer quickly reaches the point where it takes an inappropriate amount of time to
get the results of the grid scan. Hence, the software HTCondor in corporation with the computing
power of the NAF (national analysis facility) at DESY is used. The NAF is a large batch facility
providing huge computing resources and all experiment data present at DESY. The software
HTCondor manages the distribution of computationally intensive tasks on the NAF. It takes the
elementary parts, so-called jobs, of a task, distributes them on the NAF, and runs the jobs in

parallel.

As a user, there are two controllable parameters: the amount of jobs and the runtime of a job. In
practice, these two parameters are controlled with the use of an inner and outer programming
script, where the outer script loops over the inner script for each job defined in the outer script.
In the case of the grid scan, there is a bunch of variable cut configurations per job. The amount of
variable cuts is mostly defined in the outer script to control the number of jobs, but also in the
inner script to control the runtime of a job. Besides, the inner script loads the data file, performs
the variable cuts, calculates the 7° reconstruction efficiency and purity, and stores the results in

a text file for later usage.

Due to priority settings on the NAF and to make the results reproducible in an appropriate
amount of time, the number of jobs should not heavily exceed 10,000 and the runtime of the inner
script should be of ~ 1.5h.

6.1.2 Cut variable and cut value choice

A choice on cut variables and corresponding cut values is made to be used for the grid scan. The
choice of variables is based on the results of the correlation study in Section 5.2. The ranges of the
corresponding cut values are defined regarding the results from Section 5.3. The amount of cut
values per variable and the exact values within the given ranges are chosen to fit the computing

requirements from Section 6.1.1.

clusterE and InvM are chosen as the must-have variables, where clusterE is applied region-
dependently. The single cuts are named Egrr,, EFwp, and Egwp. The cuts on clusterE are lowcuts,
the cuts on InvM are both lowcuts and highcuts.

Additionally, one shower shape variable is considered for the grid scan, which is clusterE1E9.
Due to the strong correlation among the shower shape variables, only one shower shape variable
is considered. The cuts on clusterE1E9 have the character of a lowcut.

Since the angle variables are strongly correlated as well, only one of them is desired for the
final selections. In the grid scan, both of them are implemented for comparing their performance.
The cuts on GammasDeltaPhi are applied on the absolute value of the variable, the cuts on

GammasDelta3D are highcuts.
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The timing variables have a special status among the cut variables. At the time of writing this
thesis, the timing calibration of the ECL is not exact enough to allow tight timing cuts. The
variable distributions for data and Monte Carlo do not show large agreement, which is shown
in Chapter 7. Thus, no tighter t/dt99 cuts than the one applied with the preselection are taken
into account. In contrast, the PTD variable is considered as a possible upgrade in Section 6.2.2.
Therefore the grid scan is performed with and without cuts on the PTD variable. The PTD cut is

performed on the absolute value of the variable.

An overview on the used cut variables and the choice of the corresponding cut values can be found
in Table 6.1. The chosen values for InvM need further explanation.

For InvM, way more cuts are considered than for the other variables. Starting from the rounded
PDG value for the 7° mass (~ 135MeV/c?), 60 symmetric windows around this value are created
by increasing and decreasing the value in 1MeV/c? steps. Thus the tightest symmetric window
is 134MeV/c? - 136 MeV/c? and 75MeV/c? - 195MeV/c? is the loosest one. Also differently asym-
metric InvM windows are considered. Therefore the 1 MeV/c? steps in both directions from the
PDG value are altered. The following combinations are considered for the grid scan: 1MeV/c? to
lower values and 1.5MeV/c? to higher values, 1.5MeV/c? to lower values and 1MeV/c? to higher
values, 1MeV/c? to lower values and 2MeV/c? to higher values, and 2MeV/c? to lower values and

1MeV/c? to higher values. 60 asymmetric windows per step combination are considered.

variable [unit] | cut values stepsize
InvM [MeV/c?] | lowcut and highcut see text

Egrr [MeV] | lowcut 30-100 5
Erwp [MeV] | lowecut 30 - 200 10
Egwp [MeV] | lowcut 30 - 200 10
clusterE1E9 lowcut 0.2-0.5 0.1
GammasDeltaPhi [rad] | cut on absolute value | 0.9, 1.0, 1.2, 1.5
GammasDelta3D [rad] | highcut 0.8,0.9,1.1,14

PTD [ns] | cut on absolute value 20, 50, 100

TABLE 6.1. The choice of cut variables and corresponding cut values used for the grid
scan. Additionally to the given values, always no cut on a variable is considered.

6.1.3 Approach for the eff60 list

Since the 7° reconstruction efficiency is already below 60 % after applying the preselection, the
approach for obtaining a suggestion for a 7° selection with 60 % efficiency is slightly different
from the one introduced in Section 6.1.1. The idea of the grid scan stays the same, but the amount
of configurations is much lower, so that no distribution on the NAF is necessary. Instead, the jobs
are run locally on a single computer. Additionally, the Monte Carlo sample is used without the

preselection. Only the basic cuts (hadron skim, CDC acceptance and clusterNHits) are applied.
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As variables, only InvM and clusterE are considered. The cut on clusterE is again region-
dependent. As InvM lowcut values, only 30MeV/c?, 40 MeV/c2, 50MeV/c?, and 60MeV/c? are
used, since the 70MeV/c? lowcut already brings the efficiency down to 59.31 %. No InvM highcuts
are considered. The clusterE lowcut values are 20MeV (same as no cut), 22.5MeV, and 25MeV.

6.2 Results and optimized 7° reconstruction list suggestions

6.2.1 Optimized list suggestions without an additional timing cut

In the following, the suggestions for the optimized 7° reconstruction selections are presented.

Three things are considered when filtering the results of the grid scan:
1. The highest purity values to the six given efficiency values are searched.

2. The efficiency of a selection is allowed to vary by +0.2% (absolute percentage points) from

the efficiency implied by the name of the selection.
3. The variable cuts defining the selections shall get tighter for lower efficiency selections.

Table 6.2 shows the eff60, eff50, and eff40 selection suggestions. No angle cuts are required for
these selections. The comparison to the current generic lists in basf2 is shown in Figure 6.1.
There is no noticeable purity gain for these selections, but the suggestions provide the efficiencies

implied by their names.

eff60 eff50 eff40
efficiency € [%] 59.83 49.95 39.95
purity p [%] 2.21 11.88 20.58
% multiplicity 144.81 22.53 10.59
InvM cut [MeV/c?] > 40 101-152 117-144
Epgpgr, cut [MeV] > 20 > 25 > 30
Erwp cut [MeV] > 20 > 40 > 80
Epwp cut [MeV] > 25 > 40 > 80
clusterE1E9 cut / >0.3 > 0.3
truth-matched 7%s that 158,879 132,643 106,093
pass the selection
reconstructed 7°%s that 7,189,095 1,116,295 515,472
pass the selection
all generated 7°s 265,550 265,550 265,550

TABLE 6.2. Suggestions for the optimized eff60, eff50, and eff40 selections. Note that
the basic cuts (hadron skim, CDC acceptance and clusterNHits > 1.5) are applied
for all three suggestions and that 1t/dt991 < 1.0 is applied for eff50 and eff40.

Table 6.3 shows the eff30 selection suggestions for the different combinations of angle cuts. The

suggestions with one angle cut applied reach a ~ 1% higher purity than without the application
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FIGURE 6.1. Working points of the eff60, eff50, and eff40 selection suggestions.
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FIGURE 6.2. Visualization of the eff30, eff20, and eff10 suggestions for different angle
cut combinations.
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no cut on cut on both
angle cuts A A3D angle cuts

efficiency € [%] 30.07 29.88 29.92 29.92
purity p [%] 29.22 30.29 30.57 31.24
InvM cut [MeV/c?] | 121-142 119-143 119-143 117- 144
Eppgy cut [MeV] > 45 > 35 > 30 > 30
Erwp cut [MeV] > 180 > 80 > 100 > 80
Epwp cut [MeV] > 120 > 80 > 80 > 80
clusterE1E9 cut >04 > 0.3 >0.3 >0.3
|A¢| cut / 1.5 / 1.5
A3D cut / / <14 <14
truth-matched 7%s that 79,844 79,352 79,447 79,446
pass the selection
reconstructed 7%s that 273,275 261,938 259,854 254,296
pass the selection
all generated n¥s 265,550 265,550 265,550 265,550

TABLE 6.3. Comparison of the eff30 suggestions for different angle cut combinations.
Note that the preselection is applied for all suggestions.

no cut on cut on both

angle cuts A A3D angle cuts
efficiency € [%] 19.86 19.80 19.82 19.83
purity p [%] 43.97 47.67 51.19 51.94
InvM cut [MeV/c?] 121-142 123-141 123-143 121.5-144
Egpry cut [MeV] > 90 > 55 > 30 > 30
Erwp cut [MeV] > 180 > 180 > 120 > 100
Epwp cut [MeV] > 120 > 140 > 80 > 80
clusterE1E9 cut >0.4 >0.4 >0.4 >0.4
|A¢p| cut / 1.0 / 1.0
A3D cut / / <0.9 <09
truth-matched s that 119,946 110,307 102,804 101,394
pass the selection
reconstructed 7%s that 52,736 52,587 52,627 52,660
pass the selection
all generated n¥s 265,550 265,550 265,550 265,550

TABLE 6.4. Comparison of the eff20 suggestions for different angle cut combinations.
Note that the preselection is applied for all suggestions.

of an angle cut. The cut on GammasDelta3D (A3D) performs slightly better than the cut on
GammasDeltaPhi (A¢) and the combination of both cuts increases the purity by another ~ 1%.
The differences in performance are more striking for the eff20 and eff10 suggestions provided in
Tables 6.4 and 6.5. For eff20, the combination of both angle cuts gains ~ 8 % compared to no angle
cut applied. For eff10, it is even a ~ 10% gain. The cut on GammasDelta3D performs distinctly

68



6.2. RESULTS AND OPTIMIZED 7° RECONSTRUCTION LIST SUGGESTIONS

better than the cut on GammasDeltaPhi for both lists. The visualization of these results is shown

in Figure 6.2.

The final suggestions for the eff30, eff20, and eff10 selections are summed in Table 6.6. Note that
these are the same as the suggestions with both angle cuts applied from Tables 6.3, 6.4, and 6.5.

The working points for all six 7°

reconstruction selection suggestions are shown in Figure 6.3.

no cut on cut on both
angle cuts A¢ A3D angle cuts

efficiency € [%] 10.01 9.80 9.92 9.84
purity p [%] 60.62 63.88 70.00 70.89
InvM cut [MeV/c?] | 129-139 129-139 127-139 127-139
Eppgy, cut [MeV] > 100 > 95 > 100 > 100
Erwp cut [MeV] > 200 > 180 > 200 > 200
Epwp cut [MeV] > 200 > 180 > 200 > 160
clusterE1E9 cut >0.5 >0.5 > 0.5 >0.5
|A¢p| cut / 1.0 / 1.0
A3D cut / / <0.8 <0.8
truth-matched 7%s that 43,859 40,761 37,642 36,845
pass the selection
reconstructed 7%s that 26,589 26,037 26,351 26,119
pass the selection
all generated 7°s 265,550 265,550 265,550 265,550

TABLE 6.5. Comparison of the eff10 suggestions for different angle cut combinations.
Note that the preselection is applied for all suggestions.

eff30 eff20 eff10
efficiency € [%] 29.92 19.83 9.84
purity p [%] 31.24 51.94 70.89
° multiplicity 5.49 2.60 1.51
InvM cut [MeV/c?] | 117-144 121.5-144 127-139
Epgpgy cut [MeV] > 30 > 30 > 100
Epwp cut [MeV] > 80 > 100 > 200
Egwp cut [MeV] > 80 > 80 > 160
clusterE1E9 cut 0.3 >0.4 >0.5
|A¢| cut 1.5 1.0 1.0
A3D cut <1l4 <0.9 <0.8
truth-matched 7%s that 254,296 101,394 36,845
pass the selection
reconstructed 7%s that 79,446 52,660 26,119
pass the selection
all generated 7°s 265,550 265,550 265,550

TABLE 6.6. Suggestions for the optimized eff30, eff20, and eff10 selections. Note that
the preselection is applied for all three suggestions.
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FIGURE 6.3. Visualization of the six 7° reconstruction selection suggestions for 60 %,
50%, 40 %, 30%, 20 %, and 10 %.

6.2.2 Additional timing cut as a performance upgrade

The following suggestions additionally contain a timing cut on the PTD variable. Although the
timing calibration of the ECL is not exact enough to allow for tight timing cuts at the time of
writing this thesis, the performance of a PTD cut is investigated as a possible future upgrade
to the 7° reconstruction selections. The timing cut on t/dt99 stays the same as applied in the
preselection, it is not further investigated in the scope of this thesis.

Table 6.7 shows the eff60, eff50, and eff40 suggestions with an additional PTD cut. The perfor-
mance of the three suggestions is slightly better than the performance of the suggestions without
the additional timing cut. The PTD cut gains ~ 0.3 % in purity for the three selections.

The suggestions for eff30, eff20, and eff10 are shown in Table 6.8. The purity gain with the PTD
cut is even higher for these three selections. While the PTD cut gains ~ 0.5% in purity for eff30,
it gains ~ 0.7 % and ~ 0.6 % for eff20 and eff10, respectively.

Figure 6.4 shows the working points to the six suggestions with a PTD cut compared to the ones
without a cut on PTD.
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eff60 eff50 eff40
efficiency € [%] 59.82 49.83 40.03
purity p [%] 2.49 12.20 20.91
InvM cut [MeV/c?] > 30 99-153 117-144
Egpgrr cut [MeV] > 20 > 25 > 30
Erwp cut [MeV] >22.5 > 40 > 80
Epwp cut [MeV] > 20 > 40 > 60
clusterE1E9 cut / / >0.3
|A¢| cut / / /
A3D cut / / /
IPTDI cut [ns] 100 50 50
truth-matched 7%s that 158,852 132,329 106,311
pass the selection
reconstructed 7%s that 6,379,599 1,084,229 508,312
pass the selection
all generated 7¥s 265,550 265,550 265,550

TABLE 6.7. Suggestions for the optimized eff60, eff50, and eff40 selections with PTD
cut. Note that the basic cuts (hadron skim, CDC acceptance and clusterNHits >
1.5) are applied for all three suggestions and that [t/dt991 < 1.0 is applied for eff50
and eff40.

eff30 eff20 eff10
efficiency € [%] 29.84 19.81 9.82
purity p [%] 31.77 52.62 71.57
InvM cut [MeV/c?] | 117-144 121.5-144 127-139
Epgpgrr cut [MeV] > 30 > 35 > 100
Epwp cut [MeV] > 100 > 120 > 180
Epwp cut [MeV] > 60 > 60 > 100
clusterE1E9 cut >0.3 >0.4 >0.5
|A¢]| cut 1.5 1.2 0.9
A3D cut <14 <0.9 <0.8
IPTDI cut [ns] 50 20 20
truth-matched 7%s that 79,239 52,608 26,071
pass the selection
reconstructed 7%s that 249,399 99,972 36,426
pass the selection
all generated 7% 265,550 265,550 265,550

TABLE 6.8. Suggestions for the optimized eff30, eff20, and eff10 selections with PTD
cut. Note that the preselection is applied for all three suggestions.
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FIGURE 6.4. Visualization of the six 7n° reconstruction selectionsuggestions with PTD
cut for 60%, 50%, 40 %, 30%, 20%, and 10 %.

6.3 Performance on other samples

Since the optimization of the 7° reconstruction selections is performed on a mixed Monte Carlo
sample, the question arises, how the optimized selection suggestions perform on other Monte
Carlo samples. The performances on a charged (Y(4S) — Boﬁ), a taupair (Y(4S) — 171), a
B — 1%7°, and a B — D*1v with D* — D°n° sample are checked in the following.

Table 6.9 shows the efficiency, the purity, and the 7° multiplicity values for the six reconstruction
selection suggestions on an official MC12b, charged, early phase 3, BGx1 sample with 200,000
events. The numbers are very similar to the ones for the mixed sample and the generic 7°
reconstruction selections in basf2 are outperformed by the optimized selection suggestions as
well. This is expected, since neutral and charged B-mesons decay in very similar manners and
produce similarly momentum distributed 7°s, which can be seen in Figures 6.5 and 6.6. Figure 6.7

0

shows the performance of the six selection suggestions compared to the generic 7° reconstruction

selections implemented in basf2.

The performance on an official MC12b, taupair, early phase 3, BGx1 sample with 200,000
events is shown and visualized in Table 6.10 and Figure 6.8. The generic selections in basf2 and
the optimized selection suggestions perform better on the taupair sample than on the mixed

and charged samples. This meets the expectation since 7-leptons produce more hard 7%s than
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MC12b, early phase 3, mixed, BGx1, 200000 events, MC12b, early phase 3, charged, BGx1, 200000 events,

hadron skim, in CDC acceptance, clusterNHits > 1.5, hadron skim, in CDC acceptance, clusterNHits > 1.5,
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FIGURE 6.5. 7° momentum distribu- FIGURE 6.6. 7° momentum distribu-
tion for the mixed sample. tion for the charged sample.
preselection | eff60 eff50 eff40 eff30 eff20 eff10
efficiency € [%] 57.01 60.04 4996 39.80 29.19 19.44 9.72
purity p [%] 3.11 2.19 11.74 20.24 30.16 50.73 70.03
% multiplicity 100.82 150.97 23.51 11.02 5.65 2.65 1.53
TABLE 6.9. Performance of the optimized selection suggestions on an official MC12b,
charged, early phase 3, BGx1 sample with 200,000 events.
preselection | eff60 eff50 eff40 eff30 eff20 effl10
efficiency € [%] 58.43 61.44 52.79 45.74 43.61 37.02 20.39
purity p [%] 6.35 3.18 28.20 48.54 62.98 75.71 87.71
% multiplicity 12.46 23.39 323 2.02 1.70 1.45 1.19

TABLE 6.10. Performance of the optimized selection suggestions on an official MC12b,
taupair, early phase 3, BGx1, sample with 200,000 events.

B-mesons do, which can be seen in Figure 6.9. Hard n°%s are higher energetic and therefore
less effected by the applied cuts in the selections. Additionally, the taupair sample has to treat
with less 70 candidates, since the 7° multiplicity is lower. The optimized selection suggestions

outperform the generic selections in basf2 for the taupair sample as well.

Table 6.11 and Figure 6.11 describe the performance of the optimized selection suggestions on a
B — 71%7° sample. It is an unofficial MC12, phase 3, BGx1 sample with 5,000 events. The 7%s in
this sample are very high-energetic, which can be seen in Figure 6.10. The optimized selection
suggestions also outperform the generic selections in basf2 for this sample. The efficiencies of the
selections are lower for this sample than for the previous samples, which is due to the definition
of the applied hadron skim. The hadron skim cuts every event with less than 3 charged tracks.

Since the 7%s in this sample are directly produced by a B-meson, it depends on the decay of the
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FIGURE 6.7. Performance of the optimized list suggestions on an official MC12b,
charged, early phase 3, BGx1 sample with 200,000 events. The suggestions are
shown in green, the generic lists from basf2 in blue. The yellow point marks the
preselection.

second B-meson in the event, how many charged tracks are in the event. In many cases, the event

does not pass the hadron skim.

preselection eff60 eff50 eff40 eff30 eff20 eff10
efficiency € [%] 31.36 33.75 28.81 24.96 2496 22.89 12.68
purity p [%] 0.68 0.15 3.77 12,56 26.85 46.19 66.21
% multiplicity 857.95 4,104.53 142.56 37.10 17.35 9.26 3.67

B — 7%7°, phase3, BGx1 sample with 5,000 events.

TABLE 6.11. Performance of the optimized selection suggestions on an unofficial MC12,

preselection eff60 eff50 eff40 eff30 eff20 eff10
efficiency € [%] 10.99 11.52 8.34 5.02 0.03 0.00 0.00
purity p [%] 0.24 0.06 0.81 1.79 0.03 0.00 0.00
% multiplicity 1,222.76 5,565.99 277.83 76.06 26.57 8.82 3.09

TABLE 6.12. Performance of the optimized selection suggestions on an unofficial MC12,
B — D*1v with D* — D%, phase 3, BGx1 sample with 5,000 events.

Finally, the performance on an unofficial MC12, B — D*rv with D* — D%7%, phase 3, BGx1
sample with 5,000 events is tested. The corresponding numbers can be found in Table 6.12. The
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FIGURE 6.8. Performance of the optimized list suggestions on an official MC12b, taupair,
early phase 3, BGx1 sample with 200,000 events. The optimized list suggestions
are shown in green, the generic lists from basf2 in blue. The yellow point marks
the preselection.
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FIGURE 6.9.7° momentum distribu- FIGURE 6.10. 7% momentum distribu-
tion for the taupair sample. tion for the B — %7 sample.
7% in this sample are very low-energetic, since the mass difference between a D* and a D° is

~ 142MeV/c? [32], which is only ~ 7MeV/c? more than the rest mass of a 7°. The 7° momentum
distribution of this sample is shown in Figure 6.12. Due to this fact, the performance of the

optimized suggestions and the generic selections in basf2 is very bad on this sample. The applied
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FIGURE 6.11. Performance of the optimized selection suggestions on an unofficial MC12,
B — 71970, phase 3, BGx1 sample with 5,000 events. The suggestions are shown
in green, the generic selections from basf2 in blue. The yellow point marks the
preselection.

cuts are too tight for the 7%s in this sample. For the eff20 and eff10 suggestions, even no 7%s are

left. The visualization of the performance on the B — D*7v with D* — D%7° sample is shown in

Figure 6.13. Figure 6.14 provides a zoomed version.
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FIGURE 6.12. 7° momentum distribu-
tion for the B — D*tv with D* —
D% sample.
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FIGURE 6.13. Performance of the optimized selection suggestions on an unofficial
MC12, B — D*tv with D* — D20, phase 3, BGx1 sample with 5,000 events. The
suggestions are shown in green, the generic selections from basf2 in blue. The
yellow point marks the preselection.
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FIGURE 6.14. Performance of the optimized selection suggestions on the B — D*tv
with D* — D%7° sample (zoomed version).
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CHAPTER

PERFORMANCE ON DATA

fter obtaining optimized 7° reconstruction selections in Chapter 6 and testing these

selections on other Monte Carlo samples than the mixed sample, the present Chapter

checks the performance of the optimized selections on data and compares it to Monte
Carlo. To that end, experiment 8, bucket 7, Y(4S) data from early phase 3 is compared to MC12b,
early phase 3, BGx1 Monte Carlo.

7.1 Comparison approach

In order to compare data and Monte Carlo, all the different decay channels making up data in real
life have to be summed for Monte Carlo. These samples are the mixed sample (Y(4S) — B*B"),
the charged sample (Y(4S) — BOE), the taupair sample (Y(4S) — 77), and the continuous
background consisting of the quark pair samples uubar (Y(4S) — uu), ddbar (Y(4S) — dd),
ssbar (Y(4S) — ss), and ccbar (Y (4S) — cc). For all of these samples, one Monte Carlo file with

~ 200,000 events is used, respectively.

Before summing the samples, they have to be normalized to data. Otherwise, Monte Carlo and
data are not comparable. To do so, there are many different possibilities. For this thesis, Monte
Carlo is normalized to the integrated luminosity of the data. Therefore, for each Monte Carlo file

the integrated luminosity L;n; pmc is calculated via

N,
(7.1) Linsyc = —22
oMC

where Nevents is the number of events in the Monte Carlo sample and os¢ is the cross section
of the decay to the Monte Carlo file. The cross sections to the Monte Carlo files can be found in

Table 7.1. The number of events per Monte Carlo file is extracted from the respective file and
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decay cross section [nb]
Y(4S)—B*B~ 0.5103
Y(4S)— B°B° 0.5397
Y(4S)—r1T 0.9190
Y(4S)—uu 1.5997
Y(4S)— dd 0.4023
Y(4S) — ss 0.3825
Y(4S)— cc 1.3265

TABLE 7.1. Cross sections for the different Monte Carlo files. The numbers are taken
from the Belle II software code. Rounded numbers can be found in [36].

amounts to ~ 200,000 per file.

The integrated luminosity L;, datq Of the data is taken from a so-called luminosity file. For

each data production, the integrated luminosity per run is stored in an own luminosity file.

Runs 1917 — 3123 of experiment 8, bucket 7 are used, which add up to ~ 2.98fb~! of integrated
Lint data

luminosity. When summing the Monte Carlo files, each file is weighted by the factor /=== and

Lintmc
therefore normalized to data.

7.2 Data and MC comparison

The results of the data Monte Carlo comparison study are presented in the following. The variable
distributions of the variables used for the grid scan are shown for the eff30 suggestion. The
distributions of the remaining variables described in Chapters 3 and 4 for the eff30 suggestion
can be found in Section A.2 of the appendix. The results for the other selection suggestions are

located in the appendix as well.

Figure 7.1 shows the InvM distributions for data and Monte Carlo in the range applied for the
eff30 suggestion. The peak position is clearly different for data and Monte Carlo. For Monte Carlo,
the peak is at ~ 132.5MeV/c2, while it is at ~ 131.5MeV/c? for data. One possible explanation is
that the low-energy tails of the photons in data are higher than they are simulated in Monte
Carlo. Higher low-energy tails of the photons lead to an even more shifted 7° peak. Another
possible reason is, that the energy calibration for data is not exact enough at the time of writing
this thesis. The mismatched energy of the photons would shift the #° peak as well.

Figure 7.2 shows a wider range of the InvM distributions. The InvM window applied for the eff30
suggestion is shown with red lines and arrows. This view on the InvM distributions shows that
the overall agreement of data and Monte Carlo is quite good, except for the 7° peak not being

matched perfectly. Monte Carlo is slightly exceeding data.
The clusterE distributions for the eff30 suggestion is shown in Figure 7.3. The shapes for data

and Monte Carlo agree very well. Again, Monte Carlo is slightly exceeding data, which can be seen
in the range from 200 MeV to 300 MeV. The range from 30 MeV to 50 MeV shows an interesting
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behaviour. The distribution shows a small peak for clusterE values around ~ 45MeV and rises for
values from ~ 35MeV down to the 30 MeV border of the distribution. These observations could be

explained by background effects, but need further investigation.

Figure 7.4 shows the clusterE1E9 distributions for data and Monte Carlo. The shapes agree very
well, but Monte Carlo again slightly exceeds data, which can be seen at the peak between 0.8 and

0.9. The binning effects mentioned in Chapter 3 are clearly visible.

Figures 7.5 and 7.6 show the comparison distributions for GammasDeltaPhi and GammasDelta3D.
The mismatch of data and Monte Carlo is the same for these two variables. Data is lower than

Monte Carlo, but the shapes agree very well.

The comparison distributions for the two timing variables are shown in Figures 7.7 and 7.8.
The distribution for t/dt99 in Figure 7.7 justifies the statement in Chapter 6, that the timing
calibration of the ECL is not exact enough to allow tight timing cuts at the time of writing this
thesis. The t/dt99 distributions for data and Monte Carlo totally disagree. The shape for data is
far broader than for Monte Carlo and the data peak is shifted to ~ (—0.15).

The distributions for PTD show higher agreement. The peak is at 0 for both distributions, but the
shapes are different. The Monte Carlo distribution is much narrower than the distribution for
data.
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CHAPTER

SUMMARY & CONCLUSION

n this thesis, optimized 7° reconstruction selections for the Belle IT analysis software frame-
work (basf2) were provided. For this purpose, a variable study on several photon and 7°
variables was performed to find the best possible variable choice to be used for a full grid
scan on a Y(4S) — B°B® Monte Carlo sample. Optimized selections for 60%, 50 %, 40 %, 30 %,
20%, and 10% of n° reconstruction efficiency were provided using the results of the grid scan.
The performances of the optimized selections were also tested on Y(4S) — B*B~, Y(4S) — 77,
B — 7%7°, and B — D*1v with D* — D°7° Monte Carlo samples. Finally, the optimized selections

were applied to data and compared to Monte Carlo.

The variable study investigated the linear correlation between the variables and provided promis-
ing figure of merit based cut regions for each variable. The study distinguished between three
variable categories: shower shape variables, angle variables and timing variables. While variables
among the same category are strongly linearly correlated, variables among different categories
show a weak linear correlation. Thus, the best performance is achieved by combining variables

from different categories.

The full grid scan on the Y(4S) — B°BO Monte Carlo sample provided six optimized 7° recon-
struction selections named eff60, eff50, eff40, eff30, eff20, and eff10. The selections provide the 7°
reconstruction efficiencies implied by their names, which is not the case for all of the generic 7°
reconstruction selections implemented in basf2 at the time of writing this thesis. The performance
of the six optimized selections outperforms the performance of the generic selections implemented
in basf2 on the Y(4S) — BB Monte Carlo sample.

The same holds for the Y(4S) — B*B~ and the Y(4S) — 177 Monte Carlo samples. For the
Y(4S) — B*B~ Monte Carlo sample, the performance of the optimized selections is almost

identical to the performance on the Y(4S) — B°BY Monte Carlo sample. For the Y(4S) — 17
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Monte Carlo sample, the optimized selections do not provide the 7° reconstruction efficiencies
implied by their names due to the higher portion of high-energetic 7°s in this sample.

The optimized 7° reconstruction selections are also suitable to be used on a B — 7°7° sample,
but cautiously when using the applied hadron skim. For the B — 7%7° Monte Carlo sample used
in this thesis, the hadron skim distinctly lowered the efficiencies of the selections, since it cuts all
events with less than three tracks.

The optimized selections are not designed to be used on a B — D*tv with D* — D%z sample.
The 7#%s in the used Monte Carlo sample were too low-energetic for the selection cuts, which
resulted in a very bad performance. The eff20 and eff10 selections even left not one single 7°.
Therefore, a specific optimization has to be done for this decay. A first suggestion would be to
loosen or even leave out the energy cuts and work with the residual variables used for the grid

scan in this thesis.

The comparison of bucket7 data and MC12b Monte Carlo showed a high agreement for the shapes
of the variable distributions, but a slight overestimation of Monte Carlo. A further study should
investigate if this is true for all run ranges of bucket?7 or if this is run dependent.

The reconstructed mass of the 7° peaks at ~ 131.5MeV/c?, which is ~ 1MeV/c? lower than the
value expected from Monte Carlo. Possible explanations are the slight mismodeling of the low-
energy tails of the photons in Monte Carlo or the miscalibration of the photon energy for data.
Unfortunately, it was not possible to quantify this observation in a more detailed way for this
thesis due to lack of time. A further study should quantify the parameters of the n° peak and

whether the parameters vary for different run ranges of bucket?7.

The high agreement of the distribution shapes for data and Monte Carlo is not true for the timing
variables investigated in this thesis. The distribution shapes for the t/dt99 variable show high
disagreement. For data, the t/dt99 distribution peaks at ~ (—0.15), while it is expected from Monte
Carlo to peak at 0. This shows, that at the time of writing this thesis, the timing calibration for
data is not as exact as it should be. Besides, the t/dt99 distribution for data is broader and flatter
than for Monte Carlo. This also holds for the PTD variable.

Regarding the variable study and the grid scan, the timing variables are promising to be used in

the future. At the time of writing this thesis, they have to be treated with caution.
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APPENDIX

APPENDIX

The appendix contains all the remaining plots not treated in the certain chapters due to clarity

and readability reasons.

A.1 Additional plots for Section 5.3.3

In the following, the signal and background distributions as well as the figure of merits for
the remaining variables not treated in Section 5.3.3 are listed. The plots for PTD, PTD.,tended>
GammasDeltaPhi, GammasDelta3D, clusterE1E9, clusterE9E21, clusterLAT, clusterAbsZernike-
Moment40, clusterAbsZernikeMoment51, clusterZernikeMVA, InvM, Egrr,, Erwp, and Egwp

are shown.
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FIGURE A.5. Signal and background distributions for clusterE1E9 (top). Figure of
merits for clusterE1E9 lowcuts (bottom left) and highcuts (bottom right).
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FIGURE A.6. Signal and background distributions for clusterE9E21 (top). Figure of
merits for clusterE9E21 lowcuts (bottom left) and highcuts (bottom right).
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FIGURE A.7. Signal and background distributions for clusterLAT (top). Figure of merits
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FIGURE A.8. Signal and background distributions for clusterAbsZernikeMoment40
(top). Figure of merits for clusterAbsZernikeMoment40 lowcuts (bottom left) and

highcuts (bottom right).
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FIGURE A.10. Signal and background distributions for clusterZernikeMVA (top). Figure
of merits for clusterZernike MVA lowcuts (bottom left) and highcuts (bottom right).
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FIGURE A.11. Signal and background distributions for InvM (top). Figure of merits for
InvM lowcuts (bottom left) and highcuts (bottom right).
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FIGURE A.12. Signal and background distributions for Egry, (top). Figure of merits for
Epggrr lowcuts (bottom left) and highcuts (bottom right).

101



APPENDIX A. APPENDIX

normed |, log scaled, MC12b, sarly phase 3, mized. BGx1, 50000 events,
hadron skim, in COC acceptance, clusterlHits = 1.5,

clusterE = 25 MeV, Miyy) = TOMel/®, |tidtdd| < 1.0

Em signal photons
3 background photons

Candidates per bin (normed)

0.2 0.4 0.6 0.8 10
clusterEpyn [GeV]

MC12b, early phase 3, mixed, BGx1, 50000 events, MC12b, early phase 3, mixed, BGx1, 50000 events,
hadron skim, in CDC acceptance, clusterMHits = 1.5, hadron skim, in CDC acceptance, cluszterNH\ts =15,

clusterE = 25 MeV, M{yy) > 70MeV/c?, |t/dtas] < 1.0 clusterE > 25 MeV, M{yy) = 70MeV/c?, |t/dtas| < 1.0

T e e L B e e e B e e e L B s
—+— FoM1

w T T T T un
= —4— FoM1 %
ot M [ —4— FoM2
o a0 —4— FoM2 [,
4 'ﬁ:ﬁﬁ"""—
60 ! - 60
40 - ! L 40 .
20~ - 20— =
0-. i PR R SR NSRS PR RTINS R T AN | g | I PRI R TR S B U SRS SRt
0.25 0.50 0.75 1.00 125 1.50 1.75 2.00 0.5 1.0 1.5 2.0 2.5
clusterEgyp lowcut [GeV] clusterEgyp highcut [GeV]

FIGURE A.13. Signal and background distributions for E gwp (top). Figure of merits for
Erwp lowcuts (bottom left) and highcuts (bottom right).
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FIGURE A.14. Signal and background distributions for E gwp (top). Figure of merits for
Epwp lowcuts (bottom left) and highcuts (bottom right).
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A.2 Additional plots for Section 7.2

This Section contains the remaining plots for the comparison of data and Monte Carlo in Section
7.2. The plots for the missing variables (clusterE9E21, clusterLAT, clusterAbsZernikeMoment40,
clusterAbsZernikeMoment51, and clusterZernikeMVA) for the eff30 suggestion are shown in
Section A.2.1. The Sections A.2.5, A.2.4, A.2.3, and A.2.2 provide all the plots for the eff50, eff40,
eff20, and eff10 suggestions, respectively.
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A.2.2 eff10 suggestion plots
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A.2.3 eff20 suggestion plots
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