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Abstract

B® — KYKYK? decay is mediated by b — sqgg penguin transition within the Standard
Model. Comparison of CP-violating parameters between the penguin-dominated decays
and b — ccs decays such as B® — J/¥K? provides a probe for new physics which
contributes to the b — s transition. We report a measurement of time-dependent CP
violation in B® — KYKYK? decays, using a data set containing 198 x 10° BB pairs
collected at the Belle I experiment from 2019 to 2021. We obtain

S = —1.8670 9% (stat) & 0.09(syst), and
A = —0.227030(stat) & 0.04(syst).

The result is consistent with the SM expectation (S, A) = (—0.70 £ 0.02,0) based on
the measurements in B® — (c¢)K° and the previous measurements at Belle, BaBar,
and Belle II. We have established the analysis procedure anticipating the high-precision
measurement using 50 ab~' data to be taken at the Belle II experiment.
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Personal contribution

The measurement reported in this thesis is based on the joint effort of more than 1000
members in the Belle II collaboration and the SuperKEKB group. The construction
and operation of the experimental apparatus, data management by distributed comput-
ing system, data calibration, and development of basic analysis frameworks including
vertex fitter, flavor tagger and multivariate analysis are done in collaboration. Main
contributions by the author are the development of the event reconstruction algorithm
and selection criteria described in Chapter B, and the development of CP-asymmetry
estimation procedure described in Chapter B.

The author has eagerly studied vertex reconstruction and the response functions repre-
senting the vertex resolution. The author has revealed that uncertainties of fundamental
track parameters are underestimated and developed a correction to the uncertainties as
described in Appendix [E. The vertex reconstruction adopts novel constraining techniques
developed by collaborators, which fully exploit the merit of much smaller beam collision
spot than the previous experiment. The tag-side resolution model is directly applicable
and useful for future time-dependent CP violation analyses, not restricting the decay
channel. To validate the response functions, the author has developed a data-driven
technique described in Appendix B, which will be more useful with more statistics, and
extended the study to the control channel, Bt — K2K2K™ where a special technique
is used to emulate the vertex resolution of the signal channel. Based on the vertex reso-
lution study, the author takes a conservative approach to restrict the use of decay time
information to carefully selected events, while recycling the filtered events without using
the decay time to restore the sensitivity. The author has shown that the sensitivity can
be fully restored in near future as described in Appendix [E.

The author pursued better sensitivity by including events contaminated by ¢g back-
ground in the CP fit rather than applying tight continuum suppression. Accordingly, the
signal fraction is extended to take into account the ¢ggq contamination.

The author has sophisticated the analysis by resolving possible small biases in the
measurement, anticipating a high-precision measurement with a larger data set to be
taken at the Belle II experiment. The improvement includes the use of 7 bin and cos 65
in signal fraction estimation to avoid the Punzi effect and the removal of a possible
peaking background component that was neglected in previous analyses.
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Outline

In Chapter [ we review the mechanism of time-dependent C'P violation in B-meson system
and manifest the sensitivity of B — K°KYK? decays to physics beyond the Standard
Model. In Chapter B we describe the experimental apparatus with which we have recorded
our data set, the SuperKEKB collider and the Belle II detector. In Chapter B we give
an overview of our measurement of time-dependent CP-violating parameters of BY —
K?K°KY decays. In Chapter @ we explain the reconstruction algorithm and selection
criteria for the B® — K2KYK? decays. In Chapter B we describe the method to extract
the C'P-violating parameters from the reconstructed and selected data, various validation
tests of the method, the result of our measurement, and systematic uncertainties in it.
In Chapter B we discuss on the statistical significance of the measurement, improvement
from Belle, and future prospect. We conclude the thesis in Chapter [.

v



Contents

L Physics motivation

.1 CKM matrix and Unitarity triangld . . . . . . . . . . . . . . . . ... ..
IL.2  Time-dependent CF violationl . . . . . . . . . . . . . . . . ... ... ..
[[.2.1 (P violation induced by B — B mixing . . . . . . . . . . . ...

w272 CF yiolation measurement. at belle [l

.o Measurement oI SINZ2Q1 . . . . . . . . . . . ...

IL.o.1 Measurement oI sin 2¢; using b — ccs and b — sqq decayy

L.o.2 SUSY phenomenology 1n 6 —sqgqd . . . . . . . . . . . . . ... ..
[1.3.3 Status of measurements of C'P violation in B — K K Kd . . . .
IL.o.4 lTarget of this thesi§. . . . . . . . . . . . . . . . ..o

2 '1he Belle 11 experiment

g.1 Superk EKbB . . .

E.1.1  Coordinate

systeml . . oL ..

22 _Belle 1l detecton

R.2.0 Irigeger and Data Acquisition System) . . . . . . . . . . . . . . ..

E.o  HExperiment statug

b Analysis Strategy]

Ll Beconstruction

b.2 Flavor tagl . . . .

b \7_measurement

b.4 Control sampld . . . . . . . . .
aE R ; ; [Select I

A.1  Data and simulation samples . . . . . . . . . . . .. ... ...

d.1.1  Datasampld . . . . . . . . . . . s

d.1.2  Simulation sampld . . . . . . ..o

.2 K. reconstruction

O © 0o Ut Ut = =

11
13
13

14
14
15
16
16
20
21
22
23
23
25

27
28
28
30
30

31
31
31
31
32



21 K:BDT selection. . . . . . .. .. .. ... ... ... ... .. 32

U.2.2 Off-diagonal Kd . . . . . . . .. 39

U3 B’ reconstruction . . . . . .. ... 40
A1 Vertexreconstrucfion . . . . . . . . . ... 41
B4 T CPsideverfex reconsfruction . . . . . . . . . . ... ... ... 41
B.4.27  Tag-side vertex reconstruction . . . . . . . . . . .. .. ... ... 43

B5 Flavor fag . . . . . . . . . . 46
F6  Conftinuum suppression] . . . . . . v v v v v vt e 48
B7 Best candidafe selection . . . . . . . . .. .. ... ... 52
T8 Yo . . s 52
B.9 Background sourced . . . . . . . . ..o Lo 53
g.10 dummary of selection Criterial . . . . . . .« « v v v v v v e e e 54
BIT Figure of merifl . . . . . . . . . . . . . 56
B.12 Data-MC comparison of variabled . . . . . . . . .. .. ... ... .... 58
b _Estimation of ('F asymmetries 62
b1l Maximum hikelihood Ofl . . . . . . . L 0 0000 62
b.2 Signalfraction . . . . . . . . . . . 63
b2 | D) PDES oo . o s e e e e 65
b.2.2Z  Resulfs of signal extraction i . . . . . . . . .. .. ... ... .. 69

b3 hesolufion TINCEION . . . . . . . .« . Lo oo e e e e e e e e e 73
p.o.l  Kinematic approximation . . . . . . . . . . ..o 0oL 73

h 37 (CFside resolufion funefiond . . . . . . . . . ..o 74
b.3.3  tag-side resolufion functiond . . . . . . . . . . . . ... ... ... 7
bhad latetime Ol . . . . . . L L0 o e e e 80

b.4 Background A7 distribufion . . . . .. .. .. ... .00 80
bh Validafiod . . . . . . . . . e 82
BAHT Fmsemblefesfl . . . . . . . ... ... oo 82
b.5.2  Linearity test of CP fit using signal MO . . . . . ... ... ... 83
5.5.3 Lifetime fit and CP fit using 700fb_" generic MJ . . . . . . . .. 85
b.5.4 Lifetime fit and CP fif using confrol sampld . . . . . . . . . . .. 86
b.5.5 Lifetime fit using B — K K Ko datal . . . . . .. ... ... .. 90

b6 Fifresnlfd . . . . . . . .. 90
b.7 _Systemafic uncerfaintied . . . . . . . . . . ... 94
ED vl 102

vi



b.T Significance of the measurementl . . . . . . . . . . . . . . ... ... ... 102

£.2 Comparison with Belld . . . . . . . . . . .. ... ... 103
B.2.T VXD acceptancd . . . . . . . . .. . oL 105

£.2.2 Signalvield . . . . . . .. ..o 106

£.2.3  Flavor tag and A? resolufion . . . . . . . . . . .. ... ... ... 106

0.2.4  Expected stafistical uncerfainty] . . . . . . . . . .. ... .. ... 107

§ Prospecll . . . . . . . 108
631 Refrievalof TTeventd . . . . . . . . . . . ... ... ... .... 108

£.3.2  Projection of uncertaintied . . . . . . . . . . . ... .. 109

£.3.3 Constrainfs on new physicd . . . . . . . . . . ... ... ... .. 111

[l Conclusion 112
A Control channel B™ — K K:K™ 113
AT _Exent selection and vertex reconstruction . . . . . . . . oe e e e e 113
A.2 Similarity to B — K K Kd . . . . . . . 114
A3 Data-MC comparison . . . . . . . . . . . . . . e 120
A4 Signal extraction . . . . . . . . . .. Lo 123
A5 Afresolufion funcfion . . . . . . . .. ... 128
[A.6 Background A7 distribufion . . . . . . . . . ... ... ... ... ... 134

B Data-MC comparison of ('P-side vertex resolution using two K trackg136
[C_Correlation between variables used for signal extraction 138
D CP-side vertex resolution and number of K with PXD hits 141
[ Room for improvement 143
.1 off-diagonal K . . . . . . . ... 143
.2 Removal of large-xv* KJd. . . . . . . . . 146

[ Helix parameter uncertainty correction 148
1 Mofivatlonl . . . . . . . . Ll Lo e e e e e e e e 148
E2 Carrection fto PXD frackd . . . . . . . ... .00 149
F.2.T  Parameter deferminafion for prompt fracks using M . . . . . . . 150

[['.2.2  Parameter determination for displaced Ko using M(J . . . . . .. 151

E23 Dafa-MC correcfion . . . . . . .. .. ... ... ... ...... 153

F.2.4  Summary of correction parameter . . . . .. . . . .. ... ... 155

vil



5  Correction to SVD tracks . . . . . . . . oo

E_a ] Parameter determinationl

E_2? data-MC correction

H Data-MC comparison of K, BDT selection efficiency]

I Fi1t results irom validation using generic MC sample

J Invariant mass of K K]
J.1 VYield determination of BY — v ofs eventy . . . . . . . . . . ... .. ..
.2 Dalitzplotl . . . . . . . .

K Hyperparameters ol boosted decision trees

I Correlation between (r-side and tag-side vertex positions

viii

162

175

177

181
181
181

184

186



List of Figures

.1 Umtarity triangld . . . . . . . . . . . . . .

IL.2  Constraints of the unitarity triangld . . . . . . . . . . . . . . . . . .. ..
.3 Box diagrams of BY — B mixing . . . . . . . . . . . . .. .. ... ...

1.4 'Tree (left) and penguin (right) diagrams contributing to B” — J/¥vKJ . .
[[.5 Penguin diagram contributing to B* — KoK Kd . . . . .. ... .. ..
L.o Measurements of (1” asymmetries 1n b — sgg decayyg. . . . . . . . . . . .
[[.7 SUSY diagram contributing to B' — KYKYKY . . . . . . . . . . . . ...
.1 SuperlKHEKD . . . o000
£.2  Coordinate system seen Irom the top . . . .« .« v« v v v v o e e 0L
.0 Cross-sectional top view ot the belle 1l detectoy . . . . . . . . .. . ...
.4 Dennition of helix parametery . . . . . . . . . . . . ..o
Ph VerfexDefectod . . . . . . . . . .. .
2.0 Cross sections of the VXD on z-r and z-y plane§ . . . . . . . . . . . . ..
.7 Layer configuration of the Belle and Belle 11 CDUs viewed on z-y plang .
£.8  Iransverse momentum and impact parameter resolution ot the CD( . . .
£.9 bchematic drawing or a 1UF moduld . . . . . . .. ... ... ...
£.10 _Hit pattern PDEs in the 10OH . . . . . .. .. o0 00000
g.11 Working principle of ARICH countey . . . . . . . . . ... ... .. ...
£.12 bcehematic view of DAQ) systemy . . . . . . . L0000
.15 History orf integrated luminosityl . . . . . . . . . . . ..o Lo oL
£.14 Luminosity projection] . . . . . . . ... oo e e e e e e e e
b.l Overview of time-dependent C/” violation measurement . . . . . . . . . .
B2 Ilustration of event topology for qg and BB eventd . . . . . . . . . . ..
.1 Input variables of K BDT (1). . . .. . ... ... ... ... ... ...
.2 Input variables of K2 BDT (2) . . . . . . . . . . .. . ... .. ... ...
u.3 Ko BDT classifier distribution . . . . . . . . . . . ...
#.4 K¢ invariant mass distribution with various K¢ BD'T selectiong . . . . .
#.5 K¢ invariant mass distribution with various K. BD'T' selections, in casd

the BT 18 trammed with massl . . . . . . . . . .00
U.6 ROC curve of K¢ selection . . . . . . . . . . . . ...
#.7  Matrix of innermost VXD layers of K daughters in signal M( . . . . . .
#.8 Illustration of off-diagonal K . . . .. .. ... .. ... ... ... ...

X

10
11
12
12

15
15
17
17
18
19
20
21
22
22
23
24
25
26

27
28

35
36
37
37

38
38
39
40



2.9

My, and M distributions i MO samples ol difterent event tvped . . . . .

g.10

Concept of IF constramnt . . . . . . . . . . . . ..o Lo

g.11

Distribution of p-value of bqop vertex nt for signal MO eventd. . . . . . .

g.12

D op vertex position residual distribution with and without 1P constraint

g.15

Concept of btube constraint] . . . . . . . . . . . . ...

1

Distributions ol by,, vertex position residual and the number of trackg

nsed 1 the vertex nit with and withont Bifiibe constraint

h.15

Distribution of of* and 0, for signal MC eventd . . . . . .. ... ...

g.16

Flavor tageing categories and corresponding decay modes§ . . . . . . . . .

g.17

Concept of category-based Havor taggen . . . . . . . . . . . . . .. .. ..

g.1s

Distributions of Havor tagger output gr i signal MU . . . . . . . . . ..

g.19

Distributions of mput variables for continuum suppression bDL| . . . . .

g.20

Distributions of continuum suppression bD'l classiner O~q¢ . . . . . . . .

g.21

~¢ distribution in MC samples ot different event typeq . . . . . . . ..

g.22

Distribution of candidate multiplicity in signal M . . . . . . . . . . ..

g.25

M-IVl scatter plot ot BB backeround eventy . . . . . . . . . . . .. ..

g.24

Result of Figure-Ot-Merit scan| . . . . . . . . . . . . . . . . . ... .. ..

1.25

Data-MC comparison of distributions of B — K K K. TD events (1)

.26

Data-MC comparison of distributions of B” — K K K: TD events (2)

n.27

Data-MC comparison of distributions of B” — K K K Tl eventd . . . .

p.l

oignal extraction region on My.-M pland . . . . . . . . . . . ... ...

5.2

My, M, and O distributions for signal MC eventy . . . . . . . .. ..

b.o

Distributions and PDEs of costy . . . . . . . . . . ..o

b.4

r bin distributions in M .-sideband data and background MC. '1'he disq

tributions are shown each for B — KiK K. (a) and BT — KiK K™

b.b

r bin distributions of T'D and TT events from B" — K K K. signal M(

[(a) and background MC (b) . . . . . . . .. ... ... ... ... ..

b.0

Results of signal extraction fit to I'D events in BY — K K K¢ datd . . .

b.7

Results of signal extraction fit to Tl events in BY — K K K. data

5.8

R... fitted to MC 9¢%" distribution . . . . . . . . . . . . ... ... ...

5.9

R,.. fitted to MC 6/“" distribution in binsof o, . . . . . . . . ... ..

H.10

R, fitted to MC 6¢¢T distribution in bins of (3—;) i I

B.11

R... ® R, fitted to MC 0£"® distribution . . . . . . . . . . .. ... ...

b.12

Rase @ Ry fitted to MC 5038 distribution in bins of o, . . . . . . . ..

41
42
43
44
45

45
46
47
47
48
20
51
51
52
o4
57
59
60
61

64
66
68

69

69
71
72
75
75
76
78
78



b.13

Rase ® Ry, fitted to MC 648 distribution in bins of (é‘—df)wgi ....... 79

b.14 At distribution of sideband data and fitted F.(At). The bottom plot|

phows the difference or the distribution and the nt curve normalized by

fhe statistical uncertainty] . . . . . . . . . . . ..o 81
b.1o A7 distributions of background MC events shown in different bins of V] 82
b 16 Resnlts of ensemble test of CE 0O . . . . . . . . . . . . . . ... 84
.17 Results of inearity test of CA2/ 08 . . . . . . . . . ..o 85
H.18 Results of lifetime fit to BT — KoK KT data . . . . .. ... ... ... 87
.19 Result of CP fit to BT — K KK data (1) . . . .. .. ... ... ... 88
b.20 Result of CP fit to BT — KcKcK T data (2)) . . . . .. . ... . ... .. 89
b.21 Results of lifetime fit to BY — K Ko Ko date . . . . . . . . .. ... ... 90
H.22 Result of CP fit to B — K K K data (1) . ... ... ... .. .... 91
H.23 Result of CP fit to B — K K K data (2) . . ... .. ... ... ... 92
b.24 Negative log likelihood function normalized by 1ts minimum value as func{

ftions of S (lett) and A (right). A (5) 1s hixed to the optimal value inf
[tiq. (5.560)((5.99)) 1n the lett (right) plot) . . . . . . . ... .. ... ... 92

525

Distribution of S (left) and A (right) in the pseudo experiments using thq

most probable values ot 5 and A as input. 1he black solid line 1s the mputl

value. T'he red dashed lines are 13 and 34 percentiles of the distribution) 93

b.20 Possible bias due to correlation between (J~¢ and r bin, and between M|

and (;‘—;) R 98
p.27 Alternative resolution functions It and [t . ® ft,  htted to signal M

distribufiond . . . . . . . ... 99
b.28 Bias of CF asymmetries dueto TSI . . . . . . . .. ... ... ... ... 101
E.1  Confidence region of S and A from this measuremenff . . . . . . . . . .. 103
p.2  Constraint on new physics amplitudd . . . . . .. ... ... ... .... 104
£.3 Posterior PDE of 5 and A from the world average and this measuremenf, 105
b.4 _Comparison of vertex position resolution between Belle and Belle I] . . . 107
b.5 Comparison of expected statistical uncertainty with the Belle resulty. . . 108
6.6 Expected sensitivity to new physics parameters with 50ab” ] . . . . . . . 111
A.1 Comparison of background M., M, and O distributions between B° —

KoK K: and BT — KK K™. Backeround MC samples are shown foi

Mye, M, and On¢, and sideband data for v bin) . . . . . . .. ... ... 115
[A.2 r distribution in MC for different M. bind . . . . . . . . . . ... .. .. 116
[A.3 Comparison of o,* between B® — K K K. and BT — K K K™, divided

bccording to (number of Ko with PXD hits, number of K¢ with SVD hits) 117

x1



A.4 Comparison of (%)W between B — KJKJKJ and BY — KJKJK™]
divided according to (number of K? with PXD hits, number of K° with
SUD RITS] .« .« .« o o« o o oo e 118
A.5 Comparison of (%)w between B® — KIK?K? and BT — KJKJK™
divided according to (number of KU with PXD hits, number of K° with
................................... 119
A.6 Data-MC comparison of B~ — K K K™ distributions (1) . . ... . .. 121
A.7 Data-MC comparison of B — K K K™ distributions (2) . . . ... .. 122
IA.8 MO distributions of My., M, and (O, for signal eventy . . . . . . . . .. 124
IA.9 Results of signal extraction fit for B™ — K K K™ datd . . . . . . . . .. 125
A 10 Pull distributions of fg, and background shape parameters frrom toy M}
study] . . . . e 127
A.11 R... overlaid on MC 0¢“" distribution|. . . . . . . . . .. ... ... ... 129
A.12 R,.. overlaid on MC 0¢“*" distribution in bins of o,/ . . . . . . . . . .. 129
A.13 R, overlaid on MC §¢¢F distribution in bins of (T’L‘—;)w, each plot con-
taining 5% of reconstructed eventy . . . . . . . . . ... 130
A T4 R, @ Ry, fitted to MC 07%8 distribution . . . . . . . . . . .. ... ... 132
A.15 R, ® Ry, fitted to MC 0% distribution in bins of 0, . . . . . . . .. 132
A.16 Rase ® Ry, fitted to MC 6¢'8 distribution in bins of (2:)™ . . ... .. 133
A.17 At distribution in B™ — K K K™ sideband data and fitted B,.(Af) . . 135

A.18 At distribution in BT — KoK K™ background MC for different M;,. bind 135

[B.1 Vertex resolution using 3K and difference of 2K vertex fits in the signal
DO . . 137

B.2 Data-MC comparison of ;7" — (5", /Plot is shown as the data distribution {137

IC.1 2D histogram of M. and AE for BY — K KoK signal MC eventy . . . 139
IC.2 2D histograms of My., M, and O/ for signal and gg M(J . . . . . . . .. 140

D.1 o7 and 0/“" distributions of signal MC events classified according to thd

number of K¢ that has PXD hitd . . . . . .. ... ... ... ... ... 142
D.2 R, fitted to MC 6¢“* distribution, classified according to the number of
K2 that has PXD hitd . . . . . . . . . . . . ... 142

.1 Pull distribution o bop vertex position ror signal MO sample, divided
according to if the Bop candidate has an off-diagonal K . . . . . . . .. 144

£..2 O F-side resolution function ntted to signal MO sample including or-diagonal
K. events (Event selections and vertex fit constraint are not up to datq

................................. 144

xil



.3 Innermost VXD layers where K daughter tracks are detected in the mod{

ihed sottware releasa

.4 Radial coordinate of decay vertices for off-diagonal K¢ reconstructed with

the current and modified software releases. '1'he legend denotes the mner
most VXD lavers of daughter tracks) . . . . . . . . . . . . ... ... ..

IE.5 Ratio of largest X}g to total X1 .......................

E.6  Comparison oI Bop vertex nt perrormance with and without the prescripd

tion of removing the worst K . . . . . . . . . ... ... ... ... ..

.1 BY — J/¢YK¢g vertex position pull width vs uncertainty] . . . . . . . . ..

.2 Helix parameter pull vs uncertaintyl . . . . . . . . . . . . . . . .. .. ..

k.o PXDCluster resolution vs cluster chareq . . . . . . . . . . . . .. .. ..

.4 dgy resolution vs dg uncertainty ror prompt tracks m ten pseudo-momentunn

E.0 2o resolution vs zg uncertamnty for prompt tracks in ten pseudo-momentuny

.6 dp (lett) and zy (right) best resolution vs pseudo-momentum for prompt

[F'.7 dy resolution vs dy uncertainty for displaced K. daughter tracks in tern

pseudo-momentum DINY . . . . . . . . ... e e e

.8 zp resolution vs zy uncertainty for displaced K¢ daughter tracks in ter|

pseudo-momentum bIng . . . . . . . . .. L. e e

1.9 dy (lett) and 2y (right) best resolution vs pseudo-momentum for displaced
K daughter tracks . . . . . . . ...

.10 Helix parameter pull width vs uncertainty for K daughter tracks produced

Inside the beam pipdE . . . . . . . ... L e

145

145

146

147

149
150
151

152

153

154

155

157

159

.11 Helix parameter pull width vs uncertainty for displaced K. daughter trackd160

.12 Impact parameter resolution ot cosmic tracks i data and MO sampled

.15 Pull distributions of helix parameters of P XD tracks in cosmic samples

.14 Pull distributions of helix parameters of SV D tracks i cosmic sampled

G.1 Input CP asymmetries (Sinputs Ainput) for toy MC sampley . . . . . . ..
.2 Fitted PDE and toy MO distribution projected onto Sgi 1N arbitrary bing
pt Age with (Sinput, Ainput) at black dots in Fig. G| . . . . . . ... . ..
.o Fitted PDE and toy MO distribution projected onto Sgy 1N arbitrary bing
bt Ag; with (Sinput, Ainput) at red dots mn Fig. G.1 . . . .. . . ... . ..

.4 Fitted PDE and toy MC distribution projected onto Sgi 1n arbitrary bing
pt Age with (Sinput, Ainput) at green dots i Fig. G.I . . . . . . ... . ..

xiii

160
161
161



.o Fitted PDE and toy MO distribution projected onto Sgi 1N arbitrary bing

pt Age with (Sinput, Ainput) at blue dots n kFig. G.I} . . . . . . . ... . .. 167
.6 Fitted PDE and toy MO distribution projected onto Ag; 1n arbitrary bing

pt Sgr with (Sinput, Ainpuy) at black dots in Fig. G I . . .. . ... .. .. 168
G Fitted PDE and toy MO distribution projected onto Ag; 1n arbitrary bing

bf Sg with (Siuput, Ainpur) at red dots in Fig. G.1 . . .. .. ... .. .. 169
.o Fitted PDE and toy MO distribution projected onto Ag; 1n arbitrary bing

pt Sgr with (Sinput, Ainpuy) at green dots in kFig. G.JI) . . . . . . ... . .. 170
LY Fitted PDE and toy MO distribution projected onto Ag; 1n arbitrary bing

pf Sie with (Sinput, Ainput) at blue dots in Fig. G . . . . . ... ... .. 171
G10 P(&]0pesi) -+« « o o e e 173

G.1T P(Sir, A S Amom ) projected to Sg, (Ieft) and Ag, (tight). In the lof]

Krlght) plOta SinDut (Aim)ut) 1s varied while Aﬁt and AinDut (Sﬁt and Sinoutx

are iixed to zerol

.12 Example of confidence contours assuming a nt results of 59 = —1.1 and

[A; = 0.5, which excludes the phase space at 1o, 20, and 30 confidence leveld174

H.1 K. mass distributions and fitted functiond . . . . . . . . . . .. .. ... 176
[.T  Resulfs of signal extraction fits to generic M(J . . . . . . . . . . . . . .. 178
[2 Sideband distributions in generic M{ . . . . . . . . . . . . . . ... ... 179
[.3~  Results of lifetime fit To generic MQ{ . . . . . . . . . . . . . . . ... ... 179
[.4 Resulfs of CFP fit to generic MQ . . . . . . . . . . . . . . . .. ... ... 180
H.1 Myo o distribution ot signal MU, background MC, and data. lhe signal

pnd background MO distributions are smoothed by KDE. The v compod

nent fitted to the data distribution is scaled by ten for better visibility] . 182
0.2 Concept of symmetrized Dalitzplotl . . . . . . . . . . . . . . . ... ... 183
J.o Symmetrized Dalitz plot and the resonances expected to contribute tg

BY - KoK K decayd . . . . . . . . 183
[K.1 Results of grid search tor K and continuum suppression BD'I'y . . . .. 185
[L.1 Distribution of 0£**¢ for the signal MC events divided according to the sigr|

of 00%". The left plot shows all events passing the reconstruction criteria
bnd the right plot shows the events where only one track 1s availlable 101
[Biae vertex it . . . . . . . . o o oo 187

Xiv



List of Tables

L.1  Quantum numbers of quark fieldg . . . . . . . . .. ..o 2
R.T  Geometry of the VXD sensord . . . . . . . . . . . . . . ... 19
.2  Hstimated cross sections and trigger rates from various physics processes 24
B.1 Flavor tagger performance parameters €, w, 4, and Aw 1n 7o measured 1nf

different bins of 7 [1]|. The first and second uncertainties are statistical and

pystematic, respectively] . . . . . . . . ... 0oL 29
.1 Input variablesof K BD1}. . . ... ... ... .. ... ... .. ... 33
g.2  branching ratio of resonant background decayyg. . . . . . . . . . . . . . . 53
d.0 _dummary or baseline selection and 1D classification criterigf . . . . . . . 55
“.4 Ethciency of baseline selection for B — KoK K decayd . . . . . .. .. 55
u.5 Efficiency of TD classification criteria for BY — K K K decayy . . . . . 56
1.6 Breakdown of background events using the number of true KJ . . . . . . 57
BT Parameters in the (P Gt and the methods fto determine themd . . . . . . 63
b.2 PDF models of My,., M, Oq, cosfr, and r bin distributions. 'I'he numbe

pf free paramefers are shown in parentheses] . . . . . . . . . . .. .. .. 65
b.o  Parameters of My., M, and O PDFY . . . . . . . . ... ... ... .. 67
b.4 Results of signal extraction fit to B — K K K datd . . . . ... . .. 70
b.o  Cr-side resolution tunction parametery . . . . . . . . . . . ..o .. 76
b.0  lag-side resolution runction parameters fixed by the it to signal MO shown|

] o 1 79
b.7 Results of Tifetime fits fo signal MC eventd . . . . . . . . . . . . ... .. 80
b.8 Background A? PDF parameterd . . . .. . . .. .. ... ... ... 81
b.9 Results of signal extraction fits fo generic M(J . . . . . . . . . .. .. .. 86
b.10 Results of lifefime and CP fifs to generic MO . . . . . . . . . . . . .. .. 86
b.IT Systemafic uncerfaintied . . . . . . . . . . . .. . .. ... 95
p.1 Fraction of signal MO events in belle and Belle 1l divided according tg

.................................... 105
B£.2 Comparison of signal reconstruction performance with Belld . . . . . . . 106
b.3  Projection of uncerfaintied . . . . . . . . . . . ..o 109
A.1 Relative (cumulative) efficiency |7%| for BT — K K K™Y . . . . . . . . .. 116

XV



A2

Results of lifetime fits 75+ [ps| in different ranges of (Ti‘—;)by, with fit

uncertainties of the last digit(s) in parentheseq . . . . . . . . . . . . . ..

CT

Correlation coefficients between My,., M and O, 1or signal and gg MU

events. lhe numbers 1n the parentheses are the coelncients calculated
within (5.27 < My | GeV/c?| < 5.29) A (5.18 < M| GeV/c*| < 5.38)) . . . .

S

Dilference 1n 1mpact parameter resolution between cosmic data and MU .

t.2

Ratio or the width ol helix pull distribution between cosmic data and MU

t.o

Summary ol the correction parameters ror prompt tracky . . . . . . . . .

IF.4

Summary of the correction parameters for displaced K daughter tracks .

|S)

Ratio or the width ol helix pull distribution between cosmic data and MU

It.6

osummary or the correction parameters ror oVD trackg. . . . . . . . . ..

Gl

PDE parametery . . . . . . . . . s

H.1

K. BD'T selection efficiency in data and MO . . . . . . ... . ... ...

XVl

134



Chapter 1

Physics motivation

The Standard Model (SM) describes fundamental interactions between elementary par-
ticles. While it is a greatly successful theory to describe most of observations, there
remain unsolved phenomena and unnaturalness such as the matter-antimatter asymme-
try problem, dark matter, dark energy, quantum gravity, hierarchy problem, and strong
CP problem. The matter-antimatter asymmetry problem indicates the existence of an
additional source of violation of CP symmetry other than the quark mixing matrix in the
SM. C and P refer to charge-conjugate and parity transformations, respectively.

We review the mechanism of CP violation in B-meson system within the SM and
that the precise measurement of CP violation can probe the additional CP-violating
phase arising from physics beyond the SM (new physics, NP) [2].

1.1 CKM matrix and Unitarity triangle

The Standard Model (SM) of elementary particles is a chiral gauge field theory with
SU(3)exSU(2) xU(1)y symmetry. The interactions are described by the gauge symme-
try. SU(3)¢c describes the strong interaction. Because of the nonzero vacuum expectation
value of the Higgs field, SU(2), x U(1)y spontaneously breaks to U(1)gy. Consequently,
the SU(2);, and U(1)y gauge bosons are mixed into photon and weak bosons, which
respectively mediate the electromagnetic and weak interaction.

The SM contains three generations of up-type and down-type quarks with the quan-
tum numbers shown in Tab. . The left-handed fields form doublets of the SU(2)
group and the right-handed fields are singlets. The quark fields bear different U(1)y hy-
percharges Y. The coupling between the quarks and the Higgs field is called the Yukawa
interaction. Because the Higgs field has a nonzero vacuum expectation value v, the
Yukawa interaction gives rise to the quark mass terms:

Lo = —v Up;Yjup, — vc_i/Lij,i "o + hec. (1.1)

Here, uf, p; and dj, p. are weak eigenstates of the quark fields of jth generation, Y* and



Table 1.1: Quantum numbers of the quark fields. up(r) and dp gy represent left-handed
(right-handed) up-type and down-type quark fields, respectively. The index j = 1,2,3
denotes the generation. T3 is the third component of weak isospin, Y is hypercharge, ()
is electric charge of U(1)gy symmetry.
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Y4 are 3 x 3 complex Yukawa matrices, and h.c. stands for Hermitian conjugate. The
terms are summed over the repeated indices. The Yukawa matrices can be diagonalized
by unitary rotations of the quark fields in the generation space, SZEC}%:

ULry; = SLR)KULRE: (1.2)
d/L(R)j = SL(R)jde (1-3)
L = —vlig;SPhY, SRmkuRk vdp; ST Y St + hoc. (1.4)

= —ﬂLijkuRk — dLijdek + h.c.

== Z Mq(qrar + qr4r)

q=u,d,s,c,b,t
== >, mg
q=u,d,s,c,b,t
where M* = S“TY“S* = diag(m.,, m., m;) and M¢ = S4Y 154 = diag(mg, ms, mb) are the
diagonalized mass matrices, ur(g)1,2,3 = UL(R), CL(R), tL(rR) a0d d(r)1,2,3 = dL(R), SL(R), OL(R)

are the mass eigenstates of quarks, and ¢ = qr, + qg is the Dirac ﬁeld of quarks.

Using the weak eigenstates, the charged current of weak interaction is expressed as

g2 [_ — -
Ly = NG [ LW +dLﬂ”d’Lqu] ; (1.5)
where Wﬂi is the W-boson field, v* is gamma matrices, and g, is the coupling constant of
SU(2)r. This is also transformed by the unitary rotation of the left-handed quark fields
Sz’d:

Lw = L [an, St StuduW, + dusStin" Sidi W, | (1.6)

92 [
V2
= % [ﬂLjij“deVVJr +deV1ﬂ dr; W, ]

where V = S"1S? is a 3 x 3 unitary matrix in the generation space called the Cabibbo-
Kobayashi-Maskawa (CKM) matrix. We redefine the weak doublets of quarks as

(2), (), (),



where the weak eigenstates of the down-type quarks relate to the mass eigenstates via
the CKM matrix:

d d Vida Vs Vi d
s | =Vexrm | s | = Vea Vs Va s |- (1.8)
b/ b V;‘,d V;fs ‘/tb b

A 3x3 unitary matrix is characterized by three rotation angles and six complex phases.
Since the mass terms and kinetic terms of quarks are invariant under the phase rotation of
the individual quark Dirac fields, five phases of the CKM matrix are absorbed by rotating
the relative phases between the six quark fields. Thus, four parameters are left free: three
angles 0;;(ij = 12,13,23) and one complex phase 0. Defining s;; = sinb,;, c;; = cosb,;,
we write the matrix as

1 0 0 C13 0 8136_i5 cio S12 0
V = 0 Ca3 S93 0 1 0 —S12 C12 0 (19)
0 —S93 Co3 —513€i(s 0 C13 0 0 1
C12C13 $12€13 s13€%
= —512C23 — 012523=913€i‘s C12C23 — <‘312523513€i(S 523C13

i6 i6
512823 — C12€23513€ —C12523 — 512C€23513€ C23C13

0 is the only source of CP violation in the SM. The Wolfenstein parametrization is often
used to explicitly show the hierarchy between the mixing angles 1 > s19 > s93 >

S13 [3][4]
S19= A= [V : (1.10)
V |Vud‘2 + |VUS|2
Sp3 = AN =\ % : (1.11)
. 3(5 iV /T — A2)\4
s’ = Vi, = AN’ (p + in) = AN+ imvi-A A , (1.12)
V1= 22(1 — A2\4(p +in))
1—)2/2 A AX3(p — in)
V= Y 1—)2/2 AN? + O\, (1.13)
AN(1 —p—in) —AN? 1

where, A ~ 0.22 and A, p,n = O(1).

The unitarity of the CKM matrix requires » . Vi;Viy = d;; and Ej ViiVii, = Ok
Among the unitarity conditions, the following equation is suitable for measurement since
all terms are of equal order, O(AMN?):

VoV + VedVi + ViaVis = 0 (1.14)

Divided by V.4V, the unitarity condition is expressed as the closure of the triangle shown
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Figure 1.1: Unitarity triangle
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Figure 1.2: Constraints of the unitarity triangle [5]



in Fig. [, called the “unitarity triangle”. Its interior angles are given by

—y

ViaVi,
ViaVi
= _ 1.15
0= —arg (48 (1.15)
o o Vudvu*b
cbg—v—arg( Vch;,)'

The unitarity has been intensively tested by various independent measurements of the
side lengths and angles as shown in Fig. 2.

Measurements of C'P violation in B-meson system are sensitive to the interior angles.
¢ is most precisely determined through the time-dependent CP asymmetry measurement
of B® — J/¢KY as explained later. ¢ is determined by measuring the CP asymmetry of
b — wud decays. The isospin analyses of B — 7w, pp, pr individually determine ¢o. ¢3
is extracted from the interference of b — cus and b — ucs transitions in B — DK decays.
Since the decay modes include no penguin contribution, they provide theoretically clean
measurement of ¢s.

1.2 Time-dependent CP violation

For a final state f reachable from both B° and B°, there are two paths in which B°
decays to f: either directly (B — f) or via mixing to B® (B® — B® — f). Because the
B° — BY mixing involves a CP violating phase, the interference of the two paths leads to
time-dependent CP violation. [G]

1.2.1 (P violation induced by B’ — BY mixing

We consider the time evolution of B-meson system, which is initially a superposition of
B° and BY:

(0)1B") +b(0) |B°) , (1.16)
a(t) [BY) +b(t) |B%) + > _cit)| ) (1.17)

[4(0)) =
()

Q

where f; denotes any final state to which B meson decays. Aiming to obtain the expres-
sions of only a(t) and b(t), we restrict |1/(t)) to the subspace of | B®) and |B°), and do not
argue the evolution of decay final states. Then the time evolution of [¢(t)) is described
by the following Schrodinger equation:

Lo = Huw.
_ ((B°H|B") (B°[H|B°)
"= (<§°!H|B°> <§°!H|E°>> (1.18)
- M —iT,
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Figure 1.3: Box diagrams of B® — B° mixing

where ¥(t) = (a(t),b(t))”, H is the effective Hamiltonian of weak interaction, M and
I' are Hermitian matrices, and H is a non-Hermitian matrix. M and I' correspond

to dispersive (via off-shell intermediate states) and absorptive (via on-shell intermediate

states) parts, respectively. The B® — BY transition occurs via the box diagrams shown in
Fig. [3. Assuming CPT invariance (CPT)H(CPT)"" = H, where T is the time-reversal

transformation, we obtain Mj; = My and I'y; = ['gs.

The mass eigenstates of the system is given by diagonalizing H':

|Bi2) = p|B°) £¢|B°),
(g)z _ My, — 5T
p Mo — %Fm’

Ip]> + |g|* = 1.

The eigenvalues correspond to the masses and decay widths of Bj »:
1 ? q 7
— =T = My — =Ty £ =(Mp— =T'15).
mi2 9 1,2 11 9 11 p( 12 9 12)
We define the mean and difference of them:

m = (mq+ms)/2,
r = (I'h+T1y)/2,

Amd — §AF = <m2 — §F2) — (ml — §F1)

Eq. (CI3) is solved as:

9+(t)  —Lg-()\ (a(0)
("ég(t) g+(t) ><b<0>)’

(e—imzt—%rgt + e—imlt—%rﬁ) ]

where we define

N | —

g+(t)

1 1 —’imlt—lr1t

2p 2p e 2 0 L p q
1 1 —imot—3s1T'9t _
5 " 2g 0 e 2 q —q

(1.24)

(1.25)

(1.26)



Now we consider the decay of initially pure B° or B® meson to a common CP eigenstate
f with its eigenvalue 7;. Using Eq. (I”Z3), we can write the states after a proper time ¢
as

|BY(t)) = g..(t) |B°) — ]%g_u) |BY, (1.27)
1BY(t)) = g.(t) | BY) — gg@) |BY). (1.28)
Defining
x = Amgy/T,y = AT/(2I), (1.29)
= (f|H|B°) , A = <f|7-[|§°l, (1.30)
A= %%, (1.31)

we find the decay rates at ¢ to be
(B — fit) o [(fIH|B(t) [ (1.32)

=e !t [(|A|2 + ‘%71 ) cosh (yI't) + (|A|2 — ‘]%71 > cos (zT't)
q 7\ o 4 7Y\ o

+ 2Re (]—)A A) sinh (yI't) — 2Im (]—jA A) sin (:EFt)] : (1.33)

= e AP | (14 [As]?) cosh (yI't) + (1 — [Af]?) cos (zT't)

+ 2Re (Af) sinh (yI't) — 2Im (Af) sin (th)] : (1.34)
D(B® = fit) o< [(fIHIB ()] (1.35)

=e [(‘pfl‘ + |4 )cosh (yI't) — (‘SA — |4 )cos (I't)

+2Re (EAZ*) sinh (yI't) — 2Im (gAZ*) sin (mFt)] , (1.36)

_ e—Ft

(1+ [Af]?) cosh (yI't) — (1 — [Af[?) cos (2I't)

+ 2Re (Af) sinh (yI't) + 2Im (Af) sin (th)] . (1.37)

For neutral B meson, AI' < T" and |¢/p| = 1 hold to a good approximation. Then
the asymmetry of the decay rates is written in a simple form:

[(B° — f;t) —T(B° — f;1)
[(BY — f;t)+T(BY — f;t)
= S'sin Amgyt + A cos Amgt, (1.39)

asym(t) = (1.38)



where we define the CP asymmetries as
g 2mQy) NP

= A= 1.4
AP+ 1 Al +1 (1.40)
f f

S is called mixing-induced CP asymmetry and occurs via the interference between
decays with and without net B® — B® mixing. A is called direct CP asymmetry and
occurs only when |A| # |A|. This requires that B — f proceeds in more than two
different diagrams whose CP-violating phases (weak phases) and CP-invariant phases
(strong phases) are both different between the diagrams. A and S are bounded in a unit
circle by definition:

S? 4+ A%< 1. (1.41)

B is suitable for CP violation measurement because the lifetime and mixing period are
on the same order: 750 = 1.519 + 0.004 ps and Amgy = 0.5065 & 0.0019 ps™* [@].

1.2.2 (P violation measurement at Belle 11

At the Belle II experiment, B°B° pair is coherently produced via Y(4S5) vector reso-
nance, ete™ — Y(45) — B°B". Because the mass of Y(49) is only slightly above the
BB production threshold, it decays into B*B~ or B°B° with the branching fraction
of approximately 50% each. As the BB pair preserve the charge-conjugate eigenvalue
C = —1, they cannot be B°BY or BB at the same time while proceeding with B° — B°
oscillation. At the moment when one B (By,,) decays into a final state that tells its flavor
(for example semileptonic decays), we can identify the flavor of the other B (Bgp) to be
the opposite to that of By, based on the quantum entanglement between them.

Let us consider the explicit expression for time evolution of Bep and B, after proper
times tcp and ti,, respectively from the production. They are in a €' = —1 state at the
production time tcp = tiae = 0O:

[Bop Buag(tor = tiag = 0)) = f(|B »Busg) — [BepBly)) . (1.42)

Using Eq. (T23), AI' = 0,t4 = top + tiag, and At = tep — tiag, we obtain
1
V2

|BCPBtag(tCP7ttag)> = {g [9—(tCP)9+(ttag) - 9+(tCP)9—(ttag)] |B tag> (1-43)

(g (top) g (trag) — 9—(tcp)9—(tiag)] | BEp Brng)
+[g-(ter)g- (ttag) — g+ (top) gy (ta )] |BCPBtag>

#2151 tcr)g- () = 9-(10r)g () rBCPPSag>}
] (

1 ) 1 .
= Eeﬂmtﬂe_zn+ 7sin

AmdAt

“9 B~ L BBl (4

AmdAt
+ cos 5

1855 ~ [Bor L) |



Eq. (Z4) confirms that the BB pair cannot be B°B® or B'B° at the same time (At
= 0). We consider the probability that Bep decays into a CP eigenstate fop and Biag
into a flavor specific state fiae or its conjugate fi,,. We define A = (fep|Blp), A =

—0 _ — =0 —0
<fC’P‘BCP> a = <ftag|Btag> a = <ftag|Btag> and assume <ftag‘Btag> <ftag’Btag> 0 so
that the tag-side final state tells the By,, flavor. Then we obtain

1 2
[Sor fagl Bor Buag)|* = e |- Aa
X [(1+ |Af[) + (JAf]* = 1) cos AmgAt + 2Im(Af) sin AmgAt]
— 2 1 _
‘<fCPftag|BCPBtag>‘ =7 e Tte ].Aa| (1.46)

X [(1+ [Af) + (JAf]* = 1) cos AmgAt + 2Im(\y) sin AmgAt] .

(1.45)

Using Eq. (20), |¢/p| = 1, and |a| = |a@|, and integrating over t¢p, tiag > 0, we obtain

the decay probability for Bp,, and Egag events as
_layg
I'( frag; At) o< e 50 [1 4 Ssin(AmgAt) + Acos(AmgAt)] (1.47)
TBO
_ _lAt]
D (fiag: At) o e 8 [1 — Ssin(AmgAt) — Acos(AmyAt)]. (1.48)
TRo

In reality we use b — cud process such as B’ — D¥7n~ as one of signatures to
tag the B® flavor. These final states are also reachable from B° via b — Tcd process
though it is doubly CKM suppressed compared to b — cud. It violates the assumption of
(frag| Biag) = (fragl Bihg) = 0 and give rise to additional interference terms that changes
the ostensible CP asymmetries at permille level (tag-side interference) [g].

1.3 Measurement of sin2¢;

1.3.1 Measurement of sin2¢; using b — ccs and b — sqq decays

Let us consider more concrete expressions of S and A for particular decays. Because the
box diagrams involving top quarks in the loop dominate the B® — B° mixing due to its
heavy mass, we can approximate My o< (VipV5)?. |12 < |Mis] also holds because T'yo
represents the transition via on-shell intermediate states and does not include top quarks.
Then we approximate the phase factor due to B® — BY mixing in Eq. (I20) as
M, Vi Vi 4

T 202 Ltf ~ 20 (1.49)

p My VinVig
When the decay BY — f proceeds via a single dominant diagram with a negligibly small
weak phase, we obtain \; = nre=%%! and Eq. (IZ0) leads to

S = —npsin2¢, A=0. (1.50)
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Figure 1.4: Tree (left) and penguin (right) diagrams contributing to B® — J/¥K?

Considering a subdominant contribution,
A =1 4 ryeif2eiz (1.51)
we find the CP asymmetries deviate from Eq. (IZ50):

S = —ny(sin2¢y + 2rsin Oy cos 91 cos 2¢;) + O(r?), (1.52)
A = 2rsinfysindy + O(r?), (1.53)

where 71 2, 01 2, and 07 5 are magnitude, weak phase, and strong phase of each contribution,
do1 = 09 — 01, 7 = 13/r and we assume ry/r; < 1 and 6; ~ 0.

Being dominated by a tree-level diagram shown in Fig. 4, b — c¢s transitions such
as B® — J/YKY J/¢YKY, and (2S)K? are suitable for the precise measurement of ¢.
The subdominant contribution from penguin diagram shown in Fig. [ is loop suppressed
and doubly CKM suppressed to less than one percent.

On the other hand, penguin-dominated decays b — sqg(q = u,d,s) such as B® —
oK?, n'KY and K2K?K? shown in Fig. I3 work as a probe for new physics. The
branching fraction of these decays are suppressed by the loop in the diagram to be
B(B° — ¢K°) = (7.3 £0.7) x 1075, B(B® — n’K°) = (6.6 = 0.4) x 107°, and B(B° —
KYK°KY) = (6.0+0.5) x 107° compared to tree-level decays such as B(B® — J/¢YK°) =
(8.91 +0.21) x 10~* [7]. Within the SM, they also exhibit the same CP asymmetries as
b — ccs up to small correction. However, potential interference with a NP contribution
would change the CP asymmetries as in Eq. (IZ52). Thanks to loop suppression in the SM
penguin amplitude, they are sensitive to new physics. If we significantly observe either a
deviation of S from the measurements in ccs decays, a deviation of S between b — sqq
decays, or a nonzero A, it is an evidence of new physics.

As can be seen in Eq. (IT52), the presence of new physics does not necessarily change
the CP asymmetries but it depends on the phase difference from the SM contribution.
Therefore it is important to collect as many decay modes as possible to increase the
sensitivity.

Figure @ summarizes the latest measurements of S and A in b — sqq decays. While
such a signature of new physics is not yet observed, most of the measurements are still
statistically limited and leave large room for improvement.

Among the b — sqq decays, the ones involving ¢ = u are polluted by b — u tree
process. Theoretical prediction of C'P-violating parameters for these decays accompany

10
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Figure 1.5: Penguin diagram contributing to B® — KOK?K?

additional uncertainties due to the pollution. On contrary, b — sqq(q = d, s) decays like
BY — KYK?K? are theoretically clean without the tree pollution so the CP asymmetry
is precisely predicted within the SM. For example the difference of S = sin 2¢fﬁ in
B —» KTK~K?2, K2KYK? from sin 2¢, is predicted to be [9]

Asin26i g = 00251008 40008 (150

Asin 2¢fﬁKgKgKg = 0.0247:000 “o01- (1.55)
Here, the uncertainty arising from that of ¢3 = (58.6 £ 7)° is factored out and shown
separately as the second uncertainty. ¢3 is sensitive to the CKM elements in the penguin
diagram. While B® — K+ K~ K? involves a relatively large theoretical uncertainty due to
the color-allowed tree process, the uncertainty on B® — KYK?K? is negligibly small. The
remaining small uncertainty will be reduced in future by improvement in ¢3 measurement.

Experimentally, the CP violation measurement of B® — K0KYK? is difficult because
only neutral particles emerge from the BY decay vertex. The Belle II experiment has a
unique sensitivity to the decay because its collision energy is moderate enough to let the
K?’s decay inside its vertex detector. Thanks to the large volume of upgraded vertex
detector, the reconstruction efficiency of B® — K°KYK?Y decays are expected to improve
significantly.

1.3.2 SUSY phenomenology in b — sqq

We review a supersymmetric extension of SM (SUSY) conserving R parity as an ex-
ample of new physics model. In SUSY, b — sqq acquires an additional contribution
from the diagram shown in Fig. IZ4, where the gluon-quark loop is replaced with the
gluino-squark loop. The mass matrix for squark is not flavor diagonal in general, which
allows flavor violating transitions between sbottom and sstrange in the diagram. In the
framework of mass insertion approximation, where the off-diagonal element of the squark
mass matrix is small compared to the average squark mass, the flavor-violating coupling
is described by mass insertion parameters (6% )23, where A, B = L, R indicates the he-
licity of corresponding quarks [I[1]. There are four types of mass insertion parameters:
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Figure 1.6: Measurements of CP asymmetries, S (left) and C'(= —A) (right) in b — sqq
decays [I0]

Figure 1.7: SUSY diagram contributing to B® — KYK2K?

AB = LL, LR, RL, RR. As the mass insertion parameters are complex in general, it
introduces an additional source of CP violation.

Among the four types of mass insertion, (8¢ 5)93 and (0% )93 are particularly interesting
for b — sqq. Because they require chirality flip on the gluino line, their contributions are
enhanced by the gluino mass compared to RR and LL contributions where chirality is
flipped on the quark line. Due to the enhancement, b — s transitions such as b — sqq,
b — sll, and b — sv are sensitive to (09)s3 and (8%, )o3 while B, — B, mixing cannot
effectively constrain the parameters [[2]. The enhancement also implies that the SUSY
contribution does not decouple, or it is not suppressed even if the SUSY particles are
heavy. As of today direct searches at the LHC have excluded gluino and squark masses
up to around 2 TeV but indirect searches using b — s transition could shed light to
them [I3].
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Though the experimental input are not up-to-date, the deviation in the C'P asymme-
tries of B — ¢K%, 7°K? 7/ K9 and wK? due to SUSY was predicted to be potentially as
large as O(0.1) [I2]. Interplay with CP violation measurements of By, — ¢¢, By — ¢1
and B — KYK? can also provide probes to the SUSY [I4].

1.3.3 Status of measurements of CP violation in B’ — K!K?K?

Belle, BaBar, and Belle IT have measured the CP violation in B® — K?KYK? to obtain
the following results:

S =—0714023+0.05 e
Belle (711 fb~1) [I] (1.56)
A =0.12+0.16+0.05
S =-0.947031 £0.06
02 BaBar (426 fb~!) [16] (1.57)
A =0.17+0.18 £ 0.04
S =-0.82+0.85+0.07 e
Belle T (63 fb™!) (1], (1.58)
A =—-0.2140.28+0.06

where the first and second uncertainties are statistical and systematic respectively and the
size of the data set used in each analysis is specified in the parentheses. By integrating
the data set of 50ab™! at Belle II, the uncertainty on S is expected to be reduced to
0.04 by the previous work [I7]. As the theoretical uncertainties of A sin 2¢7 KoK9 K and
the measurement uncertainty of sin2¢; in B — J/¥K? expected at 50ab~' (0.006)
are negligible, the potential deviation of 0(0.1) in Asin 26/ will be detectable [IR].
The sensitivity will become even higher by combining the measurements of S and A as
they probe the additional C'P-violating phase complementarily in terms of strong phase
difference.

1.3.4 Target of this thesis

In this thesis, we present a measurement of CP-violating parameters in B® — KVKYK?
decays by using a data set corresponding to 189.3fb™' collected at Belle II. We aim
to explore the NP in b — s transition by the measurement and to refine the analysis

procedure anticipating a high-precision measurement with the unprecedentedly large data
set of 50ab™! to be taken at Belle II.
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Chapter 2

The Belle 11 experiment

Belle II is a B factory experiment operating at the SuperKEKB asymmetric-energy
ete™ collider at the High Energy Accelerator Research Organization (KEK), in Tsukuba,
Japan. The eTe™ collision data are recorded by the Belle II detector mainly at Y(45)
resonance, which subdominantly decays into BB pair. The main physics targets are
precision measurements in flavor physics using B, D, and 7 and searches for dark-sector
particles.

The Belle IT experiment aims to accumulate 50 ab™! of integrated luminosity, which is
50 times as large as the data set recorded by the Belle experiment at the KEKB collider.

2.1 SuperKEKB

Figure 271 shows the main components of SuperKEKB. It consists of a linear accelerator, a
positron damping ring, and the two main storage rings: the 7 GeV electron ring called the
High Energy Ring (HER) and the 4 GeV positron ring called the Low Energy Ring (LER).
The beams collide at an interaction point (IP) where the Belle II detector is located. The
center-of-mass energy is set to the Y(4S5) resonance, 10.58 GeV, to selectively produce
BB pairs. The center-of-mass system is boosted due to the asymmetric beam energy by
the boost factor of vy = 0.287. The boost factor has been reduced by a factor of 2/3
from KEKB to reduce the Touschek effect and maintain the beam lifetime for LER.

The SuperKEKB aims to achieve the instantaneous luminosity of 6 x 103> cm=2s7!
and to accumulate 50ab™'. The thirty-fold higher luminosity than KEKB comes from
increasing the beam currents and adopting a so-called nano-beam scheme. The nano-
beam scheme is characterized by a large beam crossing angle of 83 mrad and extremely
small vertical beta functions of 0.3mm at the IP. The large crossing angle allows to
effectively increase the luminosity inversely proportional to the beta function by avoiding
the deterioration of luminosity due to an hourglass effect.

The higher beam currents, smaller beam sizes, and higher luminosity all leads to
severer beam background rate. The Belle II detector is required to record the collision
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data at 30 times higher event rate and to tolerate the severe background. From the
perspective of time-dependent C'P violation analyses, the smaller boost factor than KEKB
is a challenge since it deteriorates the decay time resolution. It is also notable that the IP
size has been significantly reduced, which allows a new vertex reconstruction technique.

2.1.1 Coordinate system

We define (z,y, z) coordinates using a right-handed Cartesian system whose origin is at
the nominal position of the IP. As shown in Fig. =2, the z axis is defined as the median
line of the HER and LER, and the z direction points toward the HER direction. The
y axis points toward the vertically upper direction and the x axis toward the outside
of the main ring. We also define the distance from the z axis and the polar angle by

r=+/x2 +y? and 0 = arccos (z/\/x% + y? + 2?), respectively.
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2.2 Belle II detector

The Belle II detector is a 47 general-purpose detector surrounding the IP. It consists of
the following subdetectors:

Vertex Detector (VXD)

Central Drift Chamber (CDC)

Time of Propagation counter (TOP)

Aerogel Ring Imaging Cherenkov counter (ARICH)
Electromagnetic Calorimeter (ECL)

K? and p detector (KLM)

Figure 223 shows the cross section of the detector seen from the top. To effectively catch
the particles boosted forward, it has an asymmetric coverage in polar angle, 17° < 6 <
150°. The subdetectors other than the KLM is in a superconducting solenoid magnet,
which generates a 1.5 T magnetic field along the z direction.

The Belle II detector mainly records ete™ — ¢g(q = u,d, s, c), BB, and 777~ events
and other signatures of interest for dark-sector searches. Charged particles in the final
states, e, u®, 7, K*, p, and p, are reconstructed as trajectories (tracks) in the track-
ing system, the VXD and CDC. A track in the magnet field draws a helix, which is
parameterized by the following five heliz parameters,

e dy: the signed distance of the point of closest approach (POCA) to the z axis;

e ¢ the angle defined by the x axis and the track transverse momentum at the
POCA;

e w: track curvature signed with the particle charge;

e 2y: the z coordinate of the POCA; and

e tan A: the tangent of the dip angle.

The definition of the helix parameters on z-y plane is illustrated in Fig. 4. Neutral
particles such as photons and K?’s are reconstructed as the clusters of energy detected
in the ECL and KLM that are not associated to any tracks.

2.2.1 VXD

Figure 23 shows the innermost subdetector, the VXD. It consists of six layers of cylin-
drical arrays of silicon sensors based on two different technologies. The inner two layers
(Layer 1,2) are called the Pixel Detector (PXD) and uses DEPFET (Depleted P-channel
Field Effect Transistor) silicon pixel sensors. The outer four layers (Layer 3-6) are called
the Silicon Vertex Detector (SVD) using DSSDs (Double-sided Silicon Strip Detectors).
The geometry of the sensors are summarized in Tab. 2.

The six VXD layers are aligned in a windmill structure shown in Fig. PG at the radii
of 14mm, 22mm, 39 mm, 80 mm, 104 mm, and 135mm. There are currently only two
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Figure 2.3: Cross-sectional top view of the Belle II detector

trajectory of a charged particle.
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Figure 2.5: 3D drawing of the VXD

Layer-2 modules installed. In the long shutdown period starting in summer 2022, the
current PXD is going to be replaced with a new PXD fully equipped with 12 Layer-2
modules.

The VXD plays an crucial role in measuring the position of charged particles, and thus
the measurement of BY decay vertex position necessary for time-dependent CP violation
analyses. Layer 1 is closer to the IP compared to its predecessor, the Belle SVD2, which
was 20 mm apart [19]. It is achieved by reducing the radius and thickness of the beam
pipe. Being closer to the IP is advantageous for better vertex position resolution while
hit rate increases. To cope with the high hit rate, the pixelated sensor is adopted for the
inner layers. To reduce the data size below a bandwidth requirement, the PXD data are
read out only within the region of interest which we determine by extrapolating tracks
from the SVD onto the PXD. Using the PXD, the resolution of dy and z, is measured to
be 13.64 + 0.08 pum and 14.92 + 0.07 pum for tracks which come from Bhabha scattering
and fulfill |0 — 7/2| < 0.5, pr > 1 GeV/c and pB(sin0)>/? > 2 GeV/c [20]. Here, p(r) is the
transverse momentum of the particle, 6 is the polar angle, and (3 is the velocity divided
by the speed of light.

The SVD is essential for the precise measurement of K2 decay vertex position. We
expect the improvement in the KY reconstruction efficiency thanks to the larger coverage
volume than the Belle SVD2. The z (7-¢) position resolution on the SVD sensors is
measured to be around 25(16) um on Layer 3 and 34(17) pm on Layer 4-6 for tracks of
perpendicular incidence [21].

Other important roles of the SVD are the tracking of low-momentum tracks that do
not reach the CDC and the identification of the particle species (PID) for them by the
measurement of energy loss per unit passage length dF/dzx.
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Table 2.1: Geometry of the VXD sensors [27]

Component Layer Radius Pitch (z) Pitch (r-¢) Thickness

(mm)  (pm)  (pm) ()
PXD 1 14 55—-60 50 75
2 22 70-85 50 75
SVD 3 39 160 50 320
4 80 240 50-75 300-320
5 104 240 50-75 300-320
6 135 240 50-75 300-320
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2.2.2 CDC

The CDC is a drift chamber filled with the gas mixture of 50 % He and 50 % C,Hg. It
contains 14,336 sense wires arranged in 56 layers. The layers are grouped into nine parts
called superlayers as shown in different colors in Fig. ZZ0. There are five superlayers
of axial wires along the z axis and four superlayers of stereo wires in skewed positions.
Combination of the signals from axial and stereo wires provides 3-dimensional position
information. Compared to the Belle, the outer radius of the CDC is extended from
880 mm to 1,130 mm, and a finer cell size is adopted in the innermost superlayer to cope
with higher hit rate.

The CDC measures the trajectories and energy losses of charged particles for three
purposes: measurement of the momenta of the tracks, trigger generation using the track
information, and PID using dF /dx. The PID is important especially for low-momentum
tracks that do not reach the TOP and ARICH.

Using cosmic rays, the transverse momentum resolution is measured to be (0.127 +
0.001)pr & (0.321£0.003)% (pr in GeV/c) and impact parameter resolution to be around
120 pum for tracks with pr > 5 GeV/¢, as shown in Fig. IZ8.
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Figure 2.8: Transverse momentum and impact parameter resolution of the CDC [23]

2.2.3 TOP and ARICH

The TOP and ARICH are ring-imaging Cherenkov counters built to identify mainly 7
and K¥.

The TOP covers the barrel part of the CDC with 16 modules. A TOP module consists
of 2.6 m-long quartz radiator with a focusing mirror on one end and micro channel plate
photomultipliers (MCP-PMTSs) on the other end, as shown in Fig. 9. When a charged
particle traverses the quartz radiator with a velocity exceeding the speed of light in the
medium, it emits Cherenkov photons, which are reflected on the quartz surface and the
mirror and detected by the MCP-PMTs. 20-40 photons are typically detected [24]. The
MCP-PMTs have timing resolution better than 100 ps, enabling the TOP to also supply
the event timing information to the trigger system. Provided with the information of
track incident from the inner tracking detectors, the probability density function (PDF) of
temporal and spatial hit pattern at the MCP-PMTs is calculated on different hypotheses
of particle types. PDFs on pion and kaon hypotheses for a kaon track is shown as an
example in Fig. Z10. Then the likelihood for each hypothesis is calculated based on the
PDF and measured hit pattern. Using only the TOP, the K* selection efficiency of 85%
is achieved, with 7+ fake rate of 10% [24].

The ARICH covers the forward endcap region. It uses aerogel as the Cherenkov
radiator and detects Cherenkov light by hybrid avalanche photon detectors (HAPDs)
placed 160 mm apart from the aerogel tiles as shown in Fig. ZT1. The radiator consists
of two layers of aerogel with different refractive indices to increase the number of radiated
Cherenkov photons without blurring the Cherenkov ring. The ARICH provides a good
K /7 separation for tracks from 0.4 GeV/c to 4.0 GeV/c. The K= selection efficiency of
93.5 4 0.6% with 7+ fake rate of 10.9 4 0.9% is confirmed using D** — D°(— K—nt)r*
decays [26].
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kaon hypotheses, overlaid with the actual hit pattern [25]

2.24 ECL

The ECL is a scintillation counter consisting of array of CsI(T1) crystals. The scintillation
light is read out by PIN-photodiodes attached to the crystals. The size of each crystal is
about 6 x 6cm? in cross section and 30 cm (16.1Xp) in length. The ECL is used for the
following purposes:

e detect photons and measure their energy and angular coordinates,

e identify electrons from other hadrons using FE/p, which is defined as deposited
energy divided by track momentum,

e provide information for trigger generation, and

e measure luminosity from the rate of ete™ — ete™, vy events.

Most of the detector components, CsI(T1) crystals, preamplifiers, and support struc-
tures, are reused from Belle, where the energy resolution was evaluated to be 4% (1.6%)
at 100 MeV (8 GeV) and angluar resolution to be 13mrad (3mrad) at low (high) ener-
gies [27]. Because of the relatively long decay time of scintillations in Cs(T1), large pile-up
noise is expected at the higher background level of Belle II. To deal with the pile-up noise,
readout electronics has been renewed to enable wave form analysis.
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2.2.5 KLM

The KLM is used to detect and identify K? mesons and muons. It consists of alternating
layers of 4.7 cm-thick iron plates and detectors: resistive plate chamber (RPC) or plastic
scintillator. It surrounds the solenoid and all other subdetectors. Muons and K?’s are
detected through the interactions with the KLM material. The iron plates also serve as
the return yoke for the magnetic field.

The RPC has been inherited from the Belle KLM. Due to its long dead time, it is used
only in the barrel part where the background hit rate is moderate. In the endcap part
and the two innermost layers in the barrel, scintillator strips with wavelength shifting
fibers embedded and silicon photomultipliers are used.

Muons are identified as hits in the KLM associated with the CDC tracks, while K?’s
are detected as isolated hits in the KLM.

2.2.6 Trigger and Data Acquisition System

The level-1 trigger system continuously processes signals from four subdetectors in parallel
to detect physics events of interest. The occurrence of the physics events are mainly
detected using the CDC and ECL, while the TOP and KLM assist to estimate precise
event timings and to identify muons, respectively. The signals from the subdetectors are
combined in Global Reconstruction Logic (GRL) and are examined in Global Decision
Logic (GDL) to judge if the corresponding event is to be recorded. On detecting such
an event, the system sends a trigger to the data acquisition (DAQ) system to start data
readout from all subdetectors.

The expected event rates from main physics processes are listed in Tab. ZZ2. Here, the
instantaneous luminosity of 8 x 10%° cm=2s7! is assumed. The trigger system is required

by the DAQ to reduce the level-1 trigger rate below 30kHz. As the physics processes
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Table 2.2: Estimated cross sections and trigger rates from various physics processes at
the Y(4S) resonance. Bhabha and ~+ rates are prescaled by a factor of 1/100.

Process o [nb] Rate [Hz|
T(4S) 1.2 960
qq 2.8 2,200
T 0.8 640
T 0.8 640
Bhabha 44 350
Yy 2.4 19
Two-photon 12 10,000
Total 67  ~ 15,000
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Figure 2.12: Schematic view of DAQ system [30]

amount to 15 kHz, fake trigger rate issued by background particles should be suppressed
to 15kHz by the GDL. The whole trigger decision process should be completed within
5 us latency to meet a requirement from the ASICs used for the frontend readout of the
SVD data.

The schematic view of the DAQ system is shown in Fig. ZT2. The signals from each
subdetectors are digitized by dedicated frontend electronics and sent to common readout
modules called COPPER except for the PXD. Then data from different subdetectors
are combined in the network switches and sent to the computing nodes called high level
triggers (HLTs). In the HLT, the data are reconstructed by the same software used for
offline analysis called Belle II Analysis Software Framework (BASF2) [28][29]. Using the
result of full event reconstruction, the event rate is suppressed to 1/5. The PXD data
size is also reduced to 1/10 by selecting only the region of interest where charged tracks
are extrapolated from the SVD. The HLT suppresses the maximum data rate to storage

to 1.8 GB/s.
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Figure 2.13: History of integrated luminosity in the Belle II experiment. The histogram
shows the daily recorded luminosity and the line shows its integral.

2.3 Experiment status

The Belle II experiment has accumulated 428 fb™! since the start of physics data tak-
ing in 2019 until summer 2022 as shown in Fig. ZT3. SuperKEKB has achieved the
instantaneous luminosity of 4.7 x 10**em~2s~!. In the following analysis we use a data
set corresponding to 190fb™" taken at the Y(4S5) resonance until summer 2021, which
contains (198.0 + 3.0) x 105 BB pairs.

Figure 214 shows the long-term projection of instantaneous and integrated luminosity.
From the summer 2022, the experiment plans a long shutdown for about 1.5 years to
replace the current PXD with a new one equipped with the full Layer 2. Another long
shutdown is planned around 2027 for modification of the final beam focusing system
around the interaction region, which is required to achieve the target luminosity.
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Figure 2.14: Projection of instantaneous and integrated luminosity in the Belle II exper-
iment. The red (blue) lines show the instantaneous (integrated) luminosity as a function
of data-taking year.
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Chapter 3

Analysis Strategy

As discussed in Sec. 22, to measure the time-dependent CP asymmetry in B —
KYK9K? using efe™ — Y(45) — B°B° events, we need to:

1. reconstruct one B (Bgp) decaying into the target final state KOKOKY,

2. identify the flavor of the other B (Bi,s) from its decay products, and

3. measure the difference of proper decay time At between the pair of B’s.

Figure BT illustrates the above procedure. The ideal PDF of At and the B, flavor
q (= +1 for BY,,, —1 for B,

tag

) is given by

At

e 8 [14 q(Ssin(AmyAt) + Acos(AmgAt))]. (3.1)

PTP(AL, q) =
sig ( ,Q) Tgo

Bcp reconstruction

K
BY,g0r Blg Flavor tag
q=+lor —1

At measurement

Figure 3.1: Overview of time-dependent CP violation measurement
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Figure 3.2: Illustration of event topology for ¢g (left) and BB events (right)

3.1 Reconstruction

We reconstruct the B — KIKJK? decays where all three K9’s decay into 7tn~. K¢
candidates are formed by combining two oppositely charged tracks. Having the lifetime
of er = 2.7cm, most of K’s decay at significantly displaced position from the IP. That
signature makes it easy to discriminate K° from fake candidates formed by random
combination of tracks originating from the IP. We select K2 candidates using a boosted-
decision-tree (BDT) classifier and the 777~ invariant mass [31].

Based on B(KY! — 7tn~) = 0.692, we expect the 3(7*7~) final state to cover
33% of all B® — KYKYK? decays. Although allowing one K2 — 7%7® decay would
potentially release 44% in addition to that, this final state suffers from worse purity
due to fake 7% candidates. For example, the latest BaBar analysis reconstructed the
2Kt ) KY(77%) mode with 0.3 times smaller signal yield and 2.3 times more back-
ground than the 3K%(7"7~) mode. [16] In addition, the At resolution of the 2K (77~ ) K2(7%70)
mode is worse than the 3KY(7"7~) mode. Therefore, we put the first priority on the
3(rT7~) final state and concentrate on it in this analysis.

B candidates are reconstructed from the combination of three KU candidates and
selected using its invariant mass and beam-energy-constrained mass.

Background candidates arise from e*e™ — ¢q (¢ = u,d, s, c) events and eTe” — BB
events. Despite of similar cross sections, ¢g events dominate over BB because of relatively
higher track momentum of them. As the light quark pair is largely boosted by the collision
energy, the momenta of final-state particles in ¢qq events tend to distribute in a jet-like
shape in the center-of-mass frame as shown in Fig. B2. In contrary, BB event tend to
have an isotropic momentum distribution. We discriminate the ¢g events based on a BD'T
classifier using event-topology variables (continuum suppression).

3.2 Flavor tag

We identify the B,y flavor from the charge of its decay products. Leptons from semilep-
tonic decays b — /v (¢ = e,u) and kaons from CKM-favored b — ¢ — s decays
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Table 3.1: Flavor tagger performance parameters e, w, u, and Aw in % measured in

different bins of r [I]. The first and second uncertainties are statistical and systematic,
respectively.
r € w 1 Aw

0-0.1 190£03+£01 471£16+£05 44+32+09 88£20+£06
0.1-0.25 | 171+£03+£01 413+£1.7£05 39+£33£09 61+£21+£06
0.25-05 |21.3+£03+£01 303+14+£04 68+29+£08 27+£19+£06
0.5-0.625 | 11.34+£03+0.1 2294+18+06 32+40+£11 55+£26+£08
0.625-0.75 | 10.7+£0.3+£0.1 124+£1.8+£05 —-05£41£11 0.7£29=£0.7
0.75-0.875 | 82+£02+01 944+19+05 108£43£11 7.7£32+£09
0.875-1 124+02+£01 23£13+£04 -37£32+£10 06+£24+£0.7

are particularly discriminative because of the large branching fraction of these decays.
Negatively charged leptons and kaons indicate B® and vice versa.

We use a BDT-based software called flavor tagger in the BASF2 [[l]. The flavor tagger
estimates the flavor ¢ and its credibility r ranging from 0 (ambiguous tag) to 1 (obvious
tag) for each Bi,, candidate. The performance of the flavor tagger is expressed by

= _gBO —; °5° ) (32)

ws TN (33)
€0 —E&po

= —— and, 3.4

- (3.4)

Aw = wgo — wpo, (3.5)

where € ooy and wpo(goy are the tagging efficiency of B® (B°) and the probability to
misidentify B® (B°) as B (B) (wrong-tag fraction). p and Aw represent the difference
in tagging efficiency and wrong-tag fraction between B? and B°. These quantities are
functions of r in general. Instead of using continuous r, we use a rough binning with the
following bin edges and call the binned r as r bin:

(0,0.1,0.25,0.5,0.625,0.75, 0.875, 1). (3.6)

The flavor tagger performance is calibrated by the measurement of the time-integrated
mixing probability using B — D®~h* (h = 7,p,a;) decays [I]. The calibration is
based on a data set corresponding to 62.8 fb™!, which was collected before summer 2020.
Table B shows e, w, u, and Aw measured in each 7 bin. The statistical uncertainty for
CP asymmetry is proportional to 1/,/ger, where e = Y, €(1—2w)? is called effective
tagging efficiency and is estimated to be 30.0 + 1.2(stat) £ 0.4(syst)%.
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3.3 At measurement

The absolute value of the proper decay time difference At is typically so short around
7o = 1.519 ps that it is hard to directly measure. To overcome the difficulty, the center-
of-mass system is boosted by the asymmetric beam energies with Sy = 0.287 at the
Belle IT experiment. As the BB pair is almost at rest with momentum of only 0.3 GeV/c
in the center-of-mass system, we approximate the boost factor of B mesons as that of
T (4S) and measure At as the difference of decay vertex positions of BB,

éCP _gta
At = — 28 3.7
Bre (3.7)

where {cp and {y,, are the decay vertex position of Bep and By, which is projected to

the boost direction. The approximation of the boost factor is corrected by a response
function described in Sec. B3

The decay vertex position is measured by kinematic fit using charged tracks in the
final state. The vertex position resolution is typically tens of micrometers and thus can
never be neglected compared to the average flight length of BY, 130 um. Moreover, the
resolution varies from around 10 pgm to 100 um depending on the situation such as the
number of K? having VXD hits for Bep vertex and the number of available tracks for
Biag. Therefore, precise understanding of the vertex resolution on the event-by-event
basis is a key to the time-dependent CP violation measurement.

We classify the reconstructed events into two categories based on the quality of At
measurement: time-differential (TD) events and time-integrated (TI) events. For TI
events, where we cannot measure At with good quality, we do not use the At information
but only the flavor information g. Therefore we integrate the PDF of Eq. (BX) over At:

1 1
Pl oy=2-1(1 A 3.8
g (9) 2( +q 1+x3), (3.8)

where z; = Amgyrgo. As explicitly shown by Eq. (B3), TI events are sensitive to only A

through the dilution factor of 1/(1 + 22). The classification criteria are summarized in
Tab. EZ3.

3.4 Control sample

We use Bt — KYK2K™ decays as the control channel for the analysis of B® — KYK2K?.
The branching fraction for the decay is B(BT™ — KYK2K™) = (1.05 +0.04) x 107° so
the expected number of signals are twice larger than B — K?K?K?, whose branching
fraction is B(B® — KJK?K?) = (6.0 £0.5) x 107 [@].

Because of the similarity in decay kinematics and vertex resolution between Bt —
KYK2K™ and B® — K2K?K?, we use the control sample to model the background shapes
for B masses and the continuum suppression classifier, and to validate our knowledge of
vertex resolution obtained from simulation.
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Chapter 4

Event Reconstruction and Selection

4.1 Data and simulation samples

4.1.1 Data sample

We use the eTe™ collision data taken at the Y(4S) resonance at the Belle 1T experiment
from 2019 to summer 2021, which corresponds to 189.3 fb™" and contains (198.04-3.0) x 10°
BB pairs. As we are interested in hadronic ¢g and BB events with high track multiplicity,
we select events with three or more “clean” tracks. The clean tracks are required to have
high transverse momentum (pr > 0.2 GeV/c) and to originate from the IP (|do| < 2cm
and |zg] < 4cm) to be discriminated from beam background tracks. We veto Bhabha
scattering events that would otherwise increase the data size. Bhabha events are identified
by fulfilling all of following conditions:

e two or more clean tracks that are back to back in the center-of-mass system (the
opening angle larger than 2.88 radian),

e one or more tracks identified as electron (p* > 5GeV/c and E/p > 0.8),

e two tracks with p*/Fyeam > 0.35, and

o total energy of ECL clusters larger than 4 GeV,

where p* and FEjpeam are the track momentum and beam energy in the center-of-mass
system.

4.1.2 Simulation sample

We generate the Monte Carlo (MC) simulation samples of the following event types:

e B’ — KYKYKY signal MC, where one B from ete™ — Y(45) — B°B is forced to
decay into B® — KYK?K?Y,

e BT — KYKJIK™ signal MC, where one B from ete™ — Y(45) — B*B~ is forced
to decay into BT — KYKYK™ or its charge conjugate, and
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e generic MC, which includes one of qg(¢ = u,d, s, c), B B°, and B* B~ events.

The generic MC sample is equivalent to 700 fb~*. We use the EvtGen package to simulate
the decay of hadrons and the KKMC and Pythia for ¢g [382][33][34]. The detector response
to the generated particles are simulated with the Geant4 [35]. The digitization in the
detectors is simulated with BASF2.

The digitized detector signals in data and simulation samples are both analyzed with

BASF2.

4.2 K reconstruction

We reconstruct K9 candidates from combinations of oppositely charged tracks assumed
to be pions. Unlike ordinary tracks originating from the IP, K? daughters are often
produced far away from the IP because of the long K? lifetime (c7 = 2.7cm) and are
not affected by multiple scattering through the beam pipe and detector materials if K?
decays outside of them. Therefore, if a K? decay vertex is located outside the inner radius
of the beam pipe (r > 1cm), we re-fit its daughter tracks removing the extra material
effect. We then determine the K9 decay vertex by a kinematic fit using the refitted tracks
and calculate the 777~ invariant mass at the decay vertex.

We multiply scale factors to the covariance matrix of helix parameters of pions to
correct an underestimation of the helix parameter uncertainties. The scale factors are
determined using cosmic tracks (see Appendix H).

We select Kg candidates based on the invariant mass M,+,- and a BDT classifier
@ K9 The candidates should fulfill

(457.6 MeV/¢® < Movr- < 537.6 MeV/¢?) A (Og > 0.75), (4.1)

so as to maximize the figure of merit for BY reconstruction (see Sec. ELT).

4.2.1 K? BDT selection

We train a BDT to discriminate true K2 using the following 22 input variables listed
in Tab. BT, which include those of kinematics, PID, and number of hits in the VXD
associated to the pion tracks. Particularly discriminating are the variables related to
characteristic decay topology of K0 such as the consistency of K2 momentum and decay
vertex directions (cosVertexMomentum and ImpactXY) and the displacement of K2 decay
vertex (flightDistance and significanceOfDistance). decayAngle D1,D2 should be
essentially equivalent to cosHelicityAngleMomentum but in reality slightly differ from it
and from each other.

We sample 100,000 true K? from signal MC and 100,000 fake K? from generic MC
within a wide mass range 450 MeV/c? < M +,- < 550 MeV/c? to form a training sample
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Table 4.1: Input variables of K2 BDT

name explanation

cosVertexMomentum cosine of angle between K2 decay vertex and momentum
vectors seen from IP

flightDistance signed K? flight distance along the momentum direction

significance0fDistance
ImpactXY
cosHelicityAngleMomentum

decayAngle D1,D2

PX,py,pz
p-D1,D2

muonID_NaNmi1_D1,D2

pionID_NaNm1_D1,D2

daughtersDeltaz
daughterAngle2body
nPXDHits_D1,D2
nSVDHits_D1,D2

significance of K? flight distance

impact parameter of K2 on the x-y plane

cosine of angle between the momentum difference of K?
daughters in the K9 rest frame and K? momentum in
the lab frame
angle between 7~ momentum and reverted beam mo-
mentum in the K9 rest frame

K? momentum in x,y, and z direction

momentum magnitude of 71~

\—

muon PID variable for 777, 0,1, and —1 correspond to
not-muon-like, muon-like, and no information.

pion PID variable for #+~. 0,1, and —1 correspond to
not-pion-like, pion-like, and no information.

2o difference between 7+ and 7~

angle between 7 and 7~ momenta

number of PXD hits associated to 71~ track

number of SVD hits associated to 7™~ track. r-¢ and

z hits are counted separately.

for the BDT. We make a testing sample in the same manner using the same amount of
independent K9 candidates. Figures B0 and B2 show the distribution of the variables for
true and fake K2 candidates in the testing sample. As shown in Fig. B3, the distributions
of the BDT classifier for the training and testing samples agree with each other, which
indicates no overtaining.

The list of input variables are inherited from a previous work with some modifica-
tion [I7]. In particular, we remove K invariant mass variables and vertex position in
absolute coordinates. By avoiding to use the mass, the BDT classifier does not bias the
mass distribution as shown in Fig. E4. If we train a BDT with the K mass, it biases the
K? mass distribution as shown in Fig. 3. Removing the decay vertex coordinates does
not result in visible change in performance for MC samples but the change may make the
classifier more robust against the shift of IP observed in the real data.

Figure B8 show the signal efficiency and background rejection rate for the testing
sample, which we calculate by scanning the threshold for the BDT selection and applying
three different mass window denoted by the legend. The efficiency is defined as the
probability for a true K9 from the signal decay to survive the selection and the rejection
rate is that for a fake K7 candidate in generic MC. Our selection (Eq. (E)) provides the
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efficiency of 95 % and rejection rate of 0.59 %.
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Figure 4.1: Distributions of K2 BDT input variables for true and fake K candidates in
the testing sample (1)
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Figure 4.2: Distributions of K2 BDT input variables for true and fake K candidates in
the testing sample (2)
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4.2.2 Off-diagonal K

We introduce a characteristics of K candidates that indicate a probable contamination
by a fake PXD hit and thus could lead to degradation of vertex resolution. We focus on
which VXD layer has the innermost hit associated to a K? daughter track.

Figure 72 shows the fraction (in %) of true K? obtained from signal MC sample
whose 7" daughter have the innermost hit in the VXD layer in the row and 7~ in the
column. The true K? daughters should share the innermost layer, entering the diagonal
elements of the matrix.

However there are considerable fraction of true K in the off-diagonal elements, es-
pecially in (1, 3), (3, 1), (1, 4), and (4, 1). We call the K? candidates in these elements
off-diagonal K?. As shown in Fig. B8, this signature indicates a fake or missed Layer-1
hit. Because the fake Layer-1 hit lead to the deterioration of B vertex resolution and
incorrect estimation of the resolution, we classify the events including an off-diagonal K?
as T1 events and use them only for the time-integrated analysis.

L1 L2 L3 L4 L5 L6  no hit

L1

L2 0.00

L3 0.00  0.16
L4 0.00 | 0.27
L5 [-0.03 Y b b 0.00 | 0.38

L6 |- 0.00 . . Y Y 0.00 0.03
I

Figure 4.7: Matrix of innermost VXD layer of 7 hit (column) and 7~ (row) for true

no hit |- 0.11

K? in signal MC. “L1” to “L6” denotes the layer numbers. The matrix element is the
fraction of K candidates whose m* daughter have the innermost hit in the VXD layer
in the row and 7~ in the column.
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Figure 4.8: Tllustration of off-diagonal K?. The grey quarter circles represent the first
and third VXD layers. The solid lines are the trajectories of pions produced from K.
The filled (empty) circles are VXD hits assigned (not assigned) to the pions by the track
reconstruction.

4.3 B reconstruction

We reconstruct Bep candidates from all possible combinations of three K° candidates,
and select them using the invariant mass M and the beam-energy-constrained mass M.
M, is defined as

Mie = ) (Boean /2)% — P}, (4.2)

where Epeam and pp are the beam energy and momentum of Bep in the center-of-mass
system. We select candidates within (5.2 GeV/c? < My, < 5.29 GeV/c?) A (5.08 GeV/c? <
M < 5.48GeV/c?). Figure B9 shows the distributions of M. and M for signal and
background events in MC.

We reconstruct Bi,s as the combination of the remaining tracks and clusters passing
the following requirement to be discriminated from beam background. The tracks are
required to be in the CDC acceptance 17° < 6 < 150°, and to fulfill |dg| < 0.5cm and
|z0] < 3cm. We apply the correction to the helix parameter uncertainties of the tracks
on the tag side as we do on the CP side. The clusters in forward ECL region are required
to have an energy greater than 80 MeV; in barrel 30 MeV; and in backward 60 MeV.
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Figure 4.9: M, (left) and M (right) distributions of selected MC events. The stacked
histograms show the background events from generic MC, which are separated according
to its event type. The signal MC distributions are scaled arbitrarily.

4.4 Vertex reconstruction

We measure the decay vertex positions of Bep and By, by performing kinematic fits
with event-by-event constraints derived from the IP information. The profile of the IP
is defined as three-dimensional Gaussian distribution and thus parametrized by a 3 x 3
covariance matrix and the center position. The IP profile is continuously measured using
ete™ — utp~ events. The size and position of the IP are updated every around two
hours and 30 minutes, respectively.

4.4.1 (CP-side vertex reconstruction

For Bcp, we use the knowledge of the IP profile to define a virtual B¢p track to provide an
additional constraint to determine the Bep vertex position. The virtual track originates
from the IP and points toward the reconstructed Bcp momentum as shown in Fig. B-10.

We perform a least squares fitting to determine the vertex position. There are 53
parameters to be determined in the decay chain Y(4S) — B® — KOK?K? — 3(xt77):

o Y (4S5) decay vertex xyg) — (3),

e decay vertex position x, energy E, momentum p, and flight distance d of four
intermediate states (B® and three KU’s) — (8 x 4), and

e momentum p of six pions in the final state — (3 x 6),

where the number of parameters are shown in the parentheses. On the other hand we
have 61 constraints and measurements in total:

e [P position and covariance x;p, Vip — (3),
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Figure 4.10: Concept of IP constraint

e geometric constraint for the flight of intermediate states f produced by 1,

— (3 x4,
e cnergy and momentum conservation in B® and K2 decays — (4 x 4)

e measurement of helix parameters and their covariance matrix for six pions h, Vj, —

(5 X 6)a

where the number of constraints and measurements are shown in the parentheses. The
number of degrees of freedom (ndf) in the fit is 8 (= 61 — 53).

We define x? as the compatibility of all kinematic variables on the CP side listed
above. It is the sum of

e the measurement constraints for the helix parameters

(e = Blarky, ) Vir* (e — Blsa. p0)). (4.4

where h(x Kg,pn) is the helix parameters calculated from the fit parameters K9
and pr,

e the measurement constraint for the IP

(2rus) — zrp) Vip (@rus) — ©rp), (4.5)

and

e the exact constraints g(y) = 0 about flight and energy conservation implemented
by the method of Lagrange multiplier as 2Ag(y), where X is the Lagrange multiplier
and y represents the parameters involved in the constraint. For example, the flight
condition of Eq. (A23) is implemented as g(y = {x;,ds, ps, xs}) = wi—i—df%—:cf =
0
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We minimize y? with a Kalman filter to simultaneously determine all parameters [38].

We determine the B-meson decay vertex position and its uncertainty by minimizing
x?, where the procedure is called a “vertex fit” For the time-dependent CP violation
analysis, we are interested in the decay position projected onto the boost direction ¢¢p
and its uncertainty oF”. We apply quite a loose selection on the uncertainty off <
500 um. Calculating the p-value from x? and ndf, we find the distribution is not flat
and events with bad fit quality concentrate at zero as shown in Fig B-T1. We require

p > 0.001(x?/ndf < 3.27) for TD events.

x10*

6 I

4 |

2|

O | L L L L T L L L h
0.0 0.5 1.0

p-value

Figure 4.11: Distribution of p-value of Bgp vertex fit for signal MC events

Figure 12 shows the residual of the fitted vertex position from the true value in the
signal MC, separating the candidates according to the number of K? having VXD hits.
The IP constraint improves the vertex position resolution especially when only one K?
have VXD hits. The fraction of B candidates with zero, one, two, and three K2’s having
VXD hits are 0.4%, 8.0%, 37.7%, and 54.0% respectively.

4.4.2 Tag-side vertex reconstruction

Unlike the CP side we do not know the decay chain or proper kinematic constraints
among the tag-side particles. We perform a kinematic fit assuming all tracks are pions
and originate from a single By,, vertex. Here, we exclude tracks without a PXD hit
and pairs of tracks whose invariant mass is within 10MeV from the K2 mass from the
fit. The K2 daughters should be removed because they do not originate from the Bi,yg
vertex so they clearly violate the above assumption and bias the measurement. A similar
inevitable bias arises from the daughters of charmed intermediate states, whose lifetimes
are comparable to that of B (¢t = 310 um for DT, ¢ = 123 um for D). We take into
account the bias by a dedicated response function (see Sec. b3).
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Figure 4.12: Distributions of Bgp vertex position residual §¢¢F for signal MC events
(a). The vertex fit is performed with or without the IP constraint for comparison. The
distributions are separated according to the number of K having associated VXD hits
(b—d).

Similarly to the CP side we define a constraint as a virtual By,, track called Btube
using the IP profile. As illustrated in Fig. BI3, we extrapolate back the Bop track toward
the IP to find the Y(4S) decay vertex and expand it in the Bi,, flight direction. The
resulted long ellipsoid is regarded as the virtual track. The Bi,, direction is calculated
from the momenta of Bop and beams.

Figure B-T4 shows the distributions of vertex position residual and the number of
tracks used in the vertex fit for the signal MC events where the vertex fit is successful.
The fit is performed with and without the Btube constraint. The Btube constraint does
not only improve the resolution but also helps to save events where only one track is
available for the vertex fit, which amounts to around 5% of the reconstructed events.
The asymmetry in the resolution arises from the charmed intermediate states.
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Figure 4.14: Distribution of Bi,, vertex position residual (left) and the number of tracks
used in vertex fit (right) for the signal MC events. The vertex fit is repeated with and
without the Btube constraint. Only the candidates with successful vertex fit are shown.

We select candidates based on the tag-side vertex fit quality, requiring:

e success of the fit,
e 0, < 500um, and
(25)™ < 100,

where ¢, and (%)tag are the vertex position uncertainty and reduced y? estimated by
the fit. The success of tag-side fit also requires that of the C'P-side fit which is necessary

for the construction of Btube.

Figure BT shows the distribution of o and o;*®. The first peak in the ¢ distri-
bution is formed by events where at least one K2 has PXD hits in its daughter tracks. In
such a case, the vertex resolution is comparable between Bep and By,,. Otherwise, the
Bep resolution is worse in most of the cases.
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Figure 4.15: Distribution of ¢ and ¢, for signal MC events

4.5 Flavor tag

As briefly mentioned in Sec. B2, we identify the Bi,, flavor from its decay products using
the flavor tagger. The flavor tagger adopts 13 categories of By,, flavor signatures as shown
in Fig. I18. Each category aims to catch the signature of a particle or correlation between
particles which characterize the CKM-favored b — ¢ — s cascade decay or leptons from
semileptonic decays of mesons. The flavor tagger software is implemented as BDTs in two
steps as shown in Fig. IT70. The first-step BDTs correspond to the 13 tagging categories.
They use the particle identification information and kinematic variables of the tag-side
tracks reconstructed on the hypothesis of the corresponding particle type to extract the
B, flavor. Some categories also use the output from other categories. Then the second-
step BDT combines the outputs from the first-step BDTs to get the final estimate of Bg
flavor ¢ and its credibility 7.

Figure B-I8 shows the distribution of the flavor tagger output ¢r in the signal MC. We
confirm the tagging performance in the signal MC agrees with that of the independent
measurement, from which we quote the values of w and Aw. The flavor tagging fails only
if there is no track from By,,. Since our Bi,, candidates are required to have at least one
track for the success of vertex fit, the flavor tagger always estimate some results.
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4.6 Continuum suppression

We use a BDT classifier O¢g to suppress the dominant ¢g background events using the
different event topology between ¢g and BB events. The input discriminating variables

are the following.

14 modified Fox-Wolfram moments called KSFW [27]

The Fox-Wolfram moments are the moments of spherical harmonics for the momen-
tum distribution in an event. For B physics, we use modified Fox-Wolfram moments
that are computed using subsets of particles in the event, which are categorized ac-
cording to their side (Bep or Bi,g) and types (charged, neutral, or missing). Here,
missing momentum is defined as an additional virtual particle. The moments are
defined as

;? = Z Z |pj37|‘Pl(COS 6i7j$) (ZL’ =0,1, 2al =0, 274)7 (46)
ZZQgQungpkm(cos 634) (1= 1,3),and @)

ZZH%HPHPI cost;y) (1 =0,2,4), (4.8)

where 7 runs over the Bep daughters, j(x) and k runs over the By,, (z=0:charged,
L:neutral, 2:missing) daughters, Fj(cosb; ;) is the lth order Legendre polynomial of
the cosine of the angle between ¢th and jth particles, and Q; = £1 is the charge of
ith particle.
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e transverse energy and missing mass squared

Er = Z(pT)ia (4.9)

i 2
MI%HSS = (Ebeam - Z Ez) - ZPZQ, (410)

where ¢ runs over all particles in the events.
e magnitude of thrust of By,, (thrustOm)
. t . 4
7 2t Pl (4.11)
> |pil
where t is a unit vector called thrust axis that maximizes T and 7 runs over the
By, daughters.
e cosine of the angle between the thrust axes of Bep and Bi,, (cosTBTO)

We sample 100,000 events each from the signal and gg MC to form training and testing
samples. We do not apply the K9 selection to the gg sample to keep a large number of
events enough for training. Although this may slightly degrade the sensitivity of the BDT
if the event topology changes through the K2 selection, it should not introduce any bias
on the measurement. Figure B9 shows the distribution of the discriminating variables
for the signal and ¢g events. We find the jet-like feature of the ¢g events: large thrust,
aligned thrust axes of B candidates, and large higher-order moments.

The distribution of the output BDT classifier O¢g is shown in Fig. for the train-
ing and testing samples. The consistency of the distributions indicates no significant

overtraining. We apply a loose selection, O¢cg > 0.1, which rejects half of ¢g and retain
98% of signal. We then define a modified classifier,

Ocs — 0.1

—_— 4.12
e (4.12)

Ocg = log
and use it for signal extraction fit after selecting events within —10 < Opg < 10 (see

Sec. b32). Figure 221 shows the distribution of O for signal and background MC events
with different event types.
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Figure 4.19: Distributions of input variables for continuum suppression BDT. The dis-
tributions are shown separately for signal and ¢g events in the testing sample.
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4.7 Best candidate selection

Figure 22 shows the distribution of candidate multiplicity for signal MC after we apply
all selections described so far. The average candidate multiplicity is as small as 1.030. For
events with multiple candidates we choose the candidate with the smallest Bop vertex
fit x2. After the best candidate selection, 98.3% of the reconstructed candidates in the
signal MC are correctly reconstructed.

10°

10° |
104
10°
10%
10t
100 | H
candidate multiplicity

Figure 4.22: Distribution of candidate multiplicity for signal MC events that contain
selected candidates

4.8 . veto

Apart from the non-resonant B® — KYKYK? decay, there are contributions from quasi-
two-body decays B — X(— KJK?)KY. Because our goal is to explore the NP ef-
fect in CP violation of b — s transition, we regard the f resonances such as X =
f0(980), fo(1710), fo(2010) to be signal considering they originate from b — s and are CP
even. On the other hand, b — ¢ decays are problematic. The expected branching fraction
or its upper limit for these decays are listed in Tab. 2. We expect the largest contri-
bution from y.K?, whose contribution is measured to be around 5% of B® — KYK2K?.
Being CP even, it does not affect sin 2¢; measurement within the SM but it would dilute
the possible NP effect in b — s transition. The dilution effect would be complicated due
to the strong phase difference with respect to B® — KYKYK?.

We veto the yK° decays by rejecting B® candidates if the invariant mass of any
combination of two K9 fulfills

3378.8 MeV/c? < Moy < 3447.1 MeV/?, (4.13)
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Table 4.2: Branching ratio or its upper limit of resonant background decays [{].

The

numbers in the parentheses are the uncertainties of the last digit(s) or confidence level
of the upper limits. The rightmost column shows the ratio of the branching fraction of
B® —» X(K2K?)K? to that of B® - K KYK?.

X B(B° - XK") B(X — K°K?%) | B(B" — XK")/2 | ratio to signal
xB(X — KOK9)
D° 5.2(7) x 1075 1.41(5) x 10~* 3.7x 107" 6.2 x 1074
X0 1.9(4) x 1074 3.16(17) x 1073 3.0 x 1077 5.0 x 1072
Xel 3.95(27) x 10~ <6 x 107° (90%) <1.2x1078 <2.0x1073
Xe2 | < 1.5x107° (90%) 5.2(4) x 1074 <3.9x107" < 6.5 x 107
Ne 80(L.1)x107* | <31x107*(90%) | <1.2x107" <2.0x 1072
J /b 8.91(21) x 107* | <1.4x 1078 (95%) | <6.2x 10712 1.0 x 1076
¥(29) 5.8(5) x 1074 < 4.6 x 107% (95%) <1.3x107° 2.2 x 107*
which covers 90% of a relativistic Breit-Wigner function,
F(Magucr) : (1.1
KOK%) — ) .
5 <M12<gKg - m>2(00>2 + 'rn?(col—\2
where
2v/2m,,,, I
k= —\/_”Zm T (4.15)
T \% mXcO + ’y
3= \Jm2 (m3, + T2, (4.16)
My, = 3414.71 MeV/?, and (4.17)
I' = 10.8 MeV/c? []. (4.18)

The x.o veto rejects around 7.5 % of the reconstructed signal MC events.

We neglect the decays via the other resonances because the rates are lower than
the signal decay by three orders of magnitude or the decays are prohibited by P,CP
conservation laws.

4.9 Background sources

Let us consider the sources of background events. As shown in Fig. B9, ¢g dominates
the background and distributes gently in My, and M. The rest, BB background events,
are classified into BB combinatorial and BB peaking. The BB combinatorial are the
events where the Bgp candidate is reconstructed from the combination of decay products
of both B mesons. In the BB peaking events the Bep candidate is reconstructed solely
from the decay products of either B meson. The M,.-M scatter plot of BB background
events is shown in the left of Fig. B23. The BB combinatorial distribution is flat and
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qq-like while the BB peaking forms a peak in the low-M region. The BB peaking comes
mostly from B — KYK9K* decays. We will exclude the region contaminated by BB
peaking, (5.265GeV/c? < M. < 5.29GeV/c?) A (5.08GeV/c? < M < 5.1814 GeV/c?),
when estimating the signal yield to avoid biasing the result. The region is shown as red
x in the right plot of Fig. B—23.

As the remaining BB combinatorial are similar to the dominant ¢g component in
terms of M. and M, we treat all background together. Though the O¢g distribution is
different between ¢g and BB, it does not affect the signal yield extraction. We determine
the background Ocg PDF shape using the control sample data BT — KOK?K™, where
we expect the same fraction of BB combinatorial to ¢g as B — KYK2K? based on the

generic MC.
o
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Figure 4.23: (left) My.-M scatter plot of BB background events in the 700fb™" generic
MC that pass our selection. The events are classified to combinatorial background, peak-
ing background from B°B°, and peaking background from B*B~. (right) peaking BB
background events in the generic MC (red dots) are overlaid to the signal MC events (his-
togram). The signal MC is arbitrarily scaled. The red x indicates the region excluded
when we estimate the signal yield.

4.10 Summary of selection criteria

As explained in Chapter B, we classify the reconstructed events into TD and TI after
applying common selection criteria. Table summarizes the baseline selection criteria
required for both TD and TT events and the TD classification criteria additionally required
for TD events.

Table B4 shows the cumulative and relative efficiencies of the baseline selection for
signal MC, background MC, and data sample. The cumulative efficiency is normalized
by the number of generated events for signal MC and by the number of events after
selections on K9 candidate, M., and M for background MC and data. The difference in
the expected and observed events should come from the imperfection of ¢g simulation.
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Table 4.3: Summary of baseline selection and TD classification criteria
purpose

criteria
457.6 < My+r— < 537.6 MeV/c?
OKg > (0.75
5.2 < My < 5.29GeV/c?
5.08 < M < 5.48 GeV/c?
tag-side vertex fit succeeds
baseline selection 0, < 500 ym

(25)"* < 100
Oos > 0.1
—10 < Opg < 10
highest CP-side vertex fit x>
Mgy < 3378.8 MeV/c? or 3447.1 MeV/c? < Moo
none of K9 from Bgp is off-diagonal
at least one of KY from Bep has VXD hits
o <500 pm
(%) <327
—30 < At < 30ps

TD-event classification

Table 4.4: Relative (cumulative) efficiency (%) of baseline selections for B® — KYK2K?
decays. The efficiency is shown in separate columns for signal MC, background MC,
and data sample. The cumulative efficiency is normalized to the number of all generated
events for signal MC and to the number of events after the first selection for background
MC and data. The last row shows the expected and observed number of events.

selection signal MC background MC data
acceptance,
K? selection, My, M | 34.10 (34.10) - (100.00) - (100.00)
Ocs > 0.1 98.14 (33.47) 50.52 (50.52) 52.61 (52.61)
—10 < Opg < 10 100.00 (33.47) 99.97 (50.50) 100.00 (52.61)
tag vertex fit success | 98.94 (33.11) 97.67 (49.32) 97.39 (51.24)
(j—g)tag < 100 92.05 (30.48) 89.16 (43.98) 90.90 (46.58)
a;ag < 500 pm 99.90 (30.45) 99.74 (43.86) 99.71 (46.44)
best candidate selection | 98.54 (30.00) 96.42 (42.29) 98.11 (45.56)
Xeo Veto 02.62 (27.79) 95.63 (40.44) 94.11 (42.88)
expected /observed 110.5 2523 1903
qq : 2458
number of events BB comb : 49.1
BB peak : 16.3
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Table 4.5: Relative (cumulative) efficiency (%) of TD classification criteria for B® —
KYK?K? decays. The efficiency is shown in separate columns for signal MC, background
MC, and data sample. The cumulative efficiency is normalized to the number of events

after the baseline selection. The last two rows show the expected and observed number
of TD and T1T events.

selection signal MC background MC data
reject off-diagonal K 86.65 (86.65) 81.47 (81.47) 72.99 (72.99)
at least one K° with VXD hits | 99.57 (86.27) 99.80 (81.31) 99.78 (72.83)
(2) 7 <327 76.53 (66.02) 67.02 (54.49) 60.03 (43.72)
o <500 pm 99.85 (65.92) 99.84 (54.40) 99.64 (43.56)
—30ps < At < 30ps 99.95 (65.89) 99.90 (54.35) 100.00 (43.56)
TD fraction 65.89 54.35 43.56
expected /observed 72.8 1372 829
qq : 1344
number of TD events BB comb : 21.4
BB peak : 6.5
expected/observed 37.7 1152 1074
qq: 1114
number of TT events BB comb : 27.7
BB peak : 9.8

The cumulative and relative efficiencies of the TD classification criteria are summa-
rized in Tab. BZ4. The cumulative efficiency is normalized by the number of events after
the baseline selection. While the most of the above selections are loose, the ones about

off-diagonal K9 and (2‘—;) or downgrade 35% of events to TI in the signal MC (See Ap-
pendix H for details).

The overall signal reconstruction efficiency including detector acceptance is 27.79%,
for TD events 18.3% and for TI events 9.5% in the signal MC. With 200 x 10¢ BB, we
expect 110.5 (72.8 TD 4+ 37.7 TI) events assuming the same fraction of B°B° and BTB~,
B(B° — KYK2K?) =6 x 107% and B(K? — nt7~) = 0.692. As for background events,
we expect 2523 (1372 TD + 1152 TI) events with 190 fb~".

In the data the fraction of TD is lower than the MC expectation, because of lower

efficiencies in (%)CP and off-diagonal K¢ rejection. The data-MC difference of off-

diagonal K9 fraction is attributed to the difference of PXD efficiency and fake hit rate.

4.11 Figure of merit
The K7 selection thresholds, (457.6 MeV/c® < M+, < 537.6 MeV/c?) A (Ogg > 0.75),

are determined to maximize the figure of merit FOM = S/+/S + B. Here, S and B are
the expected numbers of signal and background events scaled to 200fb™! in a tentative
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Table 4.6: Breakdown of background events using the number of true K°. Background
Bep candidates are classified according to the number of true K9 in Bep (0, 1, 2, 3)
and the fraction of each class is shown in %. The fraction is shown before and after K7

selection.
number of true K2 | before K? selection | after K2 selection
0 65.0 0.2
1 29.4 3.8
2 5.2 26.2
3 0.3 69.7

signal region (5.27 GeV/c?* < My, < 5.29 GeV/c?) A (5.18 GeV/c?> < M < 5.38 GeV/c?) A
(Ocs > 0.5) with all the baseline selections applied except for the ones regarding K2,
best candidate selection, and the y. veto.

We calculate FOM while changing the O K9 threshold and the width of M, +,- window
in steps of 0.01 and 5MeV as shown in Fig. B24. The (’)Kg threshold of 0.75-0.9 and
M+~ window of 20-50 MeV/c? are favored within the statistical fluctuation.

To see the performance of the determined K9 selection criteria, we count the number
of true K? out of three K candidates in each selected background events. As shown in
Tab. B8, 78 % of background Bep candidates surviving K9 selection are reconstructed
from random combinations of three true K and thus irreducible.

8.6
—— +15.0 MeV/c? + 35.0 MeV/c?
sal + 20.0 MeV/c? + 40.0 MeV/c?
’ +25.0MeV/ic2  —— =+ 45.0 MeV/c?
+ 30.0 MeV/c? + 50.0 MeV/c?
8.2
8.0
m
+
") 7.8
)
7.6
74}
7.2
7.0 | i | | |
0.0 0.2 0.4 0.6 0.8 1.0

Ok threshold

Figure 4.24: Result of FOM scan. Curves show the FOM as a function of Ogg threshold
with different M, +,- window widths denoted in the legend.
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4.12 Data-MC comparison of variables

We compare the distribution of variables between data and MC. For the comparison we
mix the background and signal MC samples equivalent to 700 fb~! with the expected rate
and normalize the distributions by area. Figure E=23 and provides the comparison
for TD events, and Fig. 27 for TT events.

In general the distributions agree well within the statistical uncertainty while we
find discrepancies in ¢r and azag distributions. These discrepancies should arise from
the background component, which dominates the distributions. Considering that, we
use data sideband rather than MC sample to estimate the PDF of r distribution of
background events in the following analysis (see Sec. B21) We attribute the discrepancy
in azag distribution to the difference in PXD efficiency and fake hit rate, which is also
indicated by the data-MC difference in off-diagonal K? fraction. The imperfectness in
qq simulation can be another reason of the discrepancy. In the following analysis we use
azag to estimate tag-side vertex resolution on an event-by-event basis but do not have to
know the PDF of its distribution (see Sec. E3). Therefore, the discrepancy in the o,

¢ is estimated correctly. The same

distribution does not affect the analysis as long as aEa
tendencies are seen in the control channel, which provide a larger data set and thus more

decisive comparison (see Appendix. AZ3).
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Chapter 5

Estimation of CP asymmetries

5.1 Maximum likelihood fit

We estimate the CP violation parameters by an unbinned maximum likelihood fit (“CP
fit”) using events within the signal region defined as

(5.2708 GeV/c* < My, < 5.2882 GeV/c*)A
(5.1814 GeV/c? < M < 5.3661 GeV/c*)A (5.1)
(—3.945 < 05 < 5.807).

The likelihood function to be maximized is

L= HPTD(A%%') HPTI(Qj)a (5.2)

where ¢ runs over TD events and j over TT events. The likelihood for a TD event is given
by

P™ (AL, q) = fug / dAYPLY (A, q)R(At — At) + (1 — fag) Pog(AL), (5.3)
_lag
PP (At q) = € 50 [1 — gAw + q(1 — 2w)(S sin(AmaAt) + A cos(AmgAt))],
TBO
(5.4)
and for a TI event,
P _ pTI 1 - fsig
(q> - fsig sig (Q) + Ta (55)
1
TI N
Pig(q) = 5 |1 — qAw + q(1 — 2w) A (5.6)

2 1+a2
Here,

e fs. is the signal probability calculated on an event-by-event basis called signal

fraction,
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Table 5.1: Parameters in the CP fit and the methods to determine them

parameters method
( Fyig signal extraction fit to data
signal PDF (My., M, O¢g, 1) fit to signal MC
fsig § background PDF (M., M, Of) signal extraction fit to control channel data
background PDF (r) My-sideband data of control channel
| signal/background PDF (cos 6/3;) theoretical assumption
R(0AL) fit to signal MC
Poxg(Al) fit to My-sideband data
w, Aw calibration using B® — D®)~h* decays [I]
Tpo, Amy world average from PDG [[7]

o R(JAR) is the response function of At measurement called resolution function, and
o P (At) is the PDF of measured At for background events.

In the CP fit, S and A are the only free parameters. We fix the lifetime and mixing
parameters to the world average and consider their uncertainties as a source of systematic
uncertainty [7]. For testing purpose, we sum the PDF over ¢ = +1 and perform a fit
to determine the lifetime 70 (“lifetime fit”). Table Bl summarizes how the parameters
other than S and A in the CP fit are fixed. We describe the details in the following
sections.

One can include the flavor tagging asymmetry p as well as Aw in the PDF to correct
the bias. We rather ignore the effect in the fit model and consider it as a source of
systematic uncertainty in this analysis because the uncertainty of the p parameters are
still large and g is not significantly observed for most of r bin.

We use the MIGRAD and MINOS functions from the MINUIT package for the mini-
mization of negative log likelihood and estimation of fit uncertainty [37].

5.2 Signal fraction

The signal fraction fg, is calculated using the fraction of signal events in a given data set
Fg and five variables that discriminate signal and background:

T = (Mye, M, Opg, cos 05, rbin), (5.7)

Fsi Psi (f)
fsig(Z) = L — 5.8
s(7) Flig Pig(T) + (1 — Fiig) Poxg(7) (5:8)

where cos 0} is the cosine of the angle between Bop momentum and the boost direc-
tion at the center-of-mass frame and Pigbig) (%) is the PDF of ' for signal (background)
component. We describe the one-dimensional PDFs ng(bkg)(aﬁ) in Sec. B22Z1. We de-
fine the five-dimensional PDF as the product of the one-dimensional PDFs assuming no
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Figure 5.1: Signal extraction region on My.-M plane
[Region used for signal extraction fit shown on M.-M plane (green). The signal region
is shown in blue.]

correlation between them:
- o/ cos 0% * rbin .
Pyig () = Py (M) Pit (M) P (Og6) Py 2 (cos ) P (rbin), (5.9)

. (o} cos 0% * rbin .
Pocg (%) = Per* (Muc; Encam) Pitg (M) P& (Ofs) P © (cos ) Biva (rbin). (5.10)

We determine the overall signal fraction Fi, by an unbinned maximum likelihood fit
(signal extraction fit) to the three-dimensional distribution of M., M, and Of¢ using
the following PDF"

P(Mye, M, Oleg; Eveam) = Fag P (M) P (M) PSS (Olg)+

sig sig sig

O/
(1 - Fsig)Ptf\l/flgjc (Mbc; Ebeam)Plf\l{g(M>Pbkgs(O/CS)’ (5'11)

In the signal extraction fit we use the events within

(5.2GeV/c* < My, < 5.29 GeV/c*)A (5.12)
(5.08 GeV/c* < M < 5.48 GeV/c*)A (5.13)
(—10 < Opg < 10), (5.14)

while excluding the region contaminated by the BB peaking background,
(5.265 GeV/c? < My, < 5.29GeV/c?) A (5.08 GeV/c? < M < 5.1814GeV/c?).  (5.15)

Figure bl shows the fit region on the My.-M plane. We normalize the PDFs of M. and
M appropriately within the region. F, is defined as the fraction of signal events within
the same region.

We estimate Fg, separately for TD and TI events because MC samples predict sig-
nificantly different Fi, and signal M distribution between them.
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Table 5.2: PDF models of M., M, Opg, cos by, and r bin distributions. The number of
free parameters are shown in parentheses.

variable signal background
My, Gaussian (3) ARGUS (1)
M double Gaussian (5) 1D Chebyshev polynomial (1)
Opg | bifurcated Gaussian (3) | bifurcated Gaussian + Gaussian (6)
cos 07, 1 — cos® 0% uniform
r bin histogram histogram

5.2.1 1D PDFs

We model the PDFs for My, M, and O 4 as

Pige (M) = (Mbc,uffgb%USIM;C), (5.16)
Pt (Mye; Eveam) = ARGUS(Mie; apye, Eveam/2), (5.17)
Slg( ) = f151g (M'leigaaiwsig) (1 _ff\,gig)G(M§N§,4sigaUéw,sig)a (5.18)
B bkg(M )= Cbkg 2MMmZHfX]\/_[mji\jmin> (5.19)
Pic® (Ops) = DG(Ops: 15 01 G 0m ) (5.20)

bkg (OCS) fi bkng(OCSmul bkg’g?glfg)
+(1-f bcksg)blf‘G(OC& Mgokga USL, ‘bkg> Ufficﬁkg) (5.21)

where M. = 5.48 GeV/c? and My, = 5.08GeV/c? are the upper and lower limits of
M, the other parameters are free parameters, and functions G, ARGUS, and bifG are
defined as

1 z—p)?
G(z;p,0) = e_( 27 , (5.22)
2o
ARGUS(z;a,c) = /1 — (x/c)%e” a(1=(x/c)?) [BR], and (5.23)
2L p0n) (< p)
bifG(z; p, o, 08) = ¢ 751" T 5.24
(st 71 07) {gfﬁG(x;u,UR) (0> p) (524

We determine the parameters of signal PDFs of M., M, and Ofg by an unbinned
maximum likelihood fit to 1000 events sampled from the signal MC sample. We keep
the number of events only one order of magnitude higher than the expected number
in data so that we can reasonably simplify the PDF models. Because M distribution
for TT events have a larger and broader tail than TD, we define a separate parameter
set for M. Figure b2 shows the distributions and fitted functions. The signal region
in Eq. (B retains 99.73% of the signal PDF in each dimension. We determine the
background PDF parameters by a signal extraction fit to the control sample BT —
K?K?K™ simultaneously with its signal fraction (see Appendix @). The parameters of
My, M, and O g PDFs are summarized in Tab. B3.
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Table 5.3: Parameters of M., M, and Opg PDFs

parameter value
plle 1 527951 £ 0.00009 GeV/c?
ohee | 0.002899 = 0.000065 GeV/c?
flGe(TD) 0.833 + 0.021
(1%, (TD) | 5.27962 % 0.00034 GeV/c?
o} (TD) | 0.00853 £ 0.00032 GeV/c?
3L, (TD) | 5.2737 £ 0.0031 GeV/c?
o3t (TD) | 0.0384 4 0.0027 GeV/¢?
S (TT) 0.574 + 0.024
(i1, (TT) | 5.27845 £ 0.00057 GeV/¢?
o1l (TT) | 0.01081 % 0.00063 GeV/c?
Pl (TI) | 5.2641 & 0.0038 GeV/c?
05 (TT) 0.0740 + 0.0035 GeV/c?
e 253 % 0.10
LSS 2.160 = 0.075
oRes 1.091 + 0.062
e —233+1.3
Chkg —0.208 £ 0.019
I 0.869 + 0.033
G, “1.118 4 0.041
Cos 1.780 + 0.038
uf,fflfg 2.25 +0.30
Oy 4.61 4 0.38
Ot P 0.74 4 0.21

67



1.0

o
©

< bbb
= LU
0900 -0.75 -050 -o‘.zsc g.sogs* 025 050 075 100 0900 -0.75 -050 —o‘.zsc ct));)gg 025 050 075 100
(a) signal MC (b) background MC

60

+  B%->k2K2K? data, My < 5.265GeV/c?
50

o
Do

20 |

10

0 1 1 1 1 1 1

-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00
*

cosBg

(¢) Mpc-sideband data

Figure 5.3: Distributions of cos#j; in signal MC (a), background MC (b), and M-
sideband data (c). The red curve shows the signal (a) and background (b,c) PDFs.

We define the PDF's of cos 0}; as
cos 0% * 3 *
Py, "(costp) = Z(l — cos® 0%) and (5.25)

P (cos ;) = 0.5 . (5.26)

The signal PDF is the theoretical distribution where two pseudoscalar mesons are pro-
duced from a transversely polarized vector meson. Figure b=3 shows the PDFs together
with cos 0 distributions for signal and background MC samples and Mj,.-sideband data
defined as My, < 5.265 GeV/c2.

We use histogram PDFs for 7 bin. The signal PDF is sampled from MC. Because we
find a disagreement in the rbin distributions between data and MC as shown in Fig. b,
we use the r bin distribution in the M, sideband (M, < 5.265 GeV/c?) of control sample
data BT — KYK2K™ as the background PDF. We also confirm that TD and TT events
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have similar r bin distribution as shown in Fig. b3 since we keep the same tag-side vertex
cut for both categories.
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Figure 5.4: r bin distributions in M),-sideband data and background MC. The distribu-
tions are shown each for B® — KYK?K? (a) and BT — KKK (b).
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Figure 5.5: r bin distributions of TD and TI events from B® — KYKYK? signal MC (a)
and background MC (b)

5.2.2 Results of signal extraction fit

Figure b8 and b7 shows the fit result of three-dimensional fits to TD and TI events.

Table b4 summarizes the obtained values of Fy, and purity in the signal region.

The total number of observed events, 103712  is consistent with our expectation,

106 + 9, which is based on:

e Nyp=(198+3.0) x 105,
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Table 5.4: Results of signal extraction fit to B® — KJKYK? data. Ny, is the number of

signal events.

TD events

TI events

total

Number of events in the fit
Flig
Nsig
Nsie in signal region
purity in signal region

788
0.067603 70010111
53.271819
52.9
53.7 %

1005
0.04996710 0omiar
50.2218:3
48.1
44.7 %

1793
103.491155
101.0
49.0 %

B(Y(4S) — B°B°) = 0.486 + 0.006,

B(B® — K!K?K?) = (6.0 £0.5) x 107°,
B(KY — ntn~) = 0.692, and
reconstruction efficiency of 27.8 % in MC,
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in (a,c) originates from the non-rectangular fit region shown in Fig. bl
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5.3 Resolution function

We define the resolution function as the convolution of four functions [39],

R= Rk X Rrec X Rasc X Rnpv (527)
where
e Ry corrects an approximation of boost factor,
o R, stands for the detector resolution of Bgp vertex position,
® R, stands for the detector resolution of By, vertex position, and
e R,, stands for the bias on Bi,, vertex position due to secondary tracks from long-

lived intermediate states including a charm quark.

The correction of boost factor requires estimation of cosf} and Epean. The detector
resolution and the secondary-track bias strongly depend on x?/ndf and o, of the vertex
fit, so we use them as conditional variables of R,ec, Rasc, and R, to describe the resolution
well and to eventually improve the sensitivity to C'P violation.
2\ CP

o)

100, to determine the parameters of resolution function. As the parameter determination
fully relies on the MC, we validate the parameters using Bt — K2KYK™ data, for which
we set most of the resolution function parameters common to BY — KYKK?. Although
the resolution function works fine for B® — KIKOK9 up to () " <100, we find
that the common parameters cannot describe the resolution for BY — K?K?K™' when

In this section we use TD events from the signal MC but with a loose cut, (

ndf

(Ti‘—;) P is large (see Appendix [@l). Therefore we conservatively apply the tight selection
of (%) “P < 3.27 to TD events in the CP fit. Within the (3—;) or range, the common

resolution function parameters work for both Bt — KYK?K™ and B® — KK K.

5.3.1 Kinematic approximation

In Eq. (BZ) we approximate the boost factors of B mesons by that of Y(4S5) as the B’s
are almost at rest at the center-of-mass frame. They are correctly expressed as:

LY P cos 0%

(BY)cp = Br—=2 + 72— = (ax + &) By (5.28)
mp mp
EY Pl cos 0%

(BY)tag = By—2 —vE—L = (ax — )7, (5.29)
mpg mp

where E} and pj are the energy and momentum magnitude of B meson at the center-
of-mass frame calculated from FEyeam:

E% = Eyeam /2, (5.30)

Pp = \/(Ebeam/2)2 - m. (5.31)
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Without vertex resolution, measured At would be

At — gCP - etag

= (5.32)
_ M . (ﬁv)tag
=g e = (5.33)
= ap AT+ (top 4 tiag), (5.34)

where tcp and i, are the true proper decay time of Bep and By,g. ap ~ 1.002 accounts
for a relativistic effect and ¢;, ~ 0.22 cos 0} for correction due to nonzero B momentum
at the center-of-mass system. We calculate a; from the beam energy calibration and
measure ¢, on an event-by-event basis.

The PDF for the measured At is given by

P(At) = / AL B (At") Ry (At — At™°) (5.35)
1 |At]
arn exp ( o £ Ck)TB> (+for At > 0, — for At < 0), (5.36)

Attrue
where By = ﬁexp <—‘ - |

Ref. [39].

> is the true PDF for At. The expression of Ry is in

5.3.2 (P-side resolution function

We define the CP-side resolution function R, as

2 2
R (197 (20) 07 = (1= FIG (5675 = 0.0 = (5580 + SEEA (1) o)

ndf ndf
2
1SRG (80P 1= 0,0 = (sSB0 + $CRL (X))o 0P )|
ndf
(5.37)

where 00¢F is the residual of measured vertex position from the true position and fGF
Slfi’g((tl;ﬂ) are free parameters. We determine the parameters by fitting R,.. to the
distribution of §¢¢7, (T’f—;) CP, and ofT in the signal MC. The parameters are shown
in Tab. 58. Figure B8 shows the 6¢¢F distribution and the fitted function. Dividing
the distribution in bins of ¥ and (%)CP as in Figs. b9 and B0, we find that the

resolution strongly depends on these variables and R,.. describe the dependence well.

and s

Ryec can also cover well the difference in number of PXD hits on the CP side (See
Appendix D).
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Figure 5.8: 6¢¢" distribution of signal MC events and R, fitted to the distribution. The
bottom plot shows the difference of the distribution and the fit curve normalized by the

LBoost residual [um]

nEntries = 59816
A f_tail = 0.203 +/- 0.0073
10° i\ mu_main = 0 +/-0
P SR | mu_tail =0 +/-0
' % S0_main = 0.934 +/- 0.006
2 X SOl ail= 134 0025
10 / \ s1_main = 0.0448 +/- 0.0019
s1_tail = 0,662 +/- 0.02
10 i
i ; i * 8] i
il B3 Faienkn
Ti & TF i1 1} T[' y O HL ']
)
H T I
1
jinn) ] A0 E ORI I ENID)
1010100 OO ONatd OURroRaroy HOTIATIOOrotn SArOTIATION SO R
-1000 -800 *600 —400 -200 0 200 4 801
LBoost residual [um]
s 3EC
a EE
3 I
-3
:& 0 -800 -600 -400 -200 0 200 400 600 1000

statistical uncertainty.

LBoost residual [um] (0 < LBoost uncertainty [um] < 22.9924)

1
14
N Pl
. 1
ﬁ L)
b %
i b
1008866 w5000
B |
; i ;
- Ll
i i
“f000 800 600 =200 o 200 700 800 To
cP
(a) 05" < 23 um

LBoost residual [um] (38.2249 < LBoost uncertainty [um] < 63.839)

600 1000
LBoost residual [um]

(c) 38um < ofF

Figure 5.9: §¢CF distribution of signal MC events shown in bins of 0. Ry is overlaid
to the distribution, whose parameters are fixed by the fit shown in Fig. B8. The bottom

plot shows the difference of the distribution and the fit curve normalized by the statistical

uncertainty.

50 B0 1000
LBoost residual [um]

< 64 pm

5

800
LBoost residual fuml

LBoost residual [um] (22.9924 < LBoost uncertainty [um] < 38.2249)

_,,.a-"

§ i ;3
200 400 600 800 00
LBoost residual [um]

Pull

T

el

4

(b) 23 um < o

E Tooo
LBoost residual luml

P < 38 um

LBoost residual [um] (63.839 < LBoost uncertainty [um] < 500)

1000 -800 600

0
Cooost reaciual

i L e

ZE
J
¥

00600 00 200 o

20 w0 50 i 000
LBoost residual fum

(d) 64 pum < ofF



LBoost residual [um] (0 < chi2/ndf < 0.752649)

8|

Pull

hidayLornscancn
TR

&
&

< 0.75

(a) (2"

LBoost residual [um] (1.26763 < chi2/ndf < 2.67345)

1000 <800 600

1600
oost residual um]

Eéé

= =

e e
() 1.27 < (X) 7" < 2.67

Figure 5.10: §¢“F distribution of signal MC events shown in bins of (X—2

LBoost residual [um] (0.752649 < chi2/ndf < 1.26763)

10°
10°
10?
i :
I I
¥ QL
E I
I LA I 1
1000 B0 a0 oo .50 000
Caoostrsil ()
L
: "
EI ; iRk PR T
EH ]
~Ho00 800 B 300 200 ) 200 200 o T
Looost el am
2, CP
(b) 0.75 < (X)) <127
ndf
LBoost residual [um] (2.67345 < chi2/ndf < 100)
AN
L= / \
; ;
ok
1 J
it
. I
/R B
11O Bt 8 1 I I Il
1006 B0 a6 e 600
Caoost reaiual ]
%E i ! i
~Ho00 =800 5 200 200 0 200 300 il 0

(d) 2.67 < (X5

CcP
7)

) or Rrec is

ndf

overlaid to the distribution, whose parameters are fixed by the fit shown in Fig. B=8. The
bottom plot shows the difference of the distribution and the fit curve normalized by the

statistical uncertainty.

Table 5.5: C'P-side resolution function parameters fixed by the fit to signal MC shown in

Fig. B3
parameter value
CPO10.9344 £ 0.0060
CRL 10,0448 4 0.0019
sCho 1.126 + 0.026
o 0.6619 = 0.020
or 0.2030 + 0.0073
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5.3.3 tag-side resolution functions

We describe the tag-side resolution by the convolution of two functions, R.s. and Ryp.
R.. takes the same form as R,.. but with independent parameters:

2 2
Rase (wag (X )tag,oﬁag> =(1- f2)G (Mtag;u =0,0 = (s\%0 + sfﬁi{i(x—)tag)azag)

ndf ndf
2
G (‘Wag; = 0,0 = (580 4 gleet (X—)ta%fg) '

ndf
(5.38)
We define R, as the sum of a delta function and asymmetric exponential tails:
2
o (Mag o)™ ) F50(80°8) + (1 = f5) fy Ep(00°%;7 = 7/0}")
+ (1= f5)(1 = fo)Bu(608; 7 = 7/5)%), (5.39)
where E, and E), are one-sided exponential functions:
rexp(=%) (z>0)
E(g7)=4d 7 T A4
o ={ ¢ o0 (5.40)
0 (x > 0)
En ; = > 41
5 ={ Lepen) (20 o4
and fs, fp, and 7’ are expressed as
0 2+ fH(5)"™ <0)
2\ ta 2 \ ta,
=9 B+ O<R+R05) " <), (5.42)
2\ ta
1 S+ ()" >
0 (f0+ floy™® < 0)
fo = tf+ﬂt%(0<ﬁ flop® <1) (5.43)
1 (f9 +ﬁt%>n
ag tag
< max
T 0y rl(X ) (0 4+ 71 (X )tag ) | (5.44)
max (7_ 4T (ndf) > Tmax)
using seven free parameters f;', 1, and r0bmax,

As well as Ryec, we determine the 12 parameters by fitting R.sc ® Ry, to the tag-side
distribution. The parameters are shown in Tab. bB. Figures b1, bT2 and BT3 shows

tag

the 0¢*¢ distribution and the fitted function over entire range and in bins of ¢,*® and

(ﬁdf)tag'
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Table 5.6: Tag-side resolution function parameters fixed by the fit to signal MC shown
in Fig. b1

parameter value
stg 1.0000 =+ 0.0078
Sty 0.0675 + 0.0032
St 9.49 + 0.68
S 0.24 +0.14
o 0.00455 = 0.00071
70 0.955 4 0.022
! 0.2025 + 0.0044
T 5.24 £ 0.14
N 0.8748 £ 0.0058
. —0.00185 % 0.00016 gm ™!
5 0.706 & 0.011
s —0.164 4 0.045
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5.3.4 Lifetime fit

To confirm that the resolution function correctly describes the At resolution in MC we
extract BY lifetime using about 60,000 TD events from the signal MC sample, where the

(%) P selection is loose: (%) “P < 100. We calculate At-like variables using MC infor-
¢

Lop—Ui 02" —tuag
Bye 7 Bye 7 Bye

and At. For each variable, B? lifetime is determined by maximizing the appropriate PDF:

true _ ptrue
mation to incorporate the resolution effects step by step: Agtrue, - fag

P (At™) = E, (5.45)
i — e
Pl — 2 ) =E®R 5.46
( — ) (@ R, (5.46)
Lop — lines
P|— | = B ® R ® Ryec, (5.47)
Brye
gtr}lje _ gta
P <u) - Ef ® Rk X Rasc X Rnp7 and (548)
Brye
P (At) - Ef ® Rk ® Rrec ® Rasc ® Rnp- (549)

Table b7 summarizes the results. The lifetimes agree with each other, which indicates
the resolution function works appropriately to take into account each effect.

However, the overall results seem slightly shorter than the MC input 1.519ps. We
consider this to be a bias that occurs owing to K2 BDT selection in the following mecha-
nism. The BDT relies on the variables about the flight length and direction of K° which
assumes that K9 is produced at the IP. When B flies for long distance, the assumption
is violated and the K? selection efficiency slightly gets worse. We leave the bias as it is
so small and does not affect the CP violation measurement.

Table 5.7: Results of lifetime fits to signal MC events using At variables with partial
resolution effects

variable Tpo [ps]
At 1.509 £ 0.006

T 1510 4 0.006
forBaE 1 507 4 0.007
V4

trué’yc
LEtes 1517 40.007

At 1.513 £ 0.008

5.4 Background At distribution

Considering the background events are dominated by ¢g events, we regard the true At
distribution for them is similar to a delta function so define the At PDF in a similar form

as Rree and Raec:

30



main 7 main main

ARG (Bt = s o = (305 + s XPon) . (5:50)

Pbkg(At;XZ,UAt) — (1 . gl:{g)G (At o= /Lbkg — ( bkg,0 + 8bkg,1X2) )

where X? = (ndf)cp + = (ndf tag, oAt = \/ (0,°8)2/(B7y) is the At uncertainty,

bkg bkg bkg,0(1)
tail ’lumain(tail)’ main(tail)

and the function has seven free parameters, {

We determine the background At PDF parameters by a fit to sideband data M. <
5.265 GeV/c?. The fit results are shown in Fig. 514 and the parameters are in Tab. B3.
We compare the background At distributions within different My, ranges in the MC as
shown in Fig. BTA. No visible correlation between At and My, supports the extrapolation

of the At distribution in the My, sideband to the signal region.
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Figure 5.14: At distribution of sideband data and fitted Byy(At). The bottom plot
shows the difference of the distribution and the fit curve normalized by the statistical
uncertainty.

Table 5.8: Background At PDF parameters
parameter value

Dk 10,304 £ 0.074
bkg 0.049 4 0.079

Mmaln

e —0.09+0.21
sPke:0 0.989 + 0.075

spre0 0.68 +0.35
ghke,l 0.079 %+ 0.030

main

spes! 1.0 4 0.29
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5.5 Validation

We perform various tests of the analysis procedure as follows:

e ensemble test
to examine the fit program,

e linearity test of CP fit using high-statistics signal MC
to examine the resolution function and flavor tagger output,

e lifetime fit and CP fit using 700fb™! generic MC
to examine the PDF models for signal fraction and to spot overlooked effects
such as unknown background components, correlations between variables (Punzi
effect [A0]), etc.,

e lifetime fit and CP fit using control sample data BT — KJK K+
to spot a bias due to data-MC difference of resolution function, flavor tagger, PDF
shapes etc.,

e lifetime fit using B® — K°KYK? data
to spot a bias due to data-MC difference of resolution function, PDF shapes etc.

5.5.1 Ensemble test

We generate “toy MC” samples to perform an ensemble test of the fitter in the following
procedure:

1. choose input CP asymmetries (St Amnput)

2. fix the equivalent statistics and calculate the expected number of events for each
event type (signal/background and TD/TI) by scaling the yields obtained in MC
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3. fix randomly the observed number of signal and background events based on the
Poisson statistics and the expected values

4. generate randomly a set of variables (M., M, Opg, cosfy, r bin, ¢, At, (X—Q)CP

ndf
ol (%)tag, 0,*®) for each event based on the PDF of corresponding event type.

Here, x?/ndf and o, are sampled from the MC distributions: we sort the values in

Y

the MC sample, randomly choose two consecutive values, and take a random value
within the interval between the two.

The toy MC samples are generated in the following configurations:

e expected number of signal and background events are set to 200 fb™! equivalent or
2ab~ ! and

e (P asymmetries are varied:
(Sinputs Ainput) = (—1,0),(—0.8,0), ..., (+1,0), and (0, —1), (0,—0.8),...(0,+1).

For each configuration we generate 10,000 samples for 200 fb~! equivalent and 500 samples
for 2ab™t. We assume flavor symmetry of the flavor tagging efficiency by setting p = 0
in all » bins in the event generation.

We estimate S and A for each experiment and fit a Gaussian function to the pull
distribution of them for each configuration. Here, the pull is defined as the differ-
ence of the estimated value from the true value divided by the estimation uncertainty:
Spul = (St — Sinput) /05, Apun = (Ase — Ainput) /0A. Figure 514 show the mean and stan-
dard deviation of the fitted Gaussian functions as a function of input CP asymmetries.
With the larger statistics, the pull distributions are consistent with the standard normal
distribution.

With the lower statistics, we observe a bias in the pull mean especially for configura-
tions with large CP violation. We also find the underestimation of fit uncertainty as the
pull width larger than unity. We consider this bias to be a specific issue with low statis-
tics as it is not significant in the 2ab™" sample. We use a frequentist approach [41] [42]
to estimate the confidence interval for the C'P asymmetries, taking into account the bias

(See Appendix G).

5.5.2 Linearity test of CP fit using signal MC

We generate signal MC samples with nonzero CP asymmetries to test the linearity of
the CP fit results. For each of the following parameter sets 20000 events are simulated,
which is roughly equivalent to 10ab™*:

(Sinput, Ainput) = (—1,0), (=0.8,0), ..., (+1,0),and (0, —1), (0, —0.8),...(0,+1).  (5.51)

We determine C'P asymmetries for each sample, using only the signal events. Figure bT7
shows the fit results. The good linearity indicates no issue in the resolution function or
flavor tagger that would dilutes or exaggerates CP violation.
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Figure 5.16: Results of ensemble test for CP fit. For 2ab™'-equivalent (a) and 200 fb™'-
equivalent (b) toy MC samples, the mean (u) and standard deviation (o) of pull distri-
bution of the fitted CP asymmetries are shown as functions of input CP asymmetries.
The error bars indicate the uncertainty of Gaussian fits to the pull distributions. A linear
function is fitted to each plot by the method of least squares.

84



018 £0.021
.021 £0.014

oo
o
=3
o
s
@

[SEYRS

I

0.20

y=ax+b
0.15 F —— a=0.004 +0.02
b=0.001+0.01

0.10

< odn 1,
|

0.00 fresns

Sflt

-0.10

e
|

—0.15

—0.20

I I I I I I I I I
-1.0 —0.5 0.0 0.5 1.0 -1.0 —0.5 0.0 0.5 1.0

Amput Amput

Figure 5.17: Results of linearity test of CP fit. Each data point shows the result of CP
fit using signal MC generated with the input C'P asymmetry in the horizontal axis. The
error bar indicates the uncertainty of each CP fit. A linear function is fitted to each plot
by the method of least squares. In the upper (lower) plots Ainput (Sinput) is fixed to be
zero while Sipput (Ainput) s varied.

However, a small offset is seen in the Ag; vs Ainpus plot. We attribute the offset to
the small asymmetry of the flavor tagging efficiency p. Such an offset is not seen in the
toy MC study with ¢ = 0 described in the previous subsection. The bias due to u is
considered as a systematic uncertainty.

5.5.3 Lifetime fit and CP fit using 700 fb! generic MC

We apply the whole analysis procedure using the 700 fb™! generic MC sample as follows:

1. perform signal extraction fit on Bt — KJKJK™ sample to determine Fy, and
background PDF shapes for My, M, and Oy,

2. perform signal extraction fit to B — KYK?K? sample using the background PDFs,
3. obtain background r bin PDF from Bt — KJKYK™* sideband,
4. perform background At fit to Bt — KYKYK ™' and B® — KYKYK? sideband, and

5. perform lifetime fit and CP fit to BT — KCKSK ™ and B — KOKJKY.
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Relevant distributions are shown in Appendix [. The resulted lifetimes and CP asym-
metries are consistent with the MC input as shown in Tab. b10. Fg, values shown in
Tab. B9 are also consistent with the true value calculated from MC information.

Note that the branching fraction of Bt — KJKJK ™ and B — KYK2K? are almost
doubled by a mistake in the generic MC sample, so Fg, is larger than what we expect
in the real data. We also eliminate B — X(— K2K2)K(X = n.,1.(2S),J/v) decays,
which are prohibited but exist in the MC, from the sample beforehand.

Table 5.9: Results of signal extraction fits to generic MC. N§'® and Ny is the number

of signal (true BT — KUKYK™ events for Bt — KYKJK* sample) and background
events in the fit region. Fi' is defined as Ni3/ (NG + Ni5°).

mode } parameter gﬁtted ffalue P | Nag© | N
e —28.07 £ 0.52
Chi —0.247370007%
fre 0.567*0%53
T —1.470709%
B* — KKK+ o—fgksg 1.558+0.075
Ha i 078593
U2Lc,€kg 3-15J—r8:55
T g 131475 07
Flig 0.03107 £ 0.00085 | 0.0300 | 1579 | 50996
B — KOK9K? TD event Flg 0.1094 70004 0.1065 | 585 | 4908
B® — KOKOKY TI event Fly 0.0594705057 1 0.0529 | 232 | 4150

Table 5.10: Results of lifetime and CP fits to generic MC. MC input values are shown in
parentheses.

mode 75 [ps| S A
Bt — KOKOK* | 1.58610 02 | —0.014 £0.088 | fixed at 0
(1.638) (0) (0)
B® — KOKOK? | 14357007 | 0.054+0.16 | 0.001 4 0.087
(1.519) (0) (0)

5.5.4 Lifetime fit and CP fit using control sample

We extract BT lifetime and ostensible mixing-induced CP asymmetry from the BT —
K°K°K™ data by separate fits. The fit results are as expected and exhibit no issue in
the analysis procedure.

The extracted lifetime,
T+ = 1.531019 ps, (5.52)
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Figure 5.18: Results of lifetime fit to BT — KYK2K™ data. The left plot shows the
At distribution and the fitted PDF. The right plot shows the signal component of At
distribution using the (Plot technique and the signal PDF.

is consistent with the world average 1.638+0.004 psid]. Figure BIR shows the At distribu-
tion and the distribution for the signal component extracted with the Plot technique [43].
The ,Plot is a technique to reweight the data sample to decompose its distribution of a
control variable using the information of variables that discriminate the components. We
calculate the weight (sWeight) for the ;Plot using My., M, Ofg, r bin, and cos 5 as the
discriminating variables. The ;Plot is shown only to visualize the signal component and
is not used for any analysis.

We then perform a CP fit to determine S while fixing A to be zero. Because charged B
mesons do not mix with each other, the ostensible mixing-induced asymmetry is expected
to be zero. We fix the lifetime and mixing parameters to be 75+ = 1.638 ps and Amy =
0.507 ps~* in the fit. We fix w and Aw to the values determined by Ref. [1].

The obtained value,
S = 037703 (5.53)

is consistent with null asymmetry in 1.1 0. Figure BT9 shows the At distributions of
g = +1 and ¢ = —1 events and their asymmetry as well as the fitted PDF for each
flavor and the asymmetry of the PDFs. The error bars of the asymmetry plot show the
Clopper-Pearson interval of 68% confidence level. Figure shows the (Plot for the
signal component and signal PDFs. We calculate the error bars of the asymmetry plot
by propagating the uncertainty of sWeights.
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Figure 5.19: Result of CP fit to BT — K2K°K™ data (1). The upper plots show the At
distribution and fitted PDF separately for ¢ = +1 and ¢ = —1 events. The lower plots
show the asymmetry of them between the different flavors. The right plots show only the
events fulfilling » > 0.5.
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Figure 5.20: Result of CP fit to BT — K?KYK™ data (2). The upper plots show the
signal component of At distribution extracted with the ,Plot technique and signal PDF
separately for ¢ = +1 and ¢ = —1 events. The lower plots show the asymmetry of them
between the different flavors. The right plots show only the events fulfilling » > 0.5.
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5.5.5 Lifetime fit using B’ - K'K'K? data
We determine the B lifetime using the B® — KYKJK? data to be
Tpo = 1.907055 ps, (5.54)

which is consistent with the world average 1.519 + 0.004 ps at 1.30 level. The lifetime fit
results are shown in Fig. b2

Events/ 1.0 [ps]
Events/ 1.0 [ps]

At[ps

(a) At distribution and fitted PDF (b) sPlot for signal and signal PDF

Figure 5.21: Results of lifetime fit to B® — KYK?K? data. The left plot shows the
At distribution and the fitted PDF. The right plot shows the signal component of At
distribution using the ¢Plot technique and the signal PDF.

5.6 Fit results

We determine the CP asymmetries in B® — KYKYK? data as

S = —1.8670 % (MINOS), and (5.55)
A = —0.227033(MINOS), (5.56)

where the uncertainties are estimated by MINOS. Figures b22 and B=23 show the fit
results in the same manner as in Sec. A4, Only TD events are shown in the plots.
Figure shows the negative log likelihood function normalized by its minimum value
—210g(L/ Liin) as functions of S and A.

Although the central value is far beyond the physical boundary of Eq. (), the
results are not extremely unlikely. Performing pseudo experiments on the assumption of
(Sinputs Ainput) = (—0.7,0), which is expected in the SM, we find that the probability to ob-
tain a result less frequent than our result, P(Sq, Agsy) < P(Si = —1.86, Agy = —0.22), is
15%. Here, P(Sg, Agi) is the PDF of S and A obtained by the pseudo experiments and de-
fined as P(Sht, Ant) = P(Sht, At Sinput = —0.7, Ainput = 0) using P(Se, At | Sinputs Ainput)
given in Appendix . The reason of such a large value is that there are no high-r events

90



12F
35
— 0 — 0
0k -o-q,JrL?bag 10 --q=+1B
E sl ©q=-1 By g af =a=-1 Beg
o o i
& aof N 7
2 3 °f '
5 15F o
> > 4
w 10F w
s 2r
0 ] $ 0 .
-8 -6 -4 8 -8 6 -4 8
1
05
>
g
g °f
3
<
_o5 [
| -1p | | | | [ | |
6 8 8 6 -4 2 0 2 4 6 8
At [ps] At [ps]
(a) no selection on r (b) r>0.5

Figure 5.22: Result of CP fit to B® — KYK?K? data (1). The plots contain only TD
events. The upper plots show the At distribution and fitted PDF separately for ¢ = +1
and ¢ = —1 events. The lower plots show the asymmetry between the different flavors.
The right plots show only the events fulfilling r > 0.5.

with unfavored flavor in the region where the asymmetry curve oscillates the largest
(|At] ~ 4ps). We determine the most probable values within the physical region to be
S = —0.98 and A = —0.18 by maximizing a likelihood function of S and A obtained from
toy MC samples (see Appendix G).

As we find the underestimation of the fit uncertainty from the ensemble test, we
estimate statistical uncertainties in a parametric bootstrap method. We generate pseudo
experiments using the most probable values as input. Figure b23 shows the distributions
of S and A obtained in the pseudo experiments. We define the distance between the
input value and 18 (84) percentile of the distribution as the upper (lower) uncertainty.
With this method, we update the result to be

S =-1.8610%, and (5.57)
A= -0227930 (5.58)
If we use only TD events in the fit, we obtain S = —1.8470% and A = —0.071032,

where the uncertainties are estimated by MINOS. Comparing the MINOS uncertainties
to Egs. (603) and (b30A), we find the inclusion of TI events improves the uncertainty for
A by a factor 0.75.
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Figure 5.23: Result of CP fit to B — K?K?K? data (2). The upper plots show the
signal component of At distribution extracted with the ;Plot technique and signal PDF

separately for ¢ = +1 and ¢ = —1 events. The plots contain only TD events. The lower

plots show the asymmetry of them between the different flavors. The right plots show

only the events fulfilling » > 0.5.
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Figure 5.24: Negative log likelihood function normalized by its minimum value as func-
tions of S (left) and A (right). A (S) is fixed to the optimal value in Eq. (558)((E53))
in the left (right) plot.
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Figure 5.25: Distribution of S (left) and A (right) in the pseudo experiments using the
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red dashed lines are 18 and 84 percentiles of the distribution.

93



5.7 Systematic uncertainties

Tab. b1 summarizes the systematic uncertainties in our measurement. We estimate
systematic uncertainties in different methods depending on their sources as follows.

e parameter uncertainty
In the CP fit, many parameters are fixed by independent measurements on real data
or MC. To take into account the uncertainty of the parameters, we repeat CP fits
adding a random Gaussian deviation to these parameters. The standard deviation
of the Gaussian is determined by the uncertainty of the corresponding parameter.
For a parameter fixed by MC, we conservatively double the Gaussian deviation.
We fit a Gaussian function to the distribution of S and A obtained by the repeated
CP fits and regard the standard deviation of the fitted function as a systematic
uncertainty. Another approach is to perform a CP fit using an alternative parameter
sets obtained by yet another measurement. We take the deviation of S and A from
those obtained with the nominal parameters as a systematic uncertainty.

e reconstruction uncertainty
Some sources of uncertainty are in the reconstruction process such as event selection
and At measurement. We reconstruct the data in different configurations consid-
ering the uncertainty and take the deviation of CP fit results from the original
result.

e model uncertainty
Our measurement relies on the resolution function model that we arbitrarily choose.
We perform CP fits using alternative models to evaluate the deviation of fit results
from the original model.

e bias due to effects not considered in fit model
Some known effects are not considered in our fit model, which may results in bias
in the measurement. To evaluate the possible bias, we generate toy MC samples
with and without simulating such effects and examine the difference of fit results
between the ensembles.

Vertex reconstruction We consider reconstruction uncertainties due to beam param-
eter calibration, helix uncertainty correction, and vertex quality selection.

Beam parameters We vary the following beam parameters according to the cali-
bration uncertainty: the size, position, and angle of ellipsoid defining the IP profile, and
the magnitude and angle of boost vector.

Helix uncertainty correction We use a data sample reconstructed without the
correction. CP fit is done with the same resolution function parameters as default.
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Table 5.11: Systematic uncertainties

source 08 0A

Vertex reconstruction 0.0255 0.0221
Detector misalignment 0.0022 0.0036
Flavor tagging 0.0789 0.0308
Fit bias 0.0031 0.0017
Physics parameters 0.0080 0.0002
Signal fraction 0.0112 0.0067
Background At 0.0106 0.0012
Resolution function parameter 0.0124 0.0057
Resolution function model 0.0011 0.0026
Tag-side interference 0.0139 0.0150
total 0.0868 0.0420

Vertex quality selection We vary the thresholds for the selection about vertex
quality as follows:

2 /ndf < 100 — x%/ndf < 80,120 for tag side,
2 /ndf < 3.27 — x?/ndf < 3.1,3.4 for CP side,
oy < 500 pum — o, < 400,600 pm, and

|At| < 30 ps — |At| < 20,50 ps.

The motivation for this item is to evaluate the effect due to possible data-MC difference
in the selection variables. Because some events are added or removed to the data sample
by the changes, the deviation of the fit results involves also a statistical fluctuation,
which is critical for our analysis because of low statistics. The cut on the CP-side x?
especially gives large statistical fluctuation because the cut threshold lies in the bulk of the
distribution, not the tail. We use Bt — KIKJK ™' data sample instead of B — KYKYK?
to mitigate the statistical fluctuation and quote the results for B — K2K?K?. The
statistical fluctuation will be less significant with more statistics in future.

Detector misalignment We consider the reconstruction uncertainty due to detector
misalignment. We generate signal decays and simulate the detector response to them
using four different configurations of misaligned detector geometry. The detector mis-
alignment can significantly change the At uncertainty and thus the event weight for each
event, so the deviation in the fit results also involves statistical fluctuation. Therefore
we use high-statistics signal MC for the evaluation of this uncertainty to suppress the
fluctuation.

Flavor tagging We consider parameter uncertainty of w and Aw and the bias due to
L.
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Parameter uncertainty of w and Aw Not only adding Gaussian deviations to
the parameters, we also consider a possible time evolution of the flavor tag performance
because the flavor tag performance was calibrated using only one third (63.8fb™") of our
data set. We use alternative set of parameters determined by a recent measurement of 750
and Amg to evaluate the time evolution [44]. This is the largest systematic uncertainty
in our measurement because of large statistical uncertainty on the measured w and Aw.
It will be reduced by a calibration using a larger data set.

Bias due to = We generate toy MC with random g within its measured uncertainty
and evaluate the bias.

Fit bias We consider the bias from two known correlations between variables, M and
(%) CP, and Opg and r bin. The correlation might result in under- or overestimation of
fsig and thus dilution or exaggeration of CP asymmetries. We simulate these effects in
toy MC and found the deviation of fit results as a function of input CP asymmetries as
shown in Fig. B28. We observe a significant slope only for A with correlation between
Opg and r bin. When we do not observe a significant slope, we take the fit uncertainty

as the potential size of systematic uncertainty.

Physics parameters We consider the parameter uncertainties of 750 = 1.5194-0.004 ps
and Amg = 0.5065 4+ 0.0019 ps~ fixed at the world average [7]. Taking into account the
small bias on 7o due to our K2 BDT selection, we assume a large uncertainty of 0.016 ps
on 7pRo.

Signal fraction We consider the parameter uncertainties of Fg, and PDF parameters
of Mye, M, Ofg, and r bin.

Background At We consider the parameter uncertainty of the background At PDF.

Resolution function parameter We consider the parameter uncertainties of resolu-
tion function parameters.

Resolution model We define alternative resolution function models for which we turn
2 : cpPl _ CP1 __ _tag,l _  _tag,l _ 1 _ _1 __

off the x*/ndf dependence by setting s,/ = ... = Spon = Sias. = f3 =7 =0 and

- t t ; ;

introduce mean parameters p.o and g5 to the Gaussian functions of Ra.. Therefore
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the alternative functions are expressed as:

Rioo (8697 007) = (1 - tml) (6097 1= 0,0 = om0l
FERGOP 1 =0,0 = s 0 "), (5.59)
Ry (607 03) = (1 — ESE) (6055 p1 = pipns, 0", 0 = smiin)0))
+fta G(60%8; 1 = uiZﬁaEag o= sEZﬁ’OoEag), and (5.60)
R, (0098 0,%) = f26(607%)+(1 — [3) [ Ep(008; 7 = 7%0,")
H(1 = f)(1 = fo) Eu(00°8;7 = 700,%%), (5.61)
where
0 (f2+ fro,™® < 0)
fo=3 0+ fio)® (0<f° f1 <), (5.62)
1 (fS+ fro)™ > 1)

cp CP0O CPO0 tag  tag tag,0 tag _tag,0
and the functions have 12 free parameters, fii, S Stail > Jails Fmeains Smam> Hails Stail. >

f3.13, £y, and 7°. We determined the parameters by fitting R/, and R}, ® R} to YA
and Mtag distributions from signal MC as shown in Fig. b24.

We simulate 50,000 signal events with CP violation S = —0.7, A = 0 to evaluate the
model uncertainty.
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Figure 5.26: Possible bias due to correlation between Op¢ and r bin (a), and between
M and (T’L‘—;)CP (b). For every data point, we generate 8000 toy MC samples using the
input C'P parameter on the horizontal axis and obtain the mean of fitted C'P parameters
by fitting Gaussian functions. The toy MC samples are generated with and without the
correlation and the difference of the mean between the two ensembles is plotted. In the
left (right) plot Ainput(Sinput) is fixed to be zero while Siyput(Ainput) is varied. A linear

function without an offset is fitted to each plot.
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functions are fitted to the residual distributions. The bottom plot shows the difference
of the distribution and the fit curve normalized by the statistical uncertainty.
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Tag-side interference We consider the possible bias due to tag-side interference de-
scribed in Sec. 22

We simulate the tag-side interference (TSI) effect in toy MC modifying the At PDF
of Eq. (B) as [45, §]

1 _1atq by 2
P(At’q:il) = FBOG TBO#[

(1-5"Cs)+ (¢S — A S7)sin(AmgAt) (5.63)
+ (qA + S - S¢) cos(AmyAt))],

where S” = Re(A\f)/(1+ [A\f|?), Sx = 20" sin (2¢1 + ¢3 £ '), C = 21" cos (21 + ¢3 £ &),
and 7’ (') is the effective value of amplitude ratio (strong phase difference) of doubly
CKM-suppressed transition b — ued relative to CKM-favored transition b — cud.

We use the following input values for the simulation:

¢1 = 22.14705 degrees [5],

¢3 = 72.1727 degrees [B],

S, = 0.0096 - 0.0073 [46], and
S_ = —0.0067 £ 0.0073 [ad].

Here we use the measurement of S. by the Belle neglecting the difference of flavor tag-
ging efficiency between Belle IT and Belle. In each toy MC sample we pick a set of
(01, ¢3, S+, S—) with random Gaussian deviations according to the size of the uncertain-
ties.

Figure shows the deviation of fit results as a function of input CP asymmetries
and its uncertainty due to limited statistics of the toy MC samples. We conservatively
take the largest deviation over the whole physical region as the systematic uncertainty
because the statistical uncertainties of S and A are large in the current analysis and the
TSI effect should significantly change within the allowed region. In future with more data
we will be able to precisely estimate the input parameters and include the TSI effect in
the fit model.
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Figure 5.28: Bias of CP asymmetries due to TSI (left) and its uncertainty (right) shown
on the plane of input CP asymmetries. For every data point, we generate 8000 toy MC
samples without TSI and 5000 with TSI using the corresponding input C'P parameters,
and obtain the mean of fitted C'P parameter (S in the upper plots, A in the lower plots)
by fitting a Gaussian function. The difference of the mean between the two ensembles
and its uncertainty are indicated by the color in left and right plots, respectively.
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Chapter 6

Discussion

6.1 Significance of the measurement

We determine the CP asymmetries in B® — KYKYK? to be
S = —1.86709% (stat) & 0.09(syst), and (6.1)
A = —0.22703%(stat) & 0.04(syst). (6.2)
Figure 611 shows the confidence region calculated based on the fit results using a fre-
quentist approach based on the Feldman-Cousins likelihood-ratio ordering [A1] [42] (see
Appendix @). Here, the systematic uncertainties are also taken into account. Our re-
sult is consistent with the SM expectation (S, A) = (—sin2¢;,0) = (—0.7,0) at around

1o confidence level, and confirms CP violation at 96.6%. It is also consistent with the
previous measurements by Belle, BaBar, and Belle II [I5][16][17]:

S = —0.71:023(stat) £0.05(syst) (120)) 63
A =0.12+0.16(stat) £ 0.05(syst) (1.00) '
S = —0.94"0%(stat) & 0.06(syst) (1.00)
aBar (6.4)
A =0.17+0.18(stat) £ 0.04(syst) (1.10)
S = —0.82+0.85(stat) £ 0.07(syst) (0.8
(stat) (sys0) (089){ b e 11 (6.5)
A = —0.21 £ 0.28(stat) £ 0.06(syst) (0.00)

Here, the values in the parentheses are the difference from our result in the unit of
uncertainties summed in quadrature. For the calculation of the summed uncertainties,
we ignore the correlation with the previous measurement by Belle 11, which is based on
a part of our data set.

Let us now interpret the result to derive a model-independent constraint on possible
NP contribution. We consider a NP decay amplitude contributing to B — KYKYK?
decay so that Eq. (IZ31) becomes

» 5 » 5
)\f _ 6722,(1)1 TSME 1PSM pl0sM + rype 1ONP pi0NP

M ei¢SM eiésM + NP ei¢NP 6i5NP

, (6.6)
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Figure 6.1: Confidence region of S and A from this measurement. The solid, dashed, and
dotted lines enclose the region where the true values of S and A in B® — K°KYK? decays
should exist with the probability of 68.27%, 95.45%, and 99.73% given the constraint of
physical region S? + A? < 1. The cross indicates the world average of (S, A) in B® —
K?K?K? measured by Belle and BaBar and their uncertainties. The open circle indicates
the SM expectation (S, A) = (—sin2¢y,0) based on measurements in B® — (c¢) K°[10].

where rsy(vp), @smvp) and dsyvp) are the magnitude, weak phase, and strong phase
of SM (NP) decay amplitude. Defining 6 = dxp — dsm and using ¢sy =~ 0, we obtain the
constraint on {rxp/rsm, Onp, 0} shown in Fig. B2. As long as sin ¢yp is large, the result
put a constraint of ryp/rey S 0.15-0.25 with 90% confidence level at best depending on
the strong phase difference.

We combine our result with the world average in the Bayesian method, where we
define the prior PDF of S and A as a 2D Gaussian function representing the world
average, S = —0.83 £ 0.17 and A = 0.15 £ 0.12 with 7% correlation [I0], and update
it with the likelihood function from our measurement given in Appendix G. Figure 63
shows contours of the resulting posterior PDF. The PDF is normalized in the physical
region. The central value moves to S = —0.91 and A = 0.09.

6.2 Comparison with Belle

We compare the performance of the measurement with Belle to evaluate and understand
the source of improvement.
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Figure 6.2: Confidence level to exclude parameters of new physics decay amplitude
(rxp/7Tsum, dxp, 0) derived by the measured CP asymmetries in B® — KOK2K? decays.
Each plot shows the confidence level on (rnxp/rsm)-¢np plane for fixed 0.
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Figure 6.3: Posterior PDF of S and A from the combination of the world average and
this measurement. The solid, dashed and dotted lines are contours of equal probability
density which enclose 68.27%, 95.45%, and 99.73% of the PDF. The cross indicates the
world average of (S, A4) in B — K2KJK? measured by Belle and BaBar and their
uncertainties. The open circle indicates the SM expectation (S, A) = (— sin 2¢1,0) based
on measurements in B — (cc) K°[10].

Table 6.1: Fraction of signal MC events in Belle [47] and Belle II divided according to

Nyxpkg
Nyxpko Belle Belle II
0 12%  0.4%
1 35% 8%
2 39% 38%
3 14% 54%

6.2.1 VXD acceptance

At resolution in B — KYKYK? decays largely depends on the number of K9’s that have
associated hits in the vertex detector (NVXDKg). Table 6B compares the fraction of signal
MC events with NVXDK% = 0,1, 2,3 between Belle and Belle II. At Belle II, over 99% of
signal events have at least one K? in the VXD and thus potentially provides sufficient
At resolution for time-dependent CP violation analysis. On average, Nyxpkg is 2.46 in
Belle IT and 1.55 in Belle. We confirm 1.6 times higher K2 reconstruction efficiency in
the Belle II vertex detector thanks to the enlarged detector volume.
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NIV
sig

the signal yield for TD(TI) events. Signal yield and purity are calculated within the

signal region.

Table 6.2: Comparison of signal reconstruction performance with Belle [T5].

Belle | Belle I1
Ngg [106] 772 197

Nsig/NBg [10*6] 0.46 0.51

NTD/NB§[10*6] 0.33 0.27

sig
N2L/Np[107) - 0
purity for TD events | 74% | 54%
purity for TT events - 45%

6.2.2 Signal yield

The signal yield and purity in the signal region at Belle and Belle II are shown in Tab. B2
The improvement in the signal yield per number of BB pair and the degradation in the
purity is attributed to the looser continuum suppression selection in our analysis. Our
reconstruction efficiency for TD events is slightly worse than Belle because of the tight
selection on x? and off-diagonal K? to assure good validation of At measurement per-
formance. At Belle, events with good At quality were used for time-dependent fit and
the other events were discarded without being used for time-integrated fit. Most of the
discarded events were intrinsically unusable for time-dependent analysis because none of
K? in the event had SVD hits. On the other hand, in our case the TT events have poten-
tially good At resolution. We expect most of them will be retrieved for time-dependent
use in near future by improvements in the analysis procedure (see Appendix. H).

6.2.3 Flavor tag and At resolution

As for the flavor tagging performance, the effective tagging efficiencies are measured to be
the same within uncertainty between Belle (30.1 4 0.4%) and Belle II (30.0 £ 1.3%) [1].
However, although it is not yet reflected in our analysis, we expect around 1.1 times
higher effective efficiency in future analysis thanks to recent updates in the flavor tagger.

Concerning At resolution, Belle II should benefit from the larger and finer vertex
detector to compensate the degradation due to 1.5 times smaller boost factor. At first we
compare the vertex resolution in signal MC selecting good-resolution events that fulfill
Nyxpkg = 2. Then, considering the smaller boost factor, we multiply a scale factor of
1.5 to the vertex resolution of Belle II to effectively compare the At resolution.

Fig. B4 shows the distributions of CP-side and tag-side vertex position residual
S0CT §¢t28 and the residual of vertex position difference 6¢¢7 — §¢*2% in signal MC of
Belle and Belle II. On both CP and tag sides, the vertex resolution in Belle II has been
clearly improved from Belle. Then comparison of ¢ — ¢t28 distribution between Belle
and scaled Belle II indicates that the At distribution is almost the same for the selected
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Figure 6.4: Comparison of vertex position resolution between Belle and Belle II [#7]. The
distributions of CP-side (left) and tag-side (center) vertex position residual §¢¢F §¢tas
and the residual of vertex position difference §¢¢F — §¢'#¢ (right) are shown. The red
histogram shows the Belle II distribution scaled by 1.5 to take into account the smaller
boost factor. Signal MC events fulfilling Nyxpkg > 2 are shown. In Belle, the boost
direction is equivalent to z direction. All distributions are normalized to have the same
area.

events. Recalling that the selection NVXDKg > 2 picks up only 53% of Belle sample and
92% of Belle II as can be seen from Tab. 60, we conclude the At resolution has been
improved on the whole sample.

6.2.4 Expected statistical uncertainty

Figure 63 shows the statistical uncertainties for S and A from Belle results and expected
values in our analysis. Room for improvement in Belle II is shown as “all TD”, for which
we assume that all reconstructed events are usable for time-dependent fit. The expected
uncertainties are derived by generating toy MC samples and fitting a Gaussian function
to the distribution of the fit results. The width of the Gaussian is taken as the expected
uncertainty. It should be noted that the expected uncertainty of S shown in the figure
is smaller than that obtained by the parametric bootstrap method. This is because the
latter assumes input CP asymmetries at the physics boundary, which results in a broad
tail in the distribution of fitted S.

Extrapolating the current Belle IT analysis, we expect similar and better sensitivities
per statistics for S and A, respectively, as the consequence of the similar TD-event yield
and the inclusion of T1 events for extra time-integrated use. If we succeed in promoting all
TI events to TD events in future, 1.3 times smaller statistical uncertainties are expected
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Figure 6.5: Comparison of expected statistical uncertainty in Belle II with the Belle
results as a function of Ny [48][29][15]. The solid lines are drawn to guide eyes and are
proportional to 1/ \/@. The red numbers indicates the year when the corresponding
Belle analysis was published.

for both S and A at the same statistics as Belle.

6.3 Prospect

Based on the knowledge learnt from our analysis, we discuss on possible improvements
in the analysis to be done in the near term and expected sensitivity with 50ab™!, the
target integrated luminosity at Belle II.

6.3.1 Retrieval of TI events

Large room for improvement lies in the treatment of TI events. Currently roughly half
of the signal events are not used for time-dependent fit but only for time-integrated fit
as T1 events because of the presence of off-diagonal K? or large x* of the CP-side vertex

fit.

As we discuss in Appendix E, we expect both problems can be overcome in the near
future by improving the reconstruction algorithm. Off-diagonal K can be recovered by
modifying the K2 reconstruction software so that it identifies obvious fake hits associated
to K daughter tracks and repeats track reconstruction after removing them. Regarding
large-x? events, we have revealed that the large y? originates from poorly reconstructed
K?. By removing such K? from the vertex fit, we can properly estimate the vertex
position uncertainty and x? for these events without degrading the resolution. Such
modification to the analysis tools is possible in short term and will retrieve most of the
TT events as TD events.
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Table 6.3: Projection of uncertainties

190 fh~* 50ab~"!

Source 08 0A 05 0A

Vertex reconstruction 0.025 0.022 | 0.018 0.005
Detector misalignment 0.002  0.004 0.002  0.004
Flavor tagging 0.079 0.031 0.026 0.010
Fit bias 0.003  0.002 0.003  0.002
Physics parameters 0.008  0.000 0.008 0.000
Signal fraction 0.011 0.007 | 0.001 0.000
Background At 0.011 0.001 | 0.001 0.000
Resolution function parameter 0.012  0.006 0.012 0.006
Resolution function model 0.001  0.003 0.001 0.003
Tag-side interference 0.014 0.015 | 0.000 0.004
Systematic uncertainty 0.087  0.042 0.035 0.014
Statistical uncertainty (TD+TI) | *59% 530 0.027  0.016
Statistical uncertainty (all TD) - - 0.022  0.014
Total uncertainty (TD-+TI) o 1w 0.045  0.021
Total uncertainty (all TD) - - 0.042  0.020

6.3.2

Projection of uncertainties

Table 623 shows the projection of uncertainties. We argue the reason of the improvements
below.

Statistical uncertainty The expected statistical uncertainties at 50ab™' are esti-
mated in the same method as Sec. BZ4. We consider two scenarios: assuming no im-
provement in the treatment of TI event (“TD+TI”), and assuming all TI events are
retrieved as TD events (“all TD”).

Vertex reconstruction The systematic uncertainty due to vertex reconstruction is
currently dominated by helix uncertainty correction and vertex quality selection. While
the former is irreducible, we expect the latter to be reduced because it involves statis-
tical fluctuation as mentioned in Sec. bZd. Therefore, we assume the helix uncertainty
correction dominates this systematic uncertainty source.

Flavor tagging The systematic uncertainties due to flavor tagging currently come
from large statistical uncertainties in the measurement of w and Aw. We assume that
the systematic uncertainties of w and Aw are irreducible and the uncertainties of w and
Aw will be reduced to one third of the current values. Consequently, the corresponding
systematic uncertainties will be reduced by the same rate.
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Signal fraction and background At The parameters describing the shape of M.,
M, O and background At PDF's are currently determined by a fit to the data sample
or MC sample of similar statistics to the data. We expect the uncertainties will scale by
1/ V'L with the integrated luminosity £.

Tag-side interference In the current analysis we take the largest deviation of CP
asymmetries within the physical region as the systematic uncertainty. However, with
more precise input parameters we will be able to incorporate the TSI into our fit model
and correct the effect. Then, instead of the deviation due to TSI itself, we consider
the uncertainty of the correction, which arises from the precision of input parameters
{¢1,b3,5+,5_}. The dominant uncertainty sources, S, and S_, are measured using
semileptonic decays of BY, where the TSI does not exist. Assuming that the measurement
uncertainties scale by 1/v/L£, the uncertainties on the correction will be negligible.

Resolution function parameter As we already use high-statistics signal MC sample
to determine the resolution function parameters in the current analysis, we do not expect
the uncertainties to be reduced by higher statistics. However, in the future the larger
data set will enable data-driven validation of the resolution function such as the lifetime
fits and CP fit in the control channel and self validation of 2K7? resolution discussed in
Appendix B. These validations will make us more confident about the resolution function
or allow us to introduce data-driven correction. It may also be possible to determine the
resolution function parameters based on yet another control channel.

Remarks There should also be improvements in the items that we do not mention
above. For example, more precise determination of 750, Amyg, and ¢35 will further reduce
the uncertainties about physics parameters and tag-side interference. Yet these will not
significantly change the total uncertainties in Tab. B33.

Table 63 tells us that the systematic uncertainties will be comparable or larger than
the statistical uncertainties with 50 ab™'. We briefly review the prospect for other b — sqg
decays, BY — ¢K? and n’K?, which have larger branching ratios than B® — K2KYK?Y.
The size of systematic uncertainties for these decays should be similar to B® — KYK2K?.
For B — ¢K? decays, we expect the statistical uncertainties of 6S = 0.025 and
§A = 0.017, which are similar to B® — K2KK?, at 50ab™" by extrapolating the 5ab™"
expectation in Ref. [I8] with 1/v/£. For B® — 1/ K2 decays, the statistical uncertainties
are expected to be as small as §S = 0.04 and §A = 0.03 already at 5ab ™! so the sensitiv-
ity will be limited by the systematic uncertainties much earlier than B® — K?K?K? [I18].
The saturation of the sensitivity will increase the relative importance of B® — KYK2K?
in the future. Here we consider only the main decay modes ¢ K — (K™K~ )(mt7~) and
' KY — (py)(mt7™) for simplicity.
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Figure 6.6: Expected sensitivity to new physics parameters with 50ab~*. Confidence
level to exclude parameters of new physics decay amplitude (rnp/rsm, ¢np,d) is shown.
Each plot shows the confidence level on (rnxp/rsm)-¢np plane for fixed 0.

6.3.3 Constraints on new physics

Based on the discussions in the previous subsections, we expect the total uncertainties
of 68 = 0.042 and §A = 0.020 at 50ab~'. Let us update the NP constraints in Sec. B
using the uncertainties. Figure B8 shows the constraints we will obtain in the case we
observe no deviation from the SM prediction. As long as the NP has a sizeable sin ¢np,
the measurement will be sensitive to NP contributions whose amplitude is 2-7% of the
SM amplitude at 90% confidence level.

It would be interesting to reinterpret the model-independent constraint to constrain
parameters in specific models such as the mass insertion parameters in the SUSY model
introduced in Sec. I=32. However, we do not find a theoretical study about the SUSY
contribution to B® — KJKYK? decays while there are some for B — ¢K? and B® —
n'KY. Here, we refer to a calculation for B — ¢K? assuming a similar contribution
to B — KOK?K?. If we assume the same uncertainty for B — ¢K? as expected for
BY — K2K?K? and follow the calculation in Ref. [50], the model-independent constraint
is translated to |(5§L( Lr))2s| < O(1073) when the masses of squark and gluino are 3 TeV.
We hope for progress in the calculation of NP contributions in BY — KYK?K? decays in
the future.

111



Chapter 7

Conclusion

BY — KYKYK? decay is mediated by b — sqgq penguin transition within the Standard
Model. Comparison of C'P-violating parameters between the penguin-dominated decays
and b — ccs decays such as B® — J/9K? provides a probe for new physics which
contributes to the b — s transition. We report a measurement of time-dependent CP
violation in B® — KYK?K? decays, using a data set containing 198 x 105 BB pairs
collected at the Belle II experiment from 2019 to 2021. We obtain

S = —1.8670 75 (stat) + 0.09(syst), and
A = —0.22703%(stat) & 0.04(syst).

The result is consistent with the SM expectation (S, A) = (—0.70 £0.02,0) based on the
measurements in BY — (¢¢) K° and previous measurements at Belle, BaBar, and Belle I1.

We have established the analysis procedure anticipating the high-precision measure-
ment using 50 ab~ ' data to be taken at the Belle IT experiment. Below we list major im-
provements from the previous work. We have revealed that uncertainties of fundamental
track parameters are underestimated and developed a method to correct the uncertainties
as described in Appendix E. For the validation of the resolution function parameters, we
have developed a technique to emulate the vertex resolution of B — KYK2K? decays
using BT — KYKJK™ as a control channel. We have improved the reconstruction effi-
ciency and thus the sensitivity to CP violation by including the TT events characterized by
poor vertex reconstruction performance and the events contaminated by ¢ggq background.
These events were discarded in the previous analysis. Accordingly, the signal fraction
is extended by adding the continuum suppression BDT classifier as a conditional vari-
able to take into account the ¢ contamination. We have also resolved possible small
biases in the measurement. The improvement includes the use of r and cos 0} in signal
fraction estimation to avoid the bias due to assuming the same distributions for these
variables between signal and background components, and the removal of the peaking
BB background component that was neglected in the previous analyses.
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Appendix A

Control channel B™ — K2K2K+

We use a control channel of BT — KJKYK™* decays. The main purposes of the control
channel study are to determine the background PDF's for signal extraction fit and to
validate the resolution function by lifetime fit and CP fit. We intend to make as many
parameters common between the two decay modes as possible, which are

o My, M, Opg, and r bin PDF parameters for background events,
o [R.. parameters,

o R.. parameters, and

e a part of R,, parameters.

In the CP fit to the control sample, we determine only S and fix A to be zero. We in-
tentionally leave the direct CP violation unmeasured, which is not our target. The results
of lifetime fit and CP fit using the control channel is described in Sec. BA. We describe
the reconstruction algorithm, signal extraction, resolution function and background At
distribution of Bt — KJKJK™ in the following sections.

A.1 Event selection and vertex reconstruction

We keep the reconstruction flow and selection criteria for BY — KYKJK™ the same as
BY —» KYKYK? except that

we select Kt based on its PID variable requiring kaonID > 0.5,
we do not veto BT — X (K KY) K™ decays,
we discard TT events and only use TD events,

we scale up dy and zy uncertainties of K by a factor of 1000, and
2

we convert (;‘T)OP to correct the difference of ndf between BT — KKIK™ and

B® - KOKOKD.

We determine the PID selection criteria by maximizing the figure of merit. We do not
need to care the contamination by the resonance because the CP-violating parameter S
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in Bt — KYKYK™ is not physically meaningful. As we fix A to be zero, the TT events
would not contribute to the measurement. The latter two prescriptions are to emulate
the vertex fit performance of B — K?KJK?. Bt — KYKYK™ vertex fit without K+
track would emulate that of B® — KYK?K? where one or more K7 do not have VXD
hits and thus do not contribute to the fit. However, in this way we cannot use the IP
constraint as it requires the Bgp to be fully reconstructed. As a workaround we spoil the
K™ track by setting extremely large position uncertainties. The spoiled track does not
directly contribute to the vertex fit but only provides the momentum information needed
to define the IP constraint. The effective ndf of such vertex fit is then smaller by 2 than
the ostensible value, 7 — 2 = 5. For comparison with B® — KYK?K? vertex fit where
ndf is 8, we convert the x? as

xX* = FH(F(x%5);8), (1.1)

where F'(x;n) is a cumulative y? distribution with ndf of n.

Table BT shows the efficiency of each selection and expected number of events for
signal and background events. The cumulative efficiency is normalized by the number of
generated events for signal and by the number of events after selections on K9 candidate,
M., and M for background. The expected signal yield does not include BT — X K?
and assumes 200 x 105 BB, the equal fraction of B’B® and B*B~, B(B* — KK K™*) =
1.08 x 107% and B(K? — 7"n~) = 0.691. The expected background yield is scaled to
200fb~".

We observe a significant data-MC discrepancy in the kaonlD efficiency. Since we do
not need to know the reconstruction efficiency we leave the discrepancy as it is. We do
not expect either that the difference in the kaonID performance can significantly affect
At resolution as we only use the momentum information of K for the vertex fit.

A.2 Similarity to B" - K{K)K\

We use the Bt — KYKYK™ decays to determine background PDFs parameters of M.,
M, Ofg, and r bin. The agreement of the distributions between BT — KYKJK™ and
B’ — KYKY%K? shown in Fig. B0 verifies the strategy. The figure shows the M,
M, and O ¢ distributions from MC sample and 7 bin distribution from data sideband,
M, > 5.265GeV/c?.

We confirm that the r distribution is not correlated with My, in the background MC
for both of BT — KOK?K™ and B® — K2K?K? as shown in Fig. B2

The vertex fit performance is also reproduced well as shown in Figs A=3 and [A=,
where we compare of” distribution and the core part of (T’L‘—;) P distribution. The
samples are divided according to the number of K's with VXD hits. However, we
observe a discrepancy in the tail part of (nx—;) “" as shown in Fig. A, which we do not
use for the time-dependent analysis.

114



0.030 0.030
+  KIKZK?
0.025; bt ﬁ \{#Jt#% H%H#ﬂ ﬁ 0.025 fﬂ‘r #Ht} + K;K;KS*
© + H o]
% 0.020 —*H ? + * H'p HL'{' g 0.020% H-]t H hﬁﬂt‘ﬂ JVL' "-'Jf !
B " Z FI L b
@ 0015 ¥ B ook } ﬂ +
X + N
£ 0ot ff £ oom0f
: :
0.005  + KSKIKS 1 0.005 |-
+  KIKIK*
0'008.20 5.52 5.54 5.‘26 5.‘28 5.30 0.000 5.‘1 5.‘2 5.‘3 514
My [GeV/c?] M [GeV/c?]
(a) Myc (b) M
0.10 0.10
+  KIKIKY | KYKZKY sideband data, TD+TI
o 0081 g% + KIKIK L o0s] 4 K2K2K' sideband data, TD
o s o
] ¥ 1 5 P{
2006 : + & 0.06 i
j: by g ﬁ
E 0.04 | I t Té 0.04 | Jﬁﬁ i
*
o] ¥ 1) j# ##WL $ }; JF
=002 J +: <002} ﬂﬁi e Iﬁﬂ .
__..-':T ‘ - ! e 4
"0 -5 0 5 10 %% 02 0a 06 05 1.0
(&) r
(c) Ocg (d) r bin

Figure A.1: Comparison of background M., M, and Ofg distributions between B® —
K°K°KY and BT — KYKYK*. Background MC samples are shown for M., M, and
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Table A.1: Relative (cumulative) efficiency [%)] for BT — KOKJK™

selection signal MC background MC data

K? selection, My, M — (100.00) — (100.00) — (100.00)
kaonID > 0.5 90.39 (90.39) | 73.43 (73.43) | 65.82 (65.82)
Ocs > 0.1 07.93 (88.52) | 49.19 (36.12) | 51.77 (34.08)
—10 < OLg < 10 100.00 (88.52) | 99.98 (36.11) | 99.98 (34.07)
tag vertex fit success 99.02 (87.65) 98.70 (35.64) 97.96 (33.38)
(25)™ < 100 93.35 (81.82) | 90.71 (32.33) | 91.54 (30.55)
%[ i) < 500 99.91 (81.75) | 99.85 (32.28) | 99.81 (30.49)

flavor tag success
best candidate selection
reject off-diagonal K9
at least one K with VXD hits
Bep vertex fit success
(%) <327
o P pm] < 500
—30 < At[ps] < 30

100.00 (81.75)
98.97 (80.91)
91.17 (73.77)
96.29 (71.03)
100.00 (71.03)
83.52 (59.32)
99.44 (58.99)
99.97 (58.97)

100.00 (32.28)
95.25 (30.74)
87.05 (26.76)
96.87 (25.92)
100.00 (25.92)
77.31 (20.04)
99.27 (19.89)
99.93 (19.88)

100.00 (30.49)
96.90 (29.55)
82.38 (24.34)
96.39 (23.46)
100.00 (23.46)
71.42 (16.76)
99.33 (16.65)
99.92 (16.63)

TD fraction 72.89 64.67 56.29
Expected/Observed yield with 190 fb™" 208 14800 9214
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i 4+ My [GeV/c?] € (5.2, 5.228) 4+ My [GeV/c?] € (5.2, 5.229)
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Figure A.2: r distribution in MC for different M, bins
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A.3 Data-MC comparison

Thanks to its larger data set than the signal channel, the control channel provides more
detailed comparison of distributions between data and MC. Figures A6 and A1 compares
important distributions between data and MC samples for Bt — KSK?K™. For the
comparison we mix the background and signal MC samples equivalent to 700fb™" with
the expected rate and normalize the distributions by area.

As we observe a significant discrepancy in the r bin distribution, we take the back-
ground r bin distribution from the sideband data for signal fraction estimation. We also
find the discrepancy in M,,. endpoint, which is due to slightly lower beam energy in data.
The number of tracks used in the tag-side vertex fit differs between data and MC, which
could one of the causes of small discrepancies in (Tf—;)tag and agag. Because we require a
PXD hit for tracks in the tag-side vertex fit, lower Layer-1 efficiency in data may change
the distribution. However, it cannot fully explain the behavior, for example, the equal

fraction of single-track events so we suspect the imperfect ¢ simulation as another cause.
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A.4 Signal extraction

We use the same PDF models of M., M, and Of4 as those for B — KJKYK? described
in Sec. b2. We fix the shape parameters for signal events by fits to 1D MC distributions
while we determine the background shape parameters simultaneously with i, in the 3D
signal extraction fit.

Figure A=8 show the 1D PDFs fitted to signal and background distributions. The
result of the signal extraction fit to the BT — KUKJK™ data are shown in Fig. B9.
We obtain the background parameters listed in Tab. b=3 and Fg, = 0.017243 = 0.001659,
which corresponds to 149177 signal events. We expect 216 signal events with around 5 %

uncertainty assuming:

Ngg = (198 £ 3.0) x 108,

BR(T ( S) — BTB~) = 0.514 + 0.006,

R(BT — KYKYK™*) = (1.05 4+ 0.04) x 107°,

R(B* — XcOKO) BR(x« — K2K?) = (1. 51+3 15) x 107* - (3.16 £ 0.17) x 1073,
BR(K? — 7r7~) = 0.692, and

reconstruction efficiency of 21.2 % in MC.

B
B

Considering that the selection efficiency in data is around 0.8 times shorter than MC
as shown in Tab. AT, the observed number of events is around 1.4 ¢ smaller than the
expectation.
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We check the feasibility of the simultaneous fit using toy MC. We generate 1000
pseudo-experiments each with 155 signal and 9000 background events expected and per-
form the signal extraction fits to the samples. Figure A0 shows the pull distribution of
Fs and background shape parameters, where we find no issues.
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A.5 At resolution function

We study the At resolution in the control channel to understand the condition where
the resolution can be described by the same resolution function parameters as B° —
K'K°K?Y.

The R,.. parameters determined on BY — KYKYK? signal MC also describe BT —
K?KJK™* vertex resolution well as shown in Fig. BT where Ry is overlaid to the MC
§(CF distribution. It is also true in each bin of ¢F” as in Fig. BEI2. However, when
we compare them in bins of (%)CP as in Fig. AT3, we see a clear discrepancy in the

three largest (T’L‘—;)CP bins. This is the reason we use the tight selection x?/ndf < 3.27
(corresponding to p-value > 0.001) for TD events so that the CP-side resolutions of B® —
K?K2K? and BT — K2K?K™ can be described by the common resolution function.

We suspect that the discrepancy arises due to the different number of tracks in the fit.
Sometimes tracks are poorly reconstructed to make the x? huge but do not really deteri-
orate the vertex resolution. This insight is verified by a study described in Appendix EZ.
Having more tracks, B — KYK2K? picks up such tracks more frequently, which results
in a better resolution in the large x? region.
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Figure A.13: R, overlaid on MC 6¢¢" distribution in bins of (ﬁf—;) CP, each plot contain-
ing 5% of reconstructed events

130



On the tag side, Bt — KYKYK™ suffers less bias due to non-primary tracks than
BY — KYKYK? because B* produces fewer D and more D/D°. We determine an
independent set of the lifetime parameters (79,71, and 7*) in R, by fitting Ras. ® Ruyp
to the 6¢*¢ distribution of BT — KJKJK ™ MC. The other parameters in Ry, and R
are kept the same as B® — KYKK?. Figure B4 shows the MC §¢'*¢ distribution and
the fitted function, and Figs. AT3 and [BT8 show those in bins of ¢,* and (%)tag.
The tag-side resolution is described well with most of the parameters common with

B® — K'KYK".
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As in Sec. B34 we perform lifetime fits to the BY — K2KYK ™ MC sample. The fits
are done in different ranges of (%)CP; (0,100), (0,3.27), and (3.27,100). We summarize
the results in Tab. A=A, The lifetime is clearly biased when the large (g—;) or region is
used in the fit. When the C'P-side resolution in that region is excluded, the fitted lifetimes
are around 1.62-1.63 ps and shorter than the MC input 1.638 ps by around 10 fs. This
should be the bias due to the K? selection which is also found in B® — KYK2K? lifetime

fit.

A.6 Background At distribution

We use the same background At model as B® — KYKYK? with a different set of pa-
rameters. We determine the parameters by a fit to sideband of Bt — KYK°K™ data,
My, < 5.265GeV/c?. Figure BT shows the fit result.

We confirm that the At is not correlated with My, in the background MC as shown
in Fig. AR to verify the extrapolation of At distribution from the sideband to signal
region.

Table A.2: Results of lifetime fits 75+ [ps| in different ranges of (%) " with fit uncer-
tainties of the last digit(s) in parentheses

variable | (0,100) | (0,3.27) | (3.27,100)
Attree1.629(6) | 1.625(7) | 1.655(18)
eg;sﬁfitgzﬁ 1.629(6) - -
tor gy
W 1.640(8) | 1.621(8) | 1.866(29)
e | 1.628(7) - -
At 1.639(8) | 1.619(8) | 1.877(31)
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Appendix B

Data-MC comparison of C'P-side
vertex resolution using two Kg tracks

We attempt to compare the CP-side vertex resolution between data and MC.

To extract information on the vertex resolution, we perform vertex fit using only two
K? out of three. Using the i-th and j-th K9 in the vertex fit, we obtain a vertex position

ficjp . The difference between vertex positions, Eicjp — EJC;CP , should give some information
on the vertex resolution using three K°. We do not use the IP constraint for a technical
difficulty and restrict the study to only the events where all of three K have VXD hits.
At first we use the signal MC to compare the two-K7 resolution (5" — ¢5F with the

three- K resolution (obtained as the vertex position residual from the MC truth, (¥ —

(S, Figure B shows the comparison of the distributions, where the two- K2 resolution
is stacked for (i,7) = (0,1),(1,2),(2,0) and the three-K? resolution is multiplied by
an arbitrary factor /3. We find that the two-K9 resolution reproduces the three-K?

resolution to some extent.

Then we compare the two-K? resolution between data and MC as in Fig. B2. The
reasonable agreement indicates that the At resolution in the data is reproduced by the
MC without a significant difference.

1\/3 assumes the equal resolution between the three KY and no correlation between Egp and éﬁp ,

which is clearly incorrect.
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Appendix C

Correlation between variables used
for signal extraction

B analyses often use a variable AE = FEyean/2 — Ep for signal yield extraction, where
FEyeam and Ep is the energy of beam and B in the center-of-mass frame. However we
replace it with B invariant mass M since we observe a sizable correlation between AFE
and My, as shown in Fig. C. Within the plotted region these variables have the Pearson
correlation coefficient of —0.12.

M, and AFE are originally invented so that they are only weakly correlated with each
other. The correlation is generally weak because the uncertainty of M, is dominated by
the fluctuation of beam energy and that of AFE by the detector resolution. However for
decay modes with good AF resolution like B® — KJK2K?, the contribution from beam
energy spread in AF uncertainty cannot be neglected so AE and M. show a visible
correlation originated from beam energy spread.

We confirm that the correlation coeflicients between My, M, and Opg are small as
shown in Tab. Cl. The correlations are weak for both signal and ¢g samples. We do not
observe a correlation in the 2D histograms shown in Fig. T2 either.

Table C.1: Correlation coefficients between M., M and Oy for signal and ¢g MC
events. The numbers in the parentheses are the coefficients calculated within (5.27 <
M| GeV/c?] < 5.29) A (5.18 < M[GeV/c?] < 5.38).

variables signal qq

My, M | 0.014 (—0.018) | 0.001 (0.049)

My, O | 0.002 (—0.001) | —0.008 (—0.003)

M, Org | 0.000 (0.000) 0.011 (0.026)
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Appendix D

('P-side vertex resolution and
number of Kg with PXD hits

The vertex resolution of Bgp strongly depends on the number of K? having associated
VXD hits, especially PXD hits. We divide TD events from the signal MC sample into
three categories according to the number of K2 that have PXD hits:

e events where two or three K have PXD hits,
e events where one K9 has PXD hits, and
e events where no KY has PXD hits

and show the distributions of ¥ and §¢“F for each of them in Fig. O1. Despite the
strong dependence, the CP-side resolution function R,.. covers all categories well with a
common parameter set as shown in Fig. D2.

141



4000 6000
[ 24 Ks w/ PXD hits [ 24 Ks w/ PXD hits
3500 ¢ [ 1 Ksw/ PXD hits 5000 E 1 Ks w/ PXD hits
3000 | 0 Ks w/ PXD hits 171 0 Ks w/ PXD hits
4000 |
2500 |
2000 | | 3000 |
Il
1500 |
2000 |
1000 f Il
1 -
Il LL\\W\_\ b /_// &
0 i i I 0 X |
0 50 100 150 200 =400 —200 0 200 400

og” [um] 50CF [um]

Figure D.1: ¢f" and 6¢°7 distributions of signal MC events classified according to the
number of K7 that has PXD hits
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Appendix E

Room for improvement

The current analysis adopts tight selection criteria about CP-side vertex reconstruction
quality and discard At information from roughly a half of signal events, which are clas-
sified as TT events due to off-diagonal KY and large x*. We discuss the improvement in
the situation in near term to recover the vertex reconstruction quality for these events
and exploit the At information as TD events.

E.1 off-diagonal K

As described in Sec. B2, off-diagonal K? are the K candidates whose daughter tracks
do not share the same innermost VXD layer to have a hit in. We particularly focus on the
candidates where one daughter has its innermost hit in Layer 1 and the other in Layer 3
or 4. They arise in two ways:

e K9 decays inside Layer 1 and we miss a Layer-1 hit for one daughter, or
e K2 decays between Layer 3 (4) and the next inner layer and we assign an irrelevant
(fake) Layer-1 hit to one daughter.

In the current analysis 13.3 % of reconstructed signal MC events are classified as TI
events due to the presence of off-diagonal K?. The fraction is even larger in the real
data. We exclude these events from the time-dependent analysis because they are likely
to be affected by fake Layer-1 hits, which leads to wrong estimation of the vertex position
uncertainty. As shown in Fig. ET, the pull distribution of Bop vertex position becomes
significantly broader if B¢p includes an off-diagonal K?. If we do not exclude the events
affected by off-diagonal K2, R, can not describe the vertex resolution well anymore as
in Fig. EZ) due to the wrongly estimated uncertainty. The systematic uncertainty arising
from the poor resolution modelling is hard to quantify.

Though it is not yet reflected to the analysis, we have already modified the K? recon-
struction algorithm to solve the issue. In the new algorithm, after finding an initial K?
decay vertex, the hits assigned to the daughter tracks are examined if they are located on
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Figure E.3: Innermost VXD layers where K daughter tracks are detected in the modified
software release
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Figure E.4: Radial coordinate of decay vertices for off-diagonal K? reconstructed with
the current and modified software releases. The legend denotes the innermost VXD layers
of daughter tracks.

the inner or outer side with respect to the K vertex. The hits located on the inner side,
which are obviously fake, are then removed and the track is refitted. Figure EZ3 shows
the fraction of innermost VXD layers of the K daughters reconstructed with the modifed
software. Compared to Fig. E7, the off-diagonal K?’s are reduced to half. Figure E4
shows the radial coordinate of off-diagonal K? decay vertices. We confirm that the off-
diagonal K? with obvious fake hits are removed by the modification. The remaining ones
with missing hits can be safely used without the wrong estimation of vertex position
uncertainty. Therefore, from the next round of this analysis the rejection of off-diagonal
K? will not be needed anymore.
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E.2 Removal of large-y* K

As shown in Fig. BT, there are a considerable fraction of signal events where the C'P-side
vertex fit p-value is unnaturally large. We suspect that one of K2’s is poorly reconstructed
in these events, for example, due to a wrong hit assigned to pion tracks. We study this
issue without using the IP constraint in the CP-side vertex fit for a technical reason. We
quantify the reconstruction quality of K as the partial y? of the Bep vertex fit, which
corresponds to the y? component of its daughter tracks. We refer to the partial x? as X?(g
and the K9 having the largest )@{g among the three K2’s on the CP side as the worst
KY. Figure [EX shows the ratio of Xig of the worst K? to total x? in bins of total x2.
When the total x? is large, it is often dominated by the single worst K?. This supports
our suspicion.

We try to improve the vertex fit quality by removing the worst K from the fit if
Xig exceeds a threshold of 10. Figure EG shows the distribution of p-value, Bop vertex
position residual, and vertex position pull for the cases where all three K2’s are used in
the fit and the worst K? is removed. We find that the p-value distribution is greatly
improved and becomes almost flat by the prescription. It is notable that the resolution
does not deteriorate even though a K? is removed from the fit while the pull distribution
gets sharper. This suggests that the poorly reconstructed K° does not almost contribute
to the resolution but leads to underestimation of vertex position uncertainty. Using this
technique, we will be able to reduce the large-y? events and prevent the wrong estimation
of vertex fit uncertainty due to poorly reconstructed K2. It will recover most of the TI
events due to large x? and make our resolution function more decay-mode universal,
which is convenient for its validation.
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Appendix F

Helix parameter uncertainty
correction

In this chapter, dy and zy are shown in the unit of cm unless specified.

F.1 Motivation

An MC study on the reconstruction of BY — J/¢KY vertex reveals that the vertex
position uncertainty estimated from the vertex fit is underestimated. Figure EIl shows
the width of the pull distribution of vertex position as a function of its uncertainty.®
It indicates severe underestimation of vertex uncertainty especially when the estimated
uncertainty is small. Also the overall level of pull width is apart from unity. Among
the helix parameters of the muon tracks shown in Fig. EZ2, a similar correlation between
pull and uncertainty is observed for dy and zy. The correlation is supposed to arise from
imperfect estimation of PXDCluster position uncertainty. The position of particle inter-
section at the PXD is reconstructed by merging the cluster of adjacent pixel hits, which
is referred to as PXDCluster. The PXDCluster position and its uncertainty is estimated
based on a center-of-gravity method using the amount of collected charge in each pixels
belonging to the PXDCluster. The sum of collected charge in the PXDCluster is referred
to as cluster charge. Figure EZ3 shows the cluster charge dependence of PXDCluster
position resolution and estimated uncertainty studied in MC. The current formula of
uncertainty assumes that the position uncertainty decreases inversely proportionally to
cluster charge, which is not correct and leads to underestimation of position uncertainty
especially for clusters with large charge and thus small estimated uncertainty.

As a temporary measure, we apply a correction described in the following sections
to helix parameter uncertainties so that the correlation is mitigated and the pull width
becomes closer to one as well. We introduce different corrections for tracks that have a

'Pull is defined as the residual of estimated value from the true value normalized by its uncertainty.
“Width” refers to the half range of [16, 84] % quantiles of a distribution hereafter.
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Figure F.1: Width of B® — J/¢ K} vertex position pull distribution as a function of its

uncertainty in cm. B° vertex is reconstructed from two muon tracks with (“scaled”) and
without helix uncertainty normalization (“not scaled”).

PXD hit (“PXD tracks”) and tracks that do not have a PXD hit but have a SVD hit
(“SVD tracks”). PXD tracks are further classified into tracks produced inside the beam
pipe and outside.

F.2 Correction to PXD tracks

For PXD tracks, we apply a constant scale factor ¢;, to each helix uncertainty ey,
en — &5 = ¢, - gy (b = ¢, w, tan \). (6.1)

In addition to the constant scaling, we limit dy and zy uncertainties so that they do not
become smaller than the intrinsic resolution:

scaled

en — &7 = max (¢, - e, 03 (an, br; ) (h = do, 20). (6.2)

The “best” resolution o}*" is given by a pseudo-momentum dependent formula,

o (ap, by; pn) = /a2 + (bn/Pn)?, (6.3)

where p;, = pf sin2(3) 9 for h = do(29). The lower limit of the best resolution deals with
the steep rising edge observed in Fig. EZ4. The best resolution is fixed below 0.5 GeV/c,

" (an, bns P, < 0.5) = 0 (an, by; pu = 0.5 GeV/c) (6-4)

These low-momentum tracks do not suffer from the severe underestimation of dy and
zp uncertainties as multiple scattering effect dominates the uncertainties. If we kept
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Figure F.2: Width of pull distribution as a function its uncertainty for each helix param-
eter with and without helix uncertainty normalization. Muons from B — J/v(upu) K2

MC sample are used.
the momentum dependence o”** would become too large for the low-momentum tracks,
resulting in overscaling.

The correction requires nine parameters in total: five ¢’s and two sets of a and b.
The undesired correlation between pull and uncertainty is resolved by the prescription as
shown in Figs. E1 and EZ2.

Long-lived particles such as K9 often decay outside the beam pipe or within its
thickness. In that case they are affected by no or less multiple scattering through the
pipe.Because our correction parameters, especially b, are also sensitive to the multiple
scattering, we define a separate parameter set for displaced KO daughter tracks. The
displaced K? is defined as KY decaying at r > 1lcm. For the K? decaying inside the
beam pipe, we apply the common scale factors to their daughter tracks as the prompt

tracks produced at the IP.

F.2.1 Parameter determination for prompt tracks using MC

In order to determine the nine parameters an MC sample is used where a muon is gen-

erated in each event with the following settings:

e uniform momentum between [0.2, 3.0] GeV/c,
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Figure F.3: PXDCluster position resolution in v (z) direction normalized by the pixel
pitch vs cluster charge. Crosses are the standard deviations of cluster position residual
and solid lines are the estimated position uncertainties. “uSize” and “vSize” indicate the
cluster size in u (r-¢) and v (z) directions, respectively.

e uniform cos @ between [17, 150] degrees.

The scale factors cg,, ¢, and cgap » are determined by the widths of their pull distributions.
Regarding the other two requiring the special prescription, h = dy, 2y, the parameters
ap, by, and c¢j, are determined in the following procedure.

The reconstructed muon tracks are split into ten bins of pseudo-momentum p;, from
0.5 to 3.0GeV/c, in each of which the width of h residual distribution is plotted as a
function of h uncertainty as in Figs. =4 and [E3. The residual tends to improve with the
estimated uncertainty but saturates when the uncertainty is too small. The saturation
level depends on the pseudo-momentum while the slope of the distribution is similar
among different pseudo-momentum bins. The best resolution oP** for i-th bin and the

scaling factor ¢, are obtained as the saturation level and the slope by fitting a kink

function y = max (c- z,0"*") to the residual vs uncertainty plots. The kink functions
are fitted simultaneously with a common c,. The resulted best resolution is shown in

Fig. E6. The parameters a;, and by, are otained by fitting Eq. (B33) to the data points.

The obtained parameters are listed in Tab. Applying the correction we can make
the pull widths of helix parameters closer to unity and also less dependent on their
uncertainties for dy and 2y as shown in Fig. EZ2.

F.2.2 Parameter determination for displaced K using MC

For displaced K? daughter tracks we use basically the same correction scheme as the
prompt tracks but with a different set of correction parameters. We determine the cor-
rection parameters in the same way as in Sec. E221. We do not need the cutoff defined

in Eq. 64 for zp uncertainty because the multiple scattering effect is small for displaced
K? tracks.
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Figure F.4: dy resolution vs dy uncertainty for prompt tracks in ten pseudo-momentum

bins

We generate an MC sample containing one K in each event with the following set-

tings:

e uniform momentum between [0.2, 4.0] GeV/c,
e uniform cos @ between [17, 150] degrees.

and select displaced K daughter tracks that have a Layer-1 hit. We also require that
the KO daughters do not share the common PXD hit. The results of kink function fitting
for dy and z; are shown in Figs. EZ4 and [E8. Figure EZd shows the best resolution.
Compared to the prompt tracks, displaced K? daughter tracks have similar a parame-
ters but significantly smaller b parameters because of the absence of multiple scattering
through the beam pipe. The correction parameters for displaced KO daughters are listed
in Tab. =4

We demonstrate the correction performance by applying the correction to the K?
daughter tracks in the MC sample. Figure EZI0 shows the helix pull width as a function
of its uncertainty for the KY daughter tracks produced inside the beam pipe, for which we
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Figure F.5: 2y resolution vs zp uncertainty for prompt tracks in ten pseudo-momentum

bins

apply the correction factors for prompt tracks. Figure EZTT shows the result of correction
for the displaced K? daughter tracks.

F.2.3 Data-MC correction

For the application to real data, we consider the data-MC difference of the correction
parameters using cosmic data and MC samples. The cosmic data were taken during
beam collisions and processed with two calibration conditions, “prompt” corresponding
to initial processing and “procl2” reprocessed with detector alignment calibration. In
these samples, cosmic rays are separately reconstructed as upper and lower tracks and the
tracks are required to have a hit in PXD and four in SVD. Impact parameter resolution
and helix parameter pull are evaluated by comparison of the upper and lower tracks.
Residual and pull of a helix parameter are defined as (h"» — h9"™)/y/2 and ("™ —

hA™) 3 J€7 wp T €7 down TESDECtiVELY.
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Figure F.6: dy (left) and z (right) best resolution vs pseudo-momentum for prompt
tracks

(1) Impact parameter resolution

In terms of impact parameter resolution, we are interested in cosmic tracks affected by
multiple scattering through the beam pipe as ordinary B meson daughter tracks coming
from IP and reside within the detector acceptance. Therefore, the following selections
are applied to the cosmic events:

® |z| > 0.3 cm, rejecting background tracks coming from IP

o —2 < zy < 4cm, rejecting tracks which penetrate titanium parts of the beam pipe
and are significantly affected by multiple scattering

e |dy| < 1cm, requiring tracks to be scattered through the beam pipe.

The latter two selections significantly change the impact parameter resolution. Fig-
ure -T2 shows the impact parameter resolution in each cosmic sample fitted by Eq. (E33).
The difference in the fit parameters between data and MC is summarized in Tab. EI.
We use the results to obtain the correction parameters for data,

2 2 2 2
Qdata = AMC + (acosmic,data - a’cosmic,MC)

bcosmic,data

bdata = bMC X )

bcosmic,MC

2

where ayc and by are the correction parameters obtained in Sec. E22Z0 and (a2 . ic data —

2
acosmic,MC) and

Deosmi . . .
—cosmiedata the data-MC difference in impact parameter resolution.

bcosmic,MC

(2) Scaling factors

Figure EZT3 shows the pull distributions of helix parameters obtained from the cosmic
samples. The data-MC difference of scaling factors ¢ is estimated as that of the pull
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Figure F.7: dy resolution vs dy uncertainty for displaced KO daughter tracks in ten
pseudo-momentum bins

widths. The pull widths of dy and z, are calculated in a low pseudo-momentum region
[0.5, 1.0] GeV/¢, where the uncertainty is not too much underestimated. Using the results
in Tab. EZ2, the scaling factors for data are obtained as

Ccosmic,data
Cdata = CMC X —————, (6.5)
Ccosmic,MC

Ccosmic,data

Ccosmic,MC

where cyi¢ is the scaling factor in Sec. 221 and is the ratio of pull width.

F.2.4 Summary of correction parameters

Tables 3 and [E-4 summarizes the correction parameters obtained from MC and cor-
rected by the data-MC difference.
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do 20

\/a%)mle - ai/[C [,LLIIl ] 4.0 9.3

a

prompt

Dproct2/buic 1.034  1.040
Borompt,/buc 1.027 1.032

—a}e [pm ]| 6.9 7.9

Table F.1: Difference in impact parameter resolution between cosmic data and MC

do b0 w 20 tan\

procl2
prompt

1.014 0.899 1.138 1.025 0.894
1.043 0.908 1.138 1.034 0.898

Table F.2: Ratio of the width of helix pull distribution between cosmic data and MC

data set | cq, Céo C Czo Cian ad, ba, sz, b,
[pm ] [pm- GeV/e] [pm ] [pm- GeV/(]
MC 1.150 1.086 1.152 1.096 1.087 11.5 13.5 12.4 13.3
procl2 | 1.166 0.976 1.310 1.124 0.971 122 13.9 13.5 13.8
prompt | 1.199 0.986 1.310 1.134 0976 134 13.8 14.8 13.7

Table F.3: Summary of the correction parameters for prompt tracks

data set | cq, Coo Cu Czo Ctan ) aq, ba, Az, b,
[pm | [pm - GeV/e] [pm ] [pm - GeV/c]
MC 1.126  1.059 1.206 1.067 1.048 11.74 7.79 13.5 0.00058
procl2 | 1.142 0.952 1.372 1.093 0.936 12.41 8.057 14.5 6.062
prompt | 1.174 0.962 1.372 1.104 0.941 13.6 7.997 15.66 6.015

Table F.4: Summary of the correction parameters for displaced KY daughter tracks
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Figure F.8: zj resolution vs z uncertainty for displaced K2 daughter tracks in ten pseudo-
momentum bins

F.3 Correction to SVD tracks

F.3.1 Parameter determination

Many of K? daughters do not have PXD hits but have SVD hits because of the long
K? lifetime. Because the source of position uncertainty for the SVD tracks is different
from the PXD tracks, they require different correction. We simply apply constant scaling
factors to helix parameter uncertainties for SVD tracks, which do not depend on the
track momentum. We collect SVD tracks from displaced KY in B® — KYKJ2K? signal
MC to have tracks of reasonably broad momentum range considering that the correction
will be applied to K produced in BB events. We determine the scaling factor for each
helix parameter uncertainty as the width of helix pull distribution of the collected SVD
tracks. The scaling factors are in Tab. E_G.
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Figure F.9: dy (left) and 2 (right) best resolution vs pseudo-momentum for displaced
K? daughter tracks

do oo w 2o tan\
0.922 0.946 1.189 1.000 0.945

Table F.5: Ratio of the width of helix pull distribution between cosmic data and MC

F.3.2 data-MC correction

For data-MC correction of the SVD-track parameters we use cosmic events as in Sec. =23
but reconstruct the tracks without using PXD hits. We require the cosmic tracks

e to have six or more SVD hits (corresponding to three SVD layers),
® |z > 0.3cm,

e —8cm < 2y < 12cm,

e |dy| <2.5cm, and

o p<3GeV/e.

The second selection removes background coming from beam collision, the third removes
tracks scattered by PXD mount blocks, and the fourth removes tracks going through Layer
3 in r-¢ direction that are somehow reconstructed with large helix pull. Figure E=T4 shows
the pull distribution of helix parameters for the cosmic SVD tracks. We determine the
data-MC correction factor as the ratio of the pull widths between data and MC as in
Eq. (63). The correction factors and the corrected parameters are listed in Tab. -3 and
E74.

We only define a single set of parameters for data because the ¢ parameters are not
sensitive to the calibration as indicated by the data-MC comparison of PXD tracks in
Tab. EZ2.
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Figure F.10: Width of pull distribution as a function of the uncertainty for each helix pa-
rameter with and without helix uncertainty normalization. K2 daughter tracks produced

inside the beam pipe are selected.

data set | cq4, Coo Co Czo Ctan \

MC 1.079 1.080 1.209 1.088 1.083
data | 0.994 1.022 1.438 1.088 1.023

Table F.6: Summary of the correction parameters for SVD tracks
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tracks are selected.
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Figure F.12: Impact parameter resolution of cosmic tracks in data and MC samples
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Appendix G

Feldman-Cousins confidence interval

From the ensemble test in Sec. bh we find the CP fit results are biased due to low
statistics and the uncertainties obtained by MINOS are not fully reliable. We estimate the
confidence interval using a frequentist approach based on the Feldman-Cousins likelihood-
ratio ordering [A1][42]. Confidence interval is defined as the interval where the true value
of the parameter of interest exists with a given probability (confidence level).

Given the true CP asymmetries 0 = (Sipput, Ainput) as conditional variables, we con-
struct a PDF for measured values & = (Sgt, Agi) as a sum of two two-dimensional Gaussian

functions:
P (S, Afit| Sinputs Ainput) = fm G (Se; fims, Oms) G (Agit; fema, Oma) (7.1)
+(1 — fin)G(She; pes, 015) G (Agies fea, 01a), (7.2)

where

fmo = fmo+ fn2sSipus T fm2aAiputs (7.3)
UmS =  [mSo + Mms18Sinput 1 Mms35513}1put, (7.4)
Oms = OmS0+ Oms2sSmput + Tms24 A5 puts (7.5)
pes = pso + Hes15Smput, (7.6)
Ots = 050, (7'7)
PmA =  Hmao + UmAa1AAinpus, (7.8)
OmA = Omao+ amAgAAianut, (7.9)
A = Ao + ,utAlAAinput; and (7-10)
04 = OtAo, (7.11)

and the PDF contains 19 parameters. We determine the parameters by an unbinned
maximum likelihood fit to the distribution of (Sat, Agt, Simput, Ainput) Obtained from
toy MC samples, where we vary the Siypue and Ajnpy in 0.2 steps within the physical
boundary Siznput + Aianut < 1 as shown in Fig. G and repeat 8000 experiments at each
(Sinputs Ainput)- Table Gl show the fit results. As shown in Figs. G2 the fitted PDF

describes well the distributions of toy MC results.
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Figure G.1: Input CP asymmetries (Siput; Ainput) for toy MC samples

Table G.1: PDF parameters

parameter

value

f m0
f m2S
f m2A
HmsSo
Htso
MmAo
HtAo

HmsS1s
HmsS3s
His1s
HmA1A
HtAa1A
OmSo
OmS2S
OmS2A
0tS0
OmA0
OmA2A
JtA0

0.892075 0532
—0.0788+0:0045
—0.140815:0045

—0.0022510:00083

0.002775.0543
0.000727 000045
—0.0063+0:0016

0.9698™ 0 00as

0.070510 0%

2.04779912
0.99590 - 00087

1.196710 0051

0.52280- 0012

0.009270- 0053
—0.018715:5016

1147659003
0.2702375-00032
—0.0417+5:0012

0.35381 00011
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Figure G.2: Fitted PDF and toy MC distribution projected
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Figure G.7: Fitted PDF and toy MC distribution projected onto Ag; in arbitrary bins of
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Figure G.8: Fitted PDF and toy MC distribution projected onto Ag; in arbitrary bins
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Figure G.9: Fitted PDF and toy MC distribution projected onto Ag; in arbitrary bins of
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Once we measure a set of CP asymmetries on a data sample Zy = (Sp, Ag), the
confidence level to reject an arbitrary set of C'P asymmetries 6 is

/ dzP(76), (7.12)
LR(6)>LR(6)

where LR is likelihood ratio defined as

LR(Z|f) = — 5, (7.13)

using Ghes(#) which maximizes P(Z|6) for given . Due to the complexity of the PDF,
we numerically compute 5best(f) using MIGRAD. Figure GI0 shows the distribution of
Pz |§best). P(zZ |§best) corresponds to the outermost line of the PDF when Siypue and Ainput
are varied as shown in Fig. GTI. In the Sg; direction, the PDF has a broader tail when
| Sinput| ~ 1 so that the height of the main peak gets lower. On the other hand, in the
Ag, direction, the PDF gets narrower when | A, is larger so the outline is downwardly

convex at the center.
To draw confidence contours for the measurement 7;, we compute the integral of
Eq. (I2) at arbitrary values of § with Monte Carlo method, where we pseudorandomly

generate T based on the PDF and estimate the probability for & to fulfill LR(2g|6) >
LR(Z|0). Figure GI2 shows an example of the contours assuming ¥y = (—1.1,0.5).
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Appendix H

Data-MC comparison of Kg BDT
selection efficiency

Comparing the expected and observed number of events in Tabs. B4 and AT, we find
around 30% deficit in data both for B — K?KYK? and BT — KYK2K™ decays. Mo-
tivated by the difference, we study the efficiency of K2 BDT selection, (’)Kg > (.75, in
data.

We fit the following function to K2 mass distribution:

f(MﬂJWr*) =S V(MWJFW’;Ma g, ’7) + b? (81)

where V(25 p,0,7) = [*2 Gz — 2/, 0)
and v are free parameters. The number of true K9, Ngq, is calculated as the integral of
the Voigt function within the fit range. We define the efficiency as the ratio of Ny, with

and without the KY BDT selection.

For the K efficiency study, we use B® — K2K?K? sample with only the M. and M
selection and 470 < M, +.-[MeV/c?|] < 530. The K9 mass range justifies the flat back-
ground distribution in MC. Figure H show the fit results to data and MC distributions
with the KY BDT selection applied or not. The estimated K2 selection efficiencies in
data and MC match each other and that obtained by counting MC truth information as
shown in Tab. H. As the efficiency is found to be similar, we attribute the data-MC
difference to imperfect simulation of ¢g fragmentation in MC.

dz’ is the Voigt function and s, b, u, o,

Table H.1: K2 BDT selection efficiency in data and MC

sample | Ny, without selection | N, with selection | efficiency
MC count 105343 100545 95.4 %

MC fit 106145 £ 911 100803 £ 553 95.0+ 0.9 %

data fit 69154 £ 709 66942 £ 424 96.8 + 1.1%
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Appendix 1

Fit results from validation using
generic MC sample

We show the fitted distributions from the validation study using the generic MC sample
in Sec. hh3.
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Appendix J

Invariant mass of KgKg

We use the distribution of invariant mass of two K9’s from Bgp, M K90, O determine
the yield of B — y,K? events and to draw the Dalitz plot.

J.1 Yield determination of B' — y, K] events

We veto B® — K events in our analysis. Here, we do not veto the decays and
try to estimate its yield by fits to the Moo distributions. We name the K2's A, B,
and C in descending order of momentum and label the M KK by the K? names. We
define templates of M koxo distributions using signal and MC samples and fit the sum
of templates and a Gaussian function corresponding to Y. resonance to the data to
determine the yield of each component. It should be noted the signal MC only includes
non-resonant BY — KYK?K? decays so the signal MC template does not necessarily
represent the real distribution. Signal and background MC distributions are smoothed
by kernel density estimation (KDE) using a Gaussian kernel. The mean and standard
deviation of the Gaussian function for .o are fixed to be 3420 MeV/c? and 21 MeV/c? based
on generic MC. Figure ([T shows the distributions. In the fit, we use only the events within
the signal region and impose a Gaussian constraint to the yield of background component,
86 + 12, based on a result of signal extraction fit without x. veto. The sum of yoK?

yields are estimated to be 2.0%37, which is consistent to an MC expectation of 5.7.

J.2 Dalitz plot

Dalitz plot describes the kinematics of three body decays and resonant structure. It is a
2D scatter plot of invariant masses of different combinations of two daughter particles,
may and my.. Because in our case the three final-state particles are identical, there are six
definitions for m, and m;.. We can always choose a combination for each event to let it
in the shaded region in Fig. 2, by defining the largest invariant mass as mgp(Smax) and
the smallest as myp.(Smin). Such a plot is called symmetrized Dalitz plot. Figure 023 shows
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the symmetrized Dalitz plot using the events within the signal region without applying
Xco veto. The resonant structure is not clear due to low statistics.
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Appendix K

Hyperparameters of boosted
decision trees

We set the following hyperparameters for the two BDTs used for K2 selection and con-
tinuum suppression described in Sec. B=21 and Sec. B8 (See Ref. [31] for the definition
of the hyperparameters.):

number of trees : 200

depth of trees : 3

learning rate : 0.1

sampling rate : 0.5

number of events in the training sample : 200,000
number of features : 22 (K9), 18 (continuum suppression)

Since the performance of a BDT depends largely on its number and depth of trees,
we check if our choice of the parameters is proper. Figure K_I shows the results of grid
search, where we repeat training the BDTs while changing the two hyperparameters. The
performance of the BDT's are evaluated as AUC, which stands for normalized area under
the ROC curve. It ranges from zero to one and a larger value means better separation.
We confirm that the current hyperparameters are close to the optimal choice.
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Appendix L

Correlation between (CP-side and
tag-side vertex positions

We use the Btube constraint in the By,g vertex fit (see Sec. BE42). As the constraint
relies on the result of the Bop vertex fit, the fit results may be correlated with each other
in principle. However, we confirm that the correlation is negligible in the signal MC as
described in the following.

We naively expect a possible positive correlation between the vertex position residuals,
§0CF and 6¢'28. Such a correlation should be clearer in the events where only one track is
available for By, vertex fit. Figure LT shows the distribution of 6¢**¢ in the signal MC
events with and without the single-track selection on the tag side. The distributions are
divided according to the sign of §¢F. We do not observe a correlation between §¢¢F and
o,
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