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Abstract:

This thesis deals with two independent yet closely related topics. In the first
part, a measurement of branching fraction and time-dependent CP violation
in B® - n.K2, n. - K3K*rF decays is performed. This decay allows ac-
cess to sin2¢;, where ¢; is an angle of the unitary triangle of the Cabibbo-
Kobayashi-Maskawa quark mixing matrix. The measurement is based on the
entire dataset of the Belle experiment, which consists of 772 x 10 B meson pairs
collected at the KEKB ete™ collider. The extracted mixing-induced and direct
CP-violation parameters read sin2¢; ~ S = 0.59 £ 0.17 (stat) £ 0.07 (syst) and
A = 0.16 £ 0.12 (stat) = 0.06 (syst), respectively. The measured product of
branching fractions B(B® — n.Kg) x B(n, — K3K*nF) is (9.8 £ 0.6 (stat) &
0.4 (syst) 2.3 (int)) x 1079, where the last uncertainty accounts for interference
with non-resonant background.

The second part deals with the alignment of the vertex detector and the central
drift chamber of the Belle IT experiment at the SuperKEKB collider, which is
a next-generation Super-B-Factory. With the new pixel detector and the pre-
sented alignment method, Belle II achieves approximately twice better impact
parameter resolutions than Belle. The presented alignment procedure involves a
simultaneous determination of about sixty thousand parameters and accounts for
time-dependent detector instabilities. The method is evaluated in simulations,
and its performance is validated using data recorded by the Belle II detector and
in the first world-leading physics measurements.
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Preface

Since the discovery of the Higgs boson in 2012 [1], the Standard Model (SM) of
particle physics can be considered completedﬂ. All its fundamental particles have
been observed, and all predictions to date have been confirmed by experiments,
with only a handful of exceptions, where the statistical significance is still low
to claim a ground-breaking discovery, or there are ongoing discussions about
theoretical or experimental uncertainties. However, there is a general consensus
that the SM is an incomplete theory, and some new physics beyond the SM is
needed. Apart from the most apparent missing part—gravitation—the SM does
not account for approximately 95% of the matter-energy content of the universe,
composed of two elusive substances: dark energy and dark matter. Even ordinary
(baryonic) matter has its secrets. One of the biggest mysteries is the absence of
substantial amounts of its mirror counterpart—the antimatter—in the universe.
A necessary condition for such a matter-antimatter asymmetry is the violation
of charge-parity (CP) invariance at the level of fundamental interactions. While
the SM does predict a small amount of CP violation, it is by many orders of
magnitude smaller than what is required to match astronomical observations. In
the SM, this asymmetry is tightly related to changes in the flavors of quarks,
fundamental constituents of matter.

The experimental flavor physics program to observe and determine the amount
of matter-antimatter asymmetry (initially, there were free parameters) predicted
by the SM using decays of heavy B mesons was started by the construction of two
B-Factory experiments in the 1990s. It concluded around 2010 when the Belle
experiment 2] at the KEKB (KEK, Tsukuba, Japan) accelerator finished its data-
taking. Together with the BaBar detector 3] at the PEP-II accelerator (SLAC,
Stanford, USA), these B-Factories collected large datasets, which are still studied
to obtain more results completing the extensive physics program, encompassing
hundreds of analyses. Part |l of this thesis represents one particular piece in this
vast program.

The motivation for a new-generation B-Factory experiment, which could ac-
cumulate more than an order of magnitude larger dataset, has become even more
urgent after several years of LHC operation, without any signs of supersymmet-
ric particles to date [4]. Tt is very likely that the energy scale of New Physics
(NP) beyond the SM is out of reach of the current and possibly even planned
high-energy accelerators. Nonetheless, NP might reveal itself in other ways with-
out the need for direct production of new heavy particles. These new particles
and the corresponding fields would couple to the SM fields and enter as virtual
particle contributions in Feynman diagrams, possibly modifying experimentally
observable quantities. However, as mentioned, most measurements are still com-
patible with the SM predictions. Thus the NP contributions, if any, must be
small and require more precise measurements.

INeutrino masses and mixing parameters are still to be measured more precisely. One can
consider these to be already new physics modifications.
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Part [[ITl of this thesis describes an essential contribution to this new level of
precision, from which many (mainly future) physics analyses will benefit. The
larger datasets will reduce statistical uncertainties to the level where systematic
errors could become a limiting factor. Therefore the more precise measurements
will require better detector performance, better reconstruction and analysis al-
gorithms and tools, and a more complex computing infrastructure to handle the
enormous amount of data. An essential task in the quest for the best perfor-
mance of the detector is its proper calibration. The model of the detector used
for physics reconstruction has a tremendous amount of parameters, which are
usually assumed to be known precisely in simulations. A very important subset
of these parameters are values that describe the exact positions and orientations
of the sensitive elements of the detector. The procedure to directly determine the
optimal (ideally true) values of these parameters from the recorded data is called
track-based alignment (or just alignment). The presented alignment method in
the second part is crucial for reaching the ultimate precision for measuring pa-
rameters of charged particles.

During his bachelor’s studies, the author joined the Belle II Collaboration,
developing simulations for beam tests of the vertex detector. The need for an
alignment method for such setups and work conducted during the author’s master
studies resulted in the first version of alignment for the complete vertex detector.
Since then, this work has been extended to match the needs of a world-leading
high-precision experiment. Belle II started taking the first physics data in 2019,
and after further extensions, the author became responsible for all aspects of align-
ment of both the vertex detector and the central drift chamber. A high-precision
alignment will be crucial for future time-dependent CP violation measurements.
However, the matureness of the developed method was already proven by several
validations and first measurements with the world’s leading precision, namely the
lifetimes of DY and DT mesons [5].

As the accumulation of a competitive dataset for time-dependent C'P-violation
measurements at the Belle II experiment was not guaranteed in a timely man-
ner, the author was given the opportunity to study the existing unique data of
the former Belle experiment and perform a physically relevant and competitive
measurement in one of the decays, only measured by BaBar with the full in-
tegrated luminosity. The studied decay B° — n.K% belongs to the family of
b — ccs-induced transitions, that allow to access sin2¢; in a time-dependent
analysis. The angle ¢, = arg[—(V_;V;)/(V,,Vi)] is directly related to the ele-
ments of the Cabibbo-Kobayashi-Maskawa quark-mixing matrix. The underlying
physics is similar to the B® — J/¢ K2 decay, often called the golden channel
for sin 2¢; extraction. The analysis was started by Z. Dréasal, who performed a
similar measurement using the 1. — pp decay. This work verified the proposed
method and tools, which were adjusted for the n, — KYK*nT decay channel.
This decay mode offers smaller statistical uncertainty for sin 2¢; measurement but
is more challenging due to a more complex background composition. This study
was taken over by the author from Z. Dréasal in the state of finished branching
fraction measurement on the control channel with all necessary data (including
simulations) already in a form suitable for fast analysis. While some of the pre-
vious work needed to be reproduced, the initial progress allowed the author to
concentrate on work more relevant to physics, having many previously developed



tools at hand.

This thesis is divided into three parts. In part[[} the Belle and Belle IT experi-
ments will be described in detail and in the context of general physics motivations
together, as they share many features and concepts. A bit more emphasis is given
to the achieved Belle performance, relevant for the Belle physics analysis part,
while for the Belle II detector, more space is devoted to a description of sub-
detectors relevant for the alignment part.

Part[[Tis devoted to the physics analysis of Belle data. The phenomenon of CP
violation and the particular physics measurement of sin2¢; via time-dependent
analysis will be discussed in detail in the theoretical introduction, followed by
an exhaustive examination of the analysis method, intermediate results, cross-
checks, validations, and finally, a CP violation measurement in B® — n.(n. —
KIK*m™)KY decayf]

For part [[TI} devoted to Belle I detector alignment, we have decided to omit
the usual pedagogical exposition in search of the optimal alignment configuration
in the huge parameter space on simulations. This work was done in the past, and
it became practically irrelevant given the constraints and results from real data.
Instead, to keep a reasonable length of this thesis, the alignment will be described
as a final product. In reality, the method’s capabilities increased gradually from
a couple of parameters in the vertex detector beam tests to about sixty thousand
simultaneously determined values also describing every single wire of the drift
chamber. Only one chapter will summarize the older history of the alignment, also
mentioning past problems and their solutions. Most of the experimental content is
devoted to more recent results and the performance of alignment configurations,
which are being used for physics analyses and the first world-leading precision
measurements.

2We will generally adopt implicit charge conjugation in this thesis, but occasionally it will
be written explicitly, at least for charged particles.
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CHAPTER 1

Introduction

While the Belle Experiment was explicitly designed to confirm the Kobayashi-
Maskawa (KM) picture of the SM (see Sec. and measure its fundamental
parameters in B meson decays, its upgrade aims to probe physics beyond the
SM by pursuing precision measurements in a very similar experimental setup,
but with higher precision and using a much larger dataset. We thus attempt to
describe both experiments compactly, highlighting the improvements.

The idea of B-Factories (or, more poetically, Beauty Factories) requires an
electron-positron collider with asymmetric beam energies at a precisely defined
center of mass energy of 10.58 GeV. This energy corresponds into the rest mass
of the T(4S) resonance which decays to the desired pairs of B mesons. Due to a
low cross-section (around 1 nb), the collider must have a substantial luminosity.

Initially, two such machines were constructed: PEP-II at SLAC Laboratory
(Stanford, California, USA) and KEKB at the KEK Research Center in Tsukuba,
Japan. These two colliders and their detectors BaBar [3] and Belle [2] accu-
mulated two unique datasets, summing up to over 1.5 ab™* (see Fig. left),
recorded also at various nearby Y (nS) resonances and off-resonance. Most of the
dataset is, however, collected at the Y (4S5) resonance, which for example, corre-
sponds at Belle to 772 million BB decays. The KEKB collider held the record for
the highest instantaneous luminosity of 2.11x10%* cm~2s~! for almost a decade.

Integrated luminosity of B factories

-1
() >1ab?
1200 |  Onresonance:
sy Y(55): 1210
1000 — (g Y (45): 711 111)"
“““ Y(3S): 3fb™ 10

Y(2S): 25

1
200 | | Y(1S): 6 fb
Off reson./scan:

2
[

~100 b

600 @
horif ~550 fb*

400 On resonance:
Y(4S): 433 "
Y(3S):30 b
200 Y(28): 14 b
f Off resonance:

7 | ~54 1

[,.qeh w1

Peak Luminosity [x10™cm s™']
B

0
0 ' 0
1998/1 2000/1 2002/1 2004/1 2006/1 2008/1 2010/1 2012/1 2019 2024 2029 2034

Figure 1.1: Integrated luminosity of the B-Factory experiments Belle (blue) and
BaBar (green) [6] (left) and projection of instantaneous (red) and integrated
(blue) luminosity for SuperKEKB and Belle IT (right) [7].

The B-Factories have a rich legacy. They successfully observed CP violation
in B-meson decays and confirmed the KM picture of the SM by measuring pa-
rameters of the unitary triangle, see Sec. However, the physics reach was
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much wider. These were ideal places to gain experimental insight into quarko-
nium spectroscopy by studying excited states of bottomonium and charmonium,
which led to discoveries of a number of un-conventional states of bound quarks.
A large physics program was also devoted to studies of charm mesons or 7 lep-
ton. The two experimental collaborations also established several analysis tools
and techniques, which became standards in the field, from flavor tagging to blind
analysis [§].

The need for more precise measurements resulted in proposals to construct
a next-generation Super-B-Factory experiment. While the planned SuperB ex-
periment in Frascati (Italy) [9] was not realized, several key ideas were employed
in the construction of the high-luminosity KEKB upgrade. The aim is to collect
50 ab™! by the year 2036. Such a large amount of data can only be collected in
time if the projected increase in instantaneous luminosity (see Fig. right) is
achieved, targeting to surpass the KEKB world record by a factor of 30 [10].

The Belle II physics program is ambitious and diverse. The best reference is
the Belle II Physics Book [11]. Let us at least briefly sketch a part of the land-
scape of the possible physics topics. The well-defined initial state of the ete™
collisions allows Belle II to handle inclusive modes and final states with neutral
particles (7% K9, 7, ...) or with missing energy due to undetected neutrinos.
Especially its capabilities of neutral-particle reconstruction make Belle IT comple-
mentary to the LHCb in many indirect searches for NP. In many other analyses,
the two experiments will be competitive, which is welcome, as their sources of
instrumental and other experimental uncertainties are very different.

The physics of the B decays naturally encompass the flag-ship measurements
at a B-Factory. With the 50 ab™!, the angles of the unitary triangle should be
known to ~ 1° (~ 0.4° for ¢;). The measurements of the sides of the unitary
triangle will also improve. Of particular relevance are magnitudes |Vp| and |V,
which represent fundamental inputs for the future precision studies. Belle 11
should help in resolving a long-standing discrepancy between inclusive and ex-
clusive measurements of |V| and |V,;| in semileptonic B decays. Semileptonic
B decays are also a hot topic in lepton flavor universality tests, and the tensions in
ratios R(D™) in B — D™ v, and B — D™y, decays, where £ = e, i1, should be
definitely confirmed or rejected already with several ab™! of data. Good efficiency
for both muons and electrons will also be crucial for confirming similar tensions
in lepton-flavor universality in penguin-mediated decays like Bt — K1/~ [12].
Another important topic is charm-less B decays B — K, which can probe
possible NP contribution to loop amplitudes, and there is a long-standing dis-
crepancy known as the K — 7 puzzle in the direct CP asymmetry in B® — KTr~
and Bt — KT7% Belle II will be unique in its ability to access the mode
B — K°7% needed to disentangle hadronic uncertainties. As one last example,
let us mention rare B decays, like B — K®uw. The general idea behind such
flavor-changing neutral processes is that their low branching fractions in the SM
could be significantly enhanced by NP contributions, providing complementary
tests of, e.g., the anomalies in b — s¢™¢~ decays.

SuperKEKB is also a Charm-Factory and 7-Factory in a sense, as ete™ —
7777 and ete” — ¢ has a similar cross-section as Y(4S) production at the
center-of-mass energy of SuperKEKB. The program of charm physics involves
precise measurements of D meson lifetime, D° mixing, and CP-violation param-
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eters, or direct CP asymmetries. The 7 physics program includes precise mea-
surements of 7 mass and lifetime, which are fundamental inputs to tests of lepton
flavor universality. A wide range of topics are lepton-flavor-violating 7 decays,
like 7 — py, which are forbidden or highly suppressed in the SM, but NP could
enhance their branching fractions significantly.

A broad range of analyses is targetting the dark sector. The hermeticity of
Belle IT and the clean collision environment allow triggering, for example, events
with a single hard photon from initial state radiation (ISR) followed by an NP
process producing undetectable particles like a dark photon.

Finally, let us mention charmonium and bottomonium spectroscopy and stud-
ies utilizing special SuperKEKB runs at nearby T resonances, which shall con-
tinue a very successful program started at Belle focused on investigating exotic
bound states of quarks [11].

The KEKB and SuperKEKB accelerators are discussed in the next Chapter [2|
The detectors installed at the interaction point, where the electron and positron
beamlines cross, are compared in Chapter
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CHAPTER 2

KEKB and SuperKEKB Colliders

SuperKEKB is constructed in the same tunnel as KEKB. It is located around
10 m underground, with four straight and four curved sections with a total length
of about 3 km. The center of mass energy of /s = 10.58 GeV is achieved by
colliding 8 (7) GeV high energy (HER) electron and 3.5 (4) GeV low energy
(LER) positron beams at KEKB (SuperKEKB), which are supplied by a system
of a linear accelerator and a damping storage ring for positrons. The beams are
driven into the collision point at a large crossing angle of 22 mrad at KEKB ,
further increased to 83 mrad at SuperKEKB [10].

L e+ 4 GeV 3.6 A

w
=

i
New beam pipe Sup eI’KE KB

& bellows

/"Ii

Add / modify RF systems
for higher beam current

Low emittance positrons
to inject

Damping ring ” -
Vi

Low emittance gun

Positron source

New positron target /
capture section

Low emittance electrons
to inject

Figure 2.1: Schematic drawing of the SuperKEKB with upgraded or replaced
parts highlighted in color [13].

The main achieved KEKB machine parameters are compared to SuperKEKB
design values in Table In Fig. 2.1} a schematic view shows the SuperKEKB
accelerator and highlights systems that were replaced or upgraded from KEKB.
The two major factors leading to the increased luminosity are approximately
twice higher beam currents and, in particular, twenty times smaller vertical beta
function B at the interaction point (IP). This decrease is possible thanks to
adopting the so-called nano-beam scheme. The world’s most complex system of
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(LER/HER) KEKB  SuperKEKB unit

Beam energy (F) 3.5/8.0 4.0/7.0 GeV
Vertical § function at IP (85)  5.9/5.9 0.27/0.30 mm
Half-crossing angle (¢) 11 41.5 mrad
Current (/) 1.6/1.2 2.8/2.0 A
Luminosity (L) 2.1 x10** 60 x10*  cm 257!

Table 2.1: Comparison of the main machine parameters of KEKB and
SuperKEKB [10]. Some values are updated to recent un-official estimates ac-
cording to discussion with experts.

superconducting magnets is designed to squeeze the beams just before the colli-
sion. The beam optics system (QCS) includes 55 superconducting coils (dipoles,
quadrupoles, sextupoles, and compensating solenoids). A large crossing angle is
needed to bring the focusing magnets closer to the IP. In addition, it helps to
reduce beam-beam interactions due to faster separation of the particle bunches,
allowing for higher beam currents.

The final luminosity of KEKB, surpassing its design requirements by a factor
of two, was achieved by installing crab cavities, which rotate the bunches before
the collision to increase the effective bunch overlap. The SuperKEKB collider
reclaimed the world luminosity record on 15 June 2020, after a brief period when
LHC became the most luminous machine in 2018, despite being a hadron collider.
The current SuperKEKB luminosity record is 4.71x 103 cm™2s71 (22 June 2022),
still order of magnitude from the design value. Despite machine tuning being more
challenging than initially foreseen, the luminosity is being gradually improved.
The current integrated luminosity (see Fig. is 427.79 fb~ 1.

The beam asymmetry, which was reduced to limit intra-bunch (Touschek)
scattering (limiting beam lifetimes), results in a lower boost of the B mesons. At
Belle, their boost factor gy = 0.425 resulted in a mean separation between the
B meson decay vertices (Az) ~ 200 pm. This factor is reduced to
By = 0.28 at SuperKEKB. This change is compensated by a smaller beam pipe
radius and increased vertex resolution thanks to the installation of an additional
high-precision vertex sub-detector closer to the interaction point. This upgrade
is discussed among others in Chapter |3} devoted to the detectors.

2.1 Interaction Region and Beam Pipe

The nano-beam scheme results in a tiny vertical size (~ 50 nm at design values)
of the interaction region at SuperKEKB, compared to KEKB (~ 90 pum), which
is illustrated in Fig. 2.3] Also, the length of the beam overlap during collision is
reduced from ~ 1.9 mm to ~ 100 T}

The interaction region is surrounded by a specially designed section of the
beam pipe. As the momentum spectrum of particles from B decays is rather soft,
vertex resolution is limited by multiple scattering effects, which depend on the
material budget of the beam pipe and the distance of the first layer of the vertex

LCurrent values for the longitudinal interaction region size are ~ 350 um.
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Figure 2.2: Integrated luminosity profile recorded by the Belle II detector at the
SuperKEKB collider until 22 June 2022 [7].

Belle Belle ||

-X

~ 5 mm

Figure 2.3: Illustration of the interaction region formed by the colliding bunches
(without active crab cavities) at KEKB (left) and SuperKEKB (right).

detector from the IP. The beam pipe is thus made from two layers of Beryllium
with a cooling gap in between. For additional shielding from X-ray photons, it is
covered by thin 20 ym (10 pm) gold plating on the inside at Belle (Belle IT).

At Belle, two beam pipe configurations were used for its two vertex detectors
named SVD1 and SVD2. The initial beam pipe with an outer radius of 24.25 mm
was replaced by a 16.25 mm beam pipe for SVD2. At Belle II, the beam pipe is
even smaller, with an outer radius of 10 mm.
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CHAPTER 3

Detectors Belle and Belle 11

Four experimental halls are located in the straight sections of the main accelerator
tunnel, see Fig. [2.1l The experiment is installed at the single point where the
electron and positron beamlines cross, in the Tsukuba hall (4th underground
floor). The Belle |2] and Belle II experiments share the same concept of a
multi-layered cylindrical multi-purpose particle detector with a 1.5 T solenoid
magnetic field surrounding the region of colliding beams.

The z-axis of the coordinate system, with the center at the nominal interaction
point, points along with the boost in the direction of the electron beam (HER).
The vector of magnetic induction from the solenoid points along +z. The
y-coordinate points upwards and x outside the collider ring, approximately in
the direction of Mount Tsukuba (877 m). The cylindrical system is defined by
longitudinal z-direction and radial direction R = /x? 4+ y?, azimuthal angle ¢
(¢ = 0 in +z direction) and polar angle 6 (with # = 0 in forward +z direction).
The design is forward-backward asymmetric with 92% solid angle coverage in the
range 17° < 6§ < 150°. The two detectors are illustrated in Fig. [3.1

Y =
WK, detection
Si Vtx Detector 14/15 lyr. RPC+Fe
3/4 layer DSSD

Figure 3.1: The detectors Belle (left) and Belle IT (right) with cut section
showing the individual sub-detectors.

The detectors are composed of a vertex detector, Central Drift Chamber
(CDC) as the primary tracking device, particle identification system based on
Cherenkov light emission (and time-of-flight estimation at Belle), Electromag-
netic Calorimeter (ECL), superconducting solenoid with 1.5 T field and K, and
Muon detector (KLM), housed in the magnetic flux return yoke.

While all sub-detectors have been upgraded in some way, several subsystems
were replaced completely in Belle II. This includes mainly the new vertex detector,
but also the CDC is entirely new, as well as the particle identification systems
and the end-cap ECL. This is also illustrated in Fig.[3.2], where the replaced parts
are highlighted. The individual sub-detectors and the upgrade are discussed in
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the following sections in detail, as well as the upgrade of the trigger and data
acquisition system.

Backward Barrel Forward
Bellell KLM
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s _—
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Figure 3.2: Schematic cross-section of the Belle II (top) and Belle (bottom) de-
tectors. The replaced parts are highlighted in color [10].

3.1 The Vertex Detectors of Belle and Belle 11

The vertex detector plays a crucial role in precision time-dependent CP-violation
or lifetime measurements. Its primary role is the reconstruction of the decay ver-
tices of B mesons. Thus it must be located as close as possible to the interaction
point, simultaneously being able to withstand the high radiation environment.
It must also be lightweight, with minimal radiation length to not disturb par-
ticle trajectories, while still generating sufficient signal for very high detection
efficiency.

The detection method is therefore based on silicon semiconductor technology.
The basic principle lies in a pn-junction, which is reverse-biased by a large enough
voltageﬂ to entirely deplete its bulk volume made from an n-type semiconductor.
This volume is then sensitive to the passage of ionizing particles. As they cross the
depleted volume, electron-hole pairs are created (one per each 3.6 €V of deposited
energy) and immediately separated by the bias voltage. This process results in a
current flowing over the junction. This current can be amplified, measured, and
converted into a digital signal. Decoding the position of detection sub-elements
like a strip or pixel allows to read out the position of the particle’s trajectory
intersection with the bulk. Usually, also the information about the respective

!Typical values are in tens of Volts, but depend, e.g., on sensor irradiation.
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deposited charge can be retrieved. Various algorithms then can be applied to
improve the estimate of the intersection using signals from neighboring channels.

At Belle, the Double-sided Silicon Strip Detector (DSSD) technology is em-
ployed. Originally three detection layers (SVD1) were used, but after problems
with radiation hardness, the majority of the Belle dataset is taken with an up-
graded SVD2 with four layers. Belle recorded 152 x 10 BB pairs in the SVD1
configuration (SVD1 experiment) and the remaining 620 x 105 BB pairs with the
upgraded SVD2 vertex detector (SVD2 experiment). At Belle I, the Silicon Ver-
tex Detector (SVD) with four layers and DSSD technology is used as well, but
this time completely redesigned to accommodate the new inner-most detector:
the Pixel Detector (PXD).

3.1.1 SVDI1 and SVD2 at Belle

The Belle SVD1 detector was replaced by the SVD2 in 2001. With about twice
more modules, the readout channels from several modules needed to be combined
to fit into the existing readout. This then required full tracking to be used for
position determination in SVD2. The first of the four SVD2 layers was also
placed closer to the IP with a radius of 20 mm instead of 30 mm in SVD1. The
parameters of the two configurations are compared in Table In Fig. 3.3} the
SVD2 detector is visualized.

Figure 3.3: Front (left) and side (right) view illustration of the SVD2 detector.
The front view also includes several layers of the Belle CDC wires [15].

The upgrade also led to improved impact parameter resolutions. In Fig. [3.4]
these are shown as a function of pseudo-momentum disentangling angular depen-
dence of multiple scattering effects (see Sec. for more details). Split cosmic
ray tracks were utilized for this estimate. The final resolution for SVD2 in the
R — ¢ and z-direction can be parametrized as [16] ]

Or_p = 17.4® 34.3/(pBsin®?(#)) um

(3.1)
o, = 26.3 @ 32.9/(pf sin®?(0)) pm,

where p is particle momentum in units of GeV/c and [ its velocity in units of
c. The first term determines the actual detector resolution, while the second
term parametrizes the material budget and related multiple-scattering effects
depending on the (pseudo) momentum.

2@ denotes a quadratic sum, such that ¢ = a @ b means o = Va2 + b2
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Belle Belle Belle 11

SVD1 SVD2 SVD it

Layers 3 4 4

. 20/43.5/ 38/80/
Layer radius 30/45.5/60.5 70/88.8 115/140 mm
Ladders in layer 8/10/14 6/12/18/18 8/10/14/17
Sensors in ladder 2/3/4 2/3/5/6 2/3/4/5
Num. of modules 102 246 187

. 57.6 (38.4 for L3)
Sensor width 32 25.6 (33.28 for L4) 38 457 6 slanted
Sensor length 54.5 76.8 (74.75 for L4) 122.8 mm
Sensor thickness 300 300 320 (300 slanted)  pum

L 75 (50 for L3)

Pitchin R — ¢ 25 50 (65 for L4) 5075 slanted pm
Pitch in 2 84 75 (73 for L4) 240 (160 for L3)  pm

Table 3.1: Comparison of parameters among the Belle SVD1 and SVD2 and the
Belle IT SVD detectors |2, |10].

3.1.2 Belle IT SVD

The Belle IT SVD detector is illustrated in Fig. [3.5] The most obvious change
is the addition of non-rectangular slanted sensors in the forward region for the
outer three layers. These improve the vertex resolution by limiting the effective
amount of material crossed by particles from the IP. The inner and outer radius
of 38 mm and 140 mm, is determined by the outer PXD and inner CDC radius,
respectively. At Belle II, the SVD has an additional function of extrapolating
tracks into the PXD, allowing the tracking to operate even in conditions of high
luminosity background. SVD is also crucial for reconstructing long-lived particles,
like K9, which decay outside of the PXD. The fine time resolution of SVD (~ 3 ns)
can also be used to suppress off-time background hits.

The sensors with a thickness of 300 — 320 um have a large area, close to
current industrial production limits, and are organized in four layers and 49
ladders, slightly overlapping in R — ¢. The pitch is 50 — 75 ym in R — ¢ and
160 — 240 pm in z. The main parameters are summarized and also compared to
Belle SVD in Table[3.1] Specific parameters are used for the inner SVD layer (L3)
and the slanted forward sensors. The slanted sensors have a trapezoidal shape
and variable pitch size in R — ¢.

3.1.3 Belle II Pixel Detector and its Upgrade

With its first layer just 14 mm from the interaction point, the pixel detector has
to face several challenges in the high background environment caused mainly by
QED processes at very high luminosities. For precise B vertex reconstruction,
a very low material budget is a must, together with a sufficient radiation toler-
ance. All these requirements are fulfilled by the DEPFET (DEPleted Field Effect
Transistor) technology chosen for the Belle II pixel detector. DEPFET was in-
vented by Josef Kemmer and Gerhard Lutz in 1987 [18], and its development and
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Figure 3.4: Impact parameter resolution determined by cosmic ray tracks for
Belle SVD1 and SVD2 vertex detector configuration in R — ¢ (left) and z (right)
[16).

fabrication are maintained by the Semiconductor Laboratory of the Max Planck
Institute for Physics.

DEPFET pixels, illustrated in Fig. [3.6 integrate signal detection and ampli-
fication directly onto the sensitive depleted n bulk in the lithographic process. A
Field Effect Transistor (FET) is fabricated just over a small Internal Gate (IG)
region. The IG is about 1 pm under the FET of each pixel. It is created using
enhanced n-type doping surrounded by a p-type doped region. When electron-
hole pairs are created in the depleted volume by a traversing particle, holes drift
to the bottom p+ contact, while electrons are forced to accumulate in the inter-
nal gate region, which forms a potential minimum thanks to the complex doping
profile. Electrons are kept in the IG until a pulse voltage is applied at n+ clear
regions just next to the FET. This overcomes the potential barrier and sucks the
electrons out of the IG, making the pixel ready for subsequent detection.

The readout of the signal from each pixel is initiated by applying a voltage
across the transistor. The current over the transistor is proportional to the charge
stored in the IG. This readout is non-destructive and can be repeated as the charge
is kept in the IG until the clear signal. Thanks to a low capacitance of the I1G, low
noise operation can be achieved at room temperatures with significant internal
amplification, leading to currents of approximately 500 pA per each collected
electron in the IG.

The high signal-to-noise ratio (over 30) permits the fabrication of very thin
devices with a high detection efficiency. The Belle IT PXD uses sensors with active
areas thinned to 75 pym, embedded in a non-thinned 525 pum silicon support frame
from the same wafer. This frame hosts switcher chips along the sensor length,
steering the readout of pixel signal in a rolling shutter approach. Another set
of chips is housed on the balcony of the sensor, outside of detector acceptance,
which provides signal digitization and initial processing. The readout of the entire
matrix, having up to 1600 rows, can be finished within 20 us.

The originally proposed Belle IT PXD is visualized in Fig. [3.6] It was designed
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Figure 3.5: 3D visualization of the Belle IT SVD detector, showing a side view
of its four layers and the support structures. The forward sensors (at +z) are
located on the right [17].
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P+ source

N+ clear
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Figure 3.6: Schematic cross-section of the DEPFET pixel (left) and visualization
of the complete Belle IT PXD (right) 19].

with two layers at a radius of 14 mm and 22 mm with 40 sensors in total. The
sensors in the forward direction are segmented, with a smaller pitch size of 55 um
in the z-direction closer to the IP. The pitch size in R—¢ is 50 pm. The parameters
of the sensors are summarized in Table Due to problems in ladder assembly
resulting in a limited number of sensors available at the construction time, only
the first layer of the PXD was completed. Only four sensors are installed from the
second layer at ladder positions to cover a lower quality sensor in the first layer.
This sensor finally turned out to be defective and is disabled. Thus the vertex
performance of the current PXD is expected to be slightly worse than in design
simulations. This important characteristic of the current PXD will be evaluated
and compared to Monte Carlo (MC) simulation expectations in the alignment
part of this thesis, see Sec. [I7.1.3] At this point, let us show the expected design
performance of the complete vertex detector in Fig. [3.7, The critical point is a
significant improvement to the achieved Belle resolution by about a factor of two.
An impatient reader can find the corresponding comparison for real Belle II data
after all our alignment efforts at the very end of this thesis in Fig. [20.1]

The incomplete PXD will be entirely replaced by its original design configu-
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Figure 3.7: Impact parameter resolution in R — ¢ (left) and z (right) compared
for Belle cosmic data and design Belle II simulation with particle gun generating
single muons from the IP. In each bin, the resolution is estimated as a o of a
Gaussian fit to central 90% of the distribution of difference of track parameters
of the split cosmic trajectory (Belle) or difference of reconstructed track parameter
from the generated one (Belle II) |11].

layer radius ladders sensors/  total pitch pitch  width length
(mm) ladder  sensors R—¢ (pm) =z (pm) (mm) (mm)

14 8 2 16 (15) 50 55,60  12.5  44.80

2 22 12 (2) 2 24 (4) 50 70, 85 12.5 61.44

Table 3.2: Main parameters of the PXD and its sensors. The numbers in paren-
thesis refer to the initial Belle IT PXD configuration with only a partially equipped
second layer and a disabled sensor in the first layer. Numbers separated by comma
refer to the backward and forward parts of the segmented forward modules, re-
spectively [10].

ration during an extended shutdown, currently scheduled for 2022 or 2023. The
shutdown period will include minor upgrades to other detector or accelerator
parts. Besides slightly improved vertex resolution, the complete second layer will
be needed to keep high tracking efficiency in the increasing background conditions
at high luminosities.

3.2 Central Drift Chamber

The CDC is the primary tracking device of the Belle II detector. Besides track
recognition, it is necessary to measure particle momenta in the 1.5 T magnetic
field. CDC provides signals for the trigger and is used for particle identification
via dF /dx measurements.

The CDC is a wire chamber filled with a gas mixture of helium (50%) and
ethane (50%). Charged particles ionize the gas, and a large potential difference
between field and sense wires leads to a fast separation of electrons and ions.
Electrons drift to the sense wires (made from gold-plated tungsten) with a very
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Figure 3.8: Schematic drawing (left) of the currently installed PXD detector and
photography (right) of the actual device before integration into the SVD in 2018

20,

small diameter of 30 um, leading to very strong electric fields. Electrons are
accelerated with these fields and ionize additional gas molecules, resulting in a
charge avalanche. This process results in an electronic pulse registered by the
readout electronics, with amplitude proportional to the charge deposited in each
cell. Fig. [3.9| (right) illustrates such cells for the Belle II CDC. Each cell is
formed from a sense wire surrounded by eight field wires, generating the desired
electric potential profile. The cells are organized into layers and super-layers with
alternating axial and stereo wires. Axial wires point along the z-coordinate, while
the stereo wires are slightly rotated by a stereo angle of several tens of mrad to
allow for a crude determination of the z-position (about 1-2 mm) of the track
and thus its polar angle to infer the longitudinal momentum component.

Belle

¢ Axial wire

+  Stereo wire (U type)

20cm —»

+  Stereo wire (V type)

small cell normaléell o o o o
Belle Il O O O O O
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) -—
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Figure 3.9: Comparison of super-layer, layer, and wire layout in the Belle and
Belle IT CDC (left) and detail of the configuration of the small inner cell and
normal cell with sense wire (orange) and field wires in the Belle II CDC (right).

The wire configuration is compared for the Belle and Belle II CDC in Fig. [3.9
(left) and the main parameters of the two drift chambers are summarized in
Table |3.3] The Belle II CDC is equipped with a larger small-cell chamber to
ensure good tracking in the much larger background. The spatial R— ¢ resolution
is approximately 130 gm and 100 gm in the best region for the Belle and Belle 11
CDC, respectively. The relative transverse momentum resolution of the Belle
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Figure 3.10: Energy losses dFE/dx as a function particle momentum as measured
in the Belle CDC |[14]; p is in units of GeV/c.

Belle Belle 11

cpc  cpc Mt
Radius of inner cylinder 7 160 mm
Radius of outer cylinder 880 1130 mm
Radius of innermost sense wire 88 168 mm

Radius of outermost sense wire 863 1111.4 mm

Number of layers 50 o6
Number of sense wires 8400 14336
Diameter of sense wires 30 30 pm

Table 3.3: Main parameters of the Belle and Belle IT CDC [10].

CDC with the SVD was measured to be

U;pt) — 0.127% pr & 0.321%3 (3.2)
t

where [ is particle velocity in units of ¢ and p; is in units of GeV /c. The Technical

design report [10] assumes

";pt) = 0.1% p, @ 0.3%3 (3.3)
t

can be achieved in combination with the vertex detector for the Belle II CDC.
We will return to evaluating this important performance characteristic in the
alignment part, see Sec. [17.5

The total collected charge of the CDC hits associated with a track, and its
estimated momentum can be used for particle identification via ionization losses.

29



Different particle species have distinct momentum dependence on their energy
losses. Despite a sizeable stochastic spread of the energy losses, in some momen-
tum regions, the distinctions can be unambiguous, as illustrated for Belle CDC
dE/dx measurements in Fig. [3.10]

3.3 Particle Identification System

The primary purpose of the subsystem for particle identification is to separate
kaons from pions, but when its information is combined with CDC dFE/dx, it
contributes to a general particle identification scheme, assigning likelihoods to
different particle hypotheses. Particle identification sub-detectors have been com-
pletely replaced and redesigned for the Belle IT detector, partially to host the new
CDC with a larger radius but mainly to withstand higher occupancy and improve
radiation tolerance and physics performance.

At Belle, the Aerogel Cherenkov Counter (ACC) and Time of Flight counter
(TOF), labeled in Fig. [3.2] form the particle identification system. The ACC uses
Cherenkov light emitted by charged particles traveling faster than the speed of
light in a medium, which depends on its refractive index. The ACC works as a
threshold Cherenkov counter providing K /m separation in the momentum range
from 1.2 to 3.5 GeV/c.

In the Belle TOF, the flight time to reach the detector for particles coming
from the IP is measured by modules with plastic scintillators attached to photo-
multipliers, providing a time resolution of 100 ps, also used as a fast timing signal
for the trigger. With known flight time, momentum, and flight length (~ 1.2 m),
the mass of the particle can be estimated, which is illustrated in Fig. [3.11} TOF
provides K /7 separation for momenta < 1.2 GeV/c.

The achieved combined (with CDC) kaon identification efficiency is about
85% while keeping lower than 10% pion misidentification rate at Belle [15], as
also shown in Fig.

At Belle II, particle identification in the forward end-cap region is achieved
by proximity-focusing Aerogel Ring-Imaging Cherenkov detector (ARICH). The
Belle TOF is replaced by the Time-Of-Propagation counter (TOP) in the barrel
part. The TOP uses large quartz bars, where internally reflected Cherenkov
photons are registered by a photomultiplier screen at the bar’s end, as shown in
Fig. 3.12] At Belle II, the expected (average) combined Belle IT kaon efficiency
is over 90% with less than 10% pion fake rate reaching to lower momenta than

Belle, see Fig. (right).

3.4 Electromagnetic Calorimeter

The primary purpose of the Electromagnetic Calorimeter (ECL) is to identify and
reconstruct photons (especially those from 7% decays) and electrons and their en-
ergy thanks to the generation and registration of electron showers in scintillator
crystals. The crystals have a large electromagnetic radiation length (~ 16X, for
both Belle and Belle 1) and serve both as an active medium for shower develop-
ment and generation of scintillation light. As heavier particles (than electrons)
have smaller specific ionization losses (and do not undergo bremsstrahlung) at

30



Barrel : Eff. & fake vs momentum (prob > 0.6)
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Figure 3.11: Left: Mass distribution reconstructed by the Belle TOF for parti-
cles with momentum less than 1.2 GeV/c for MC (yellow histogram) and data
(black points). Right: Efficiency and fake rate for kaons at the Belle experiment
separately for the ACC, TOF, and CDC and combined performance (denoted
as ATC) [15]. The drop at ~ 1.1 GeV/c for the CDC can be understood from
Fig. where dE /dxr measurements loose any separation power to distinguish
pions and kaons around this momenta.
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given momenta, using momentum information from the CDC, the ECL can dis-
tinguish electrons from other particles by measuring F/p. The barrel part of the
ECL is the same for Belle and Belle II; only the read-out is upgraded. CsI(T1)
crystals used for the whole Belle ECL are replaced by pure Csl crystals at Belle 11
in the forward end-cap part.

ﬂ:“—)w in hadronic events N—Yy in hadronic events
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Figure 3.13: The reconstructed invariant mass of photon pairs for Belle data,

showing clear peaks of decays of ° (left) and 7 (right) [2].
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Figure 3.14: The reconstructed invariant mass of photon pairs for Belle II data,
showing clear peaks of decays of 7° (left) and n (right) [22].

The key calorimeter performance characteristic is energy resolution. This is
demonstrated specifically in reconstruction of neutral particles like 7° or 7 for
Belle in Fig. and for Belle II in Fig. |3.14] At Belle, the measured energy
resolution of the ECL was

op 0.066  0.81
E = (134+ T + W)%,
while for the Belle IT ECL, the expected resolution reads
g 02 1.6
i (1.2+ = T W>%’

where E is units of GeV.
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Figure 3.15: Cross-section of the active layer of the RPC (a), a top view of the
RPC with internal spacers for segmentation (b), and one block of two adjacent
modules with the iron layer making one octant of the barrel KLM (c) [10].

3.5 K and Muon Detector

For both Belle and Belle II, the outermost sub-detector, located outside of the
superconducting solenoid, is designed to detect muonsﬂ and long-lived hadrons,
namely K? mesons. The K and Muon (KLM) detector is a sampling calorimeter
divided into a barrel (BKLM) and end-cap (EKLM) part, with alternating 15 (14
in each end-cap) layers of sensitive elements and 4.7 ¢cm thick iron plates, which
also serve as a return yoke for the magnetic field flux. While muons will lose
energy primarily due to ionization, K9 can shower hadronically in the KLM
material with a hadronic interaction length of 3.9 Ay (or ECL with 0.8 \g) while
leaving no trace in CDC, allowing their identification for isolated KLM clusters.

At Belle, the whole KLM was instrumented with glass-electrode Resistive
Plate Chambers (RPC). Ionized gas from hadron showers or muons in the gas
gap leads to a discharge between the electrode plates at high voltage, registered
as a signal in a segmented RPC module. One such RPC module with its layered
structure is shown in Fig. |3.15]

For Belle II, the end-cap KLM and the first two BKLM layers are equipped
with fast plastic scintillator strips instead of RPCs to keep good efficiency also in
higher backgrounds, primarily caused by neutrons (e.g., from showers initiated
by radiative Bhabha scattering)[11].

3.6 Trigger System and Data Acquisition

At a B-Factory, only a fraction of events registered by the detector is of interest.
The trigger system must provide a very fast decision after the beam crossing
to select events relevant to physics or detector calibration. The decision logic is
divided into multiple layers with increasing complexity and latency. These events
are then processed in the Data Acquisition System (DAQ), which reads out the

3with p; > 600 MeV /c to reach it in the magnetic field
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sub-detector information based on the decision logic output, builds the event,
and sends it to an online computing farm for event monitoring and storage.

At Belle, the trigger starts with a hardware Level 1 (L1) trigger, which com-
bines information from the sub-detectors looking for distinct signatures, like mul-
tiple charged tracks, typical for hadronic events. Its information is further passed
to the Level 3 (L3) software trigger. A Level 4 trigger is applied offline to further
reduce the number of events for long-term storage. The final decision on whether
to keep or discard the event is performed by the Global Decision Logic (GDL).
The efficiency of the Belle trigger for hadronic events was higher than 99 %. The
trigger rate (for all triggered events) at regular operation was about 200 Hz, but
over 500 Hz was stably achieved.

Belle Il DAQ System Maximum design rate = 30kHz

Event size ~1MB/ev
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Figure 3.16: Schematics of the Belle II data acquisition system [23].

At Belle II, the trigger system is designed to withstand a trigger rate as
high as 30 kHz. In addition, special selections open possibilities e.g. for dark
sector (axion) searches via dedicated single (three) photon trigger [11]. The
Belle II trigger is composed of a hardware L1 trigger, followed by the first event
builder and software High-Level Trigger (HLT'), reducing the event rate to about
10 kHz. In addition, HLT must identify the Regions Of Interest (ROI) in the PXD
to allow for significant data reduction. After the HLT decision and inclusion
of the PXD hits into the final event is performed at the second event builder,
events are written to a disc array. A fraction of events is reconstructed by an
express reconstruction chain to provide fast monitoring of online data quality. A
(simplified) scheme of the Belle II DAQ is shown in Fig. m
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CHAPTER 4

Theoretical Introduction

What is the difference between left and right? Such an innocent question (sur-
prisingly?) boils down to asking: “Why do we exist at all?” As will be briefly
shown in the following sections, the symmetry between left and right is directly
related to the symmetry between matter and antimatter. Antimatter, being first
predicted theoretically by Dirac in 1928 [24], should be an exact equivalent of the
standard matter. However, once these two interact, they annihilate typically into
photons. According to our current knowledge, just after the Big Bang, matter
and antimatter should have been balanced. However, with an exact symmetry
between the two, their mutual interaction should lead to a universe very different
from this one and almost certainly without us. Most of the antimatter seems
to have disappeared. Literally, as far as we can see E], only matter is present
in macroscopic amounts. This suggests that there must be some underlying
mechanism that violates matter-antimatter symmetry, known as CP violation,
or charge-parity violation. Even a small CP violation could generate the present
matter-antimatter unbalance, but all the known sources of CP asymmetry in the
SM are too tiny. This motivates the search for yet undiscovered CP-violating
phenomena sourced by physics beyond the SM.

In sections [4.1] and [£.2] we will look into the left-right and matter-antimatter
symmetry, a related phenomenon of time reversal, and briefly summarize two
major experiments which established the violation of these fundamental symme-
tries of nature. The present general formulation is given in Sec. and after
developing the theory of neutral B meson mixing and related CP-violation phe-
nomena in Sec. [£.4] the SM prediction for our decay of interest is discussed in
Sec. The basics of experimental measurement principles can be found in
Sec. Finally, after some additional discussion of our particular decay cate-
gory B — n(K3K*7n™)K in Sec. .7} the previous experimental measurements
are discussed in Sec. [4.8] also in the context of new physics motivations for mea-
surement of sin 2¢; in B — n.K3. As a last part of the theoretical introduction,
the measurement methodology is briefly discussed in Sec. [4.9]

The body of the analysis part is separated into four main chapters. In Chap-
ter [ the signal event selection, detection efficiency, and continuum background
suppression are described, and the other sources of backgrounds are briefly dis-
cussed. As we build up the data model in Chapter [0} the signal and background
components are discussed in more detail before proceeding to a branching fraction
measurement. A significant part of this chapter will evaluate the main system-
atic error stemming from signal and (non-resonant) background interference. In

Lwith our best instruments looking for possible sources of annihilation signals or antiparticles
in cosmic radiation.
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Chapter |7}, we extend the data model to the time difference and flavor dimensions.
After CP-violation measurement for the control channel and a number of analysis
validations and cross-checks, we proceed to the final CP-violation measurement
in Chapter [§] and conclude the analysis in Chapter [9

4.1 Discrete Symmetries of Nature

Symmetries play a very important role in physics. Continuous symmetries imply
conserved quantities according to the Noether theorem. This leads to the law
of energy, momentum, and angular momentum conservation due to the general
invariance of physical laws with respect to time, translation, and rotation, respec-
tively. Abstract continuous symmetries are the basis for the formulation of the
SM as a non-abelian gauge theory with local U(1) x SU(2) x SU(3) symmetry.
The three basic discrete symmetries can be divided into two already recognized
in classical physics and one of purely quantum nature:

« Time reversal 7', or time conjugation changes time ¢ — —t¢. It is well
known that most laws of physics are generally invariant under time reversal,
which leads to the famous problem of the arrow of time. Time usually enters

d

in the form of derivative 7, and thus 7' leads to the reversal of motion. For

position @&, momentum p and angular momentum L = & X p, we have

N pL p L% L. (4.1)

o Parity transformation P switches sign of the coordinates in position
vectors ¢ = (x,y,2) - —x = (—z, —y, —z), which changes right-handed
coordinate system into a left-handed one. This corresponds to a mirror
reflection with additional rotations (and possibly a translation depending
on the reflection plane). As symmetry for translations and rotations is con-
served, the question of mirror symmetry can be reduced to parity invariance.

One has
x5 —x pS—p L4 (4.2)

and can see that L is an example of an axial vector, which is invariant
under parity. A product of axial and ordinary (polar) vector yields a
pseudoscalar—a number defined in such a way that it changes sign un-
der parity, as for example, the helicity h = s-p/|s-p|, which is a projection
of particle spin s (which behaves as angular momentum L, i.e. s T s)
onto its momentum.

Parity is also an intrinsic property of most particles meaning these are
eigenstates of the parity operator: p\w) = Py|¢Y) = £[¢). Dirac equa-
tion predicts that fermions and anti-fermions have opposite parity and by
convention P; = +1 for fermions (e”,p™,n° or quarks). Bound states of
a fermion and anti-fermion have parity (—1)E*!, where L is their orbital
momentum state. So, for example, the two bound states of a charm quark
and anti-quark highly relevant for this thesis, 7., and J/v, have L = 0 and
thus odd parity (P = —1).
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e Charge conjugation C' does not have any classical nor non-relativistic
quantum-mechanical analog. It is related to the fact that all particles have
their corresponding antiparticles, which are related by a transformation
changing the sign of all U(1) charges, represented by additive quantum
numbers: electric charge, lepton number, flavor, the third component of
isospin and so on [25].

Thus for a particle, the charge conjugation yields its antiparticle:
Cly) =[¥). (4.3)

Eigenstates of C' with a well-defined intrinsic C-parity can only be (some)
neutral particles (e.g. C'(y) = —1, C(7") = +1). Bound states of a fermion
and anti-fermion have C' = (—1)L"% where L is their orbital momentum
state and S is the total spin. For example the pseudoscalar meson 7. with
S = 0 (the quarks have antiparallel spins in antisymmetric combination)
has C(n.) = +1, while the vector meson J/¢ (with symmetric spin part of
the wave function and S = 1) has C(J/¢) = —1.

Each of these symmetries can be violated (not conserved in particle decays)
separately, as well as combinations of them. However, based on very general
requirements for a reasonable quantum field theory, in particular Lorentz invari-
ance, the combined symmetry CPI' should not be broken, as stated by the CPT’
theorem [25]. It follows that if, for example, the combined symmetry CP is bro-
ken, then 7" must be violated in order to preserve the CPI' symmetry. Both C' and
P are conserved in the electromagnetic and strong interactions, and these sym-
metries were originally thought to be fundamental symmetries of nature. This
assumption had to be abandoned in the light of the experimental results discussed
in the following section.

4.2 Experimental Path to Violation
of P, C and CP

The first experimental hints of parity violation came from the 7 — 6 puzzle, in
which particles nowadays known as charged kaons decayed into final states with
two or three pions, which have different parity (P(r) = —1). The puzzle was
resolved by proposing that the weak interaction, necessarily involved in decays of
strange particles, does not conserve parity [26]. The proposed direct experimental
test, which would not involve decays of strange particles (poorly understood at
that time), was conducted by C. S. Wu in 1957 [27]. Until this experiment, the
distinction between left and right was a mere humanP| convention. The weak de-
cays of strongly polarized °Co nuclei clearly showed that 3 electrons are emitted
in a direction opposite to the spin of the nucleus, in proportion to the polarization
1eve]|’f]. The established parity (and charge) violation in the weak interactions came

2While the left-right symmetry is broken (almost) consistently in several natural phenomena,
these are (most likely) not universal for life beyond Earth (if there is any).

30ne could relate left and right (for example) to the direction of current in winding of the
polarization magnet coil.
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out to be, in fact, maximal. This manifests itself phenomenologically in the fact
that only left-handed neutrinos and right-handed anti-neutrinos exist in natureﬁ
Similarly, only left-handed particles (and right-handed antiparticles) participate
in the charged-current weak interactions mediated by intermediate W bosons.

While weak interactions violate P and C' symmetry, the combined CP sym-
metry was originally believed to be conserved. Thus, the correct mirror image
of physical laws needs to switch left with right and particles with antiparticlesﬂ
However, according to our current knowledge, no significant amounts of antimat-
ter are present in the observable universe, so this symmetry must be violated, too.
It was first pointed out by Sakharov in 1967 [2§], that CP violation at the funda-
mental level is one of the necessary conditions to generate the observed abundance
of matter over antimatter. At that time, CP violation had been, however, already
established experimentally, to the surprise of most theorists [29].

Violation of CP was first discovered in 1964 in studies of neutral kaon decays.
Neutral kaons, produced at that time in strong interactions, are not their own
antiparticles, as not all of their additive quantum numbers are zero, namely the
strangeness defined by (three times) the charge of the constituent strange quark
(K° = d5, K° = ds). This leads to a remarkable phenomenon of neutral meson
mixing (which does not require CP violation), where a particle can turn into its
antiparticles and vice versa. We will discuss this topic in detail in the context of
B mesons later; see Sec.[£.4, CP was assumed to be fully conserved in weak inter-
actions, which are the only decay mode that allows kaons to change strangeness
to permit their decay. We have

CP|K% = |K°) (4.4)

and see that |K?) is not a CP eigenstate. From an analogous relation for FO, one
can, however, easily construct CP eigenstates as

| A—
50) = (K% + K"

o, (4.5)
2) = (1K) ~ [K*)).

Thus CP|K,) = +|K;) and CP|K,) = —|K>) and only |K;) should be able to
decay into two pions (CP|nm) = +|7m)). The two states also differ radically in
their respective lifetimes as Ky must decay into three pions (CP|nnm) = —|n7m)),
leaving only a very limited phase space in this very fortunate case of neutral kaons.
These are nearly the true mass eigenstates, known as K2 (K short) and K, (K
long) for kaons. For B mesons, this situation will be quite different due to their
high mass and many possible decay modes.

4In the limit of zero neutrino mass.

°Thus an experimenter in a distant world from antimatter (using anti-°°Co and emitted
positrons) would arrive at the opposite definition of left and right according to our instructions
to replicate Wu’s experiment.

6Up to a phase. Kaons as well as pions have an odd parity and the C' parity phase can be
chosen such that C|K?) = —|f0> Opposite conventions result in switching the labels for the
states with very close masses or lifetimes and redefinition of their differences, which are the
actual observable quantities [29)].
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In 1964, while trying to set an upper limit, the process K¢ — ntn~ was
actually discovered with a small branching fraction (~ 2 x 1073). This small
CP violation requires that the actual K2 and K? mesons (which are true mass
eigenstates with definite masses and lifetimes) are, in fact, mixtures of two CP
eigenstates, parametrized by a small complex mixing parameter € as[]:

K9 = L (K — e|K))
P
) (4.6)
KO = L (1K) + eKL))
Tt |2

Thus, for example, the real K2 is mostly the CP-even state K, but with a small
admixture of the CP-odd state K.

At this point, the theorist took the lead and tried to incorporate CP violation
into the evolving Standard Model. In the following years, the strangeness of kaons
was embodied in the framework of flavor physics, adding tastes of charm and
beauty quarks to the big picture and completing the three generations of leptons
and quarks with quite a late top quark observation in 1995 [30]. Interestingly,
the third generation of quarks was postulated theoretically shortly after observing
CP violation in neutral kaons. We will discuss this briefly in the next section,
where the theory will be explained already in the context of the contemporary
Standard Model of particle physics.

4.3 CP Violation in the Standard Model

The Standard Model incorporates three generations of fermions (leptons and
quarks), the force-carrying vector bosons (photon, intermediate W+ and Z°
bosons, and gluons), and the scalar Higgs boson into the framework of quan-
tum field theory. The particle content of the SM is shown in Fig. {.1] The
bottom quark is also known as the beautyf quark. We prefer to use this name or
just b quark. The flavor quantum number distinguishes the six different quarks
with an up-type and down-type quark in each generation. While the flavor is
conserved in the electromagnetic and strong interactions, weak interactions allow
quarks to transform into each other.

These transitions are governed by the charged-current part of the interaction
Lagrangian between (left-handed) down and up-type quarks fields [32]:

Vud Vus Vub d
e = (@ e 1)y (1=5) | Ve Veo V| [s| W +he,

2v2 Ve Vie Vi) \b (4.7)

Vckm

"We will later utilize a different form of this expression using two complex parameters pg
and gy related to €, where |K2) = px|K°) + qK|?O> and |K?) = pg|K°) — qK|FO>

8 According to author’s knowledge, the Belle experiment name refers to the beauty (flavor)
via the fictional character Belle in Beauty and the Beast. In one of the commissioning phases, the
BEAST (Belle Exorcism for A STable experiment) detector was installed to measure accelerator
backgrounds.
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Standard Model of Elementary Particles
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Figure 4.1: Fundamental particles of the Standard Model [31].

where g is the weak coupling constant, v* are Dirac gamma matrices, W: is
the charged intermediate vector boson field, and V ¢k is a unitary matrix with
coefficients setting the mixing probability between each two up and down quark
types. The CKM matrix emerges as a consequence of the diagonalization of inde-
pendent mass matrices for the primordial up- and down-type quark fields, which
appear after the Higgs field acquires a vacuum expectation value. Because the
charged-current weak interaction mixes left-handed up- and down-type quarks,
a non-trivial matrix (Vckn) appears after transformation into physical quark
fields.

In 1972, at the time when only three quarks were known, it was pointed out by
Kobayashi, and Maskawa [33] that three generations of quarks could allow for CP
violation in a 3 x 3 mixing matrix, which incorporates the original Cabibbo mixing
angle 0. ~ 13° from the three-quark times. With nine free parameters of a unitary
matrix, of which five can be removed by a suitable choice of phases of the quark
fields, four parameters of the CKM matrix need to be determined. However, only
three angles are needed to define a real-valued unitary (orthogonal) matrix, so
the CKM matrix must be complex. The additional single complex phase of the
CKM matrix gives rise to all CP-violation phenomena in the quark sector.

Instead of the standard parametrization of the CKM matrix using three mix-
ing angles and one CP-violating phase, a parametrization by Wolfenstein, which
expands V ¢y in terms of A = sinf, ~ 0.22 [34] is more suitable for our needs.
Using its three parameters A ~ 0.79, p ~ 0.141, n ~ 0.357, the CKM matrix
reads

1—)\%/2 A AN (p —in)
Vikm = —A 1—)\%/2 AN? +O\Y). (4.8)
AN(1 —p—in) —AN? 1
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The Wolfenstein parametrization is unitary to all orders in A, and one can see
that it reveals a very distinctive hierarchy of the elements. The major diagonal
terms of order one characterize the most probable transitions between quarks of
the same generation. The transitions between the first and second generation are
of order A\ and for the second and third generation of A\2. This is also illustrated
diagrammatically in Fig. 4.2 (a). The CP-violating phase at this order of \ is
only contained in transitions between the first and third generation with elements
Viq and Vi, proportional to A3.

1.5 T T 17T ‘ LB i T T 1T | L LB LB
: excluded area has CL > 0.99 | ]
O ® | | |
1.0 — H —
L : Amg& Amg
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Figure 4.2: Left: Diagrammatic illustration of quark transition probabilities (a)
and the unitary triangle (b) with angles and lengths of sites denoted using the
standard normalized representation in the complex plane . Right: The current
experimental constraints on sides and angles of the unitary triangle .

The unitarity of the CKM matrix leads to several relations among its elements.
Of particular relevance are those constraining the scalar products of any two rows

and columns as [29]:
ZV]?,‘/;::L =0= Zvij e JFk (4.9)

Six such relations emerge in the form of a sum of three complex numbers equal
to zero. Each can be visualized as a triangle in the complex plane, all of an equal
area related to an invariant expressionﬂ for the total amount of CP violation from
the CKM matrix. Only one of these triangles, the one related to B meson decays,
has sides of comparable size (~ A\?) and thus promises generally large observable
CP-violation effects. This triangle is usually called The Unitary Triangle (UT)
and is defined by the second relation in Eq. with j = d, k = b (product of the
first and third CKM column) as

VaudVey + VeaVig, + ViaViy, = 0. (4.10)

9Before the normalization below, area( any triangle ) = J/2, where J = |%(ViijlVi§‘Vk*j)| ~
3x107° is the Jarlskog invariant .
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It is common to normalize this expression by division by an almost{”| real number
VeaVy, such that one side has unit length, and the triangle can be visualized as
in Fig. [4.2] The angles of the unitary triangle are defined as

VchcE>

= ¢ =arg| —

B = g( ViVt

a:(bg:arg(—%) (4.11)
VUd ub

o VudVJb>

v = by = arg ( — ),

where the notation [, , v is common at BaBar, while Belle is using ¢y, ¢2, ¢3.

It is evident that the CKM matrix elements appear in plenty of phenomena
related to quark decays. The four parameters of the CKM matrix lead to a
large number of predictions, which can be, in principle, probed by experiments.
The theoreticians’ challenge is finding measurements with small theoretical uncer-
tainties, mainly stemming from non-perturbative QCD effects and hadronization.
The idea is to over-constrain the UT from many measurements. Experiments can
independently probe the sides and the angles, checking for their consistency. Any
inconsistency could mean deviations from unitarity and constitute strong indica-
tions for NP effects. The contemporary experimental status of the UT is shown
in Fig. [4.2] where at the current precision, all measurements indeed agree, and
the triangle closes at the apex. However, not all measurements are shown in this
figure, and small discrepancies already exist, which means that some deviation
from SM predictions could be confirmed with more precise measurements. As it
is not a priory known where to look for new physics, it is desirable to study the
phenomena in many possible ways. The decays of B mesons produced at the B-
Factory are an excellent playground for such studies. In the following sections, we
will explicitly look at the measurement of the ¢; = 5 angle, which is the flagship
of the B-Factory physics program. This particular class of measurements drives
many B-Factory design decisions.

4.4 Time-Dependent CP Violation in B Decays

We have already briefly mentioned that some neutral particles can mix between
matter and anti-matter in the case of neutral kaons. In this section, this effect will
be discussed deeper in the context of heavy mesons, which contain a beauty quark
or anti-quark and a first-generation quark (d or d for neutral B). This mixing
will be exploited to access CP-violating effects, which can lead to time-dependent
decay rates different for B® and PO, demonstrating the (tiny) difference between
matter and anti-matter in the SM.

4.4.1 Mixing of Neutral B Mesons

The theory of neutral particle mixing starts with quite a general formulation us-
ing non-relativistic quantum mechanical treatment of the system represented by

19Up to O(A?) according to the Wolfenstein parameterization. The slight complexity of VoqV}
means that the triangle is also rotated a bit.
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two-dimensional Hilbert vector space. For the neutral B mesons, the two possi-
ble states of definite flavor are |BY) and \EO). These are, however, not the mass
eigenstates, for which the time evolution is rather simple. Under assumptions of
CPI' symmetry, the time evolution and decay of the neutral B meson wave func-
tion [¢) = 1 (t)|B°) +1/12(t)|§0> is governed by the time-dependent Schroedinger

equatio i <¢1 (t)> = Hepr (m (t)> with an effective Hamiltonian [29]:

Pa(t) Pa(t)
i M M i (T T
Hep = M — T = (Mﬁ M”) =) (Fiz F”) (4.12)

which is not hermitian (because of the ¢ before I')—the probability is not con-
served as the B meson eventually decays. The mass eigenstates of a definite
lifetime can be obtained by diagonalization of H.g. The eigenvalues are:

,U/L2 = M — §F :]: \/(Mlg — 2F12> (Mﬁ — 2]_—”1(2> (413)

The corresponding eigenvectors (in general non-orthogonal as Heg is not hermi-

tian) can be written as
40
|B1) = p|B") +q|B")
S (4.14)
|B2) = p|BY) —q|B"),
where |p|? + |g|*> = 1 and
¢ _ | Mz alh (4.15)
p Mg — 5112

For the eigenvectors, the standard exponential time evolution results from the
solution of the time-dependent Schroedinger equation, where the decay is achieved
by the complex part of the eigenvalues:

|Bia(t)) = e 12" By o) (4.16)

with | By ) being the initial state. The masses of the eigenstates can be obtained
as myo = R(p12) and the lifetimes as I'y o = —23(p12). We can now invert the

relation to get |
|B%) = 2*(‘31> + [By))
) 1p (4.17)
B)=—(|B)) - |B
1B7) 2q(! 1) = |B2))

at time t = 0. The time evolution for the flavor eigenstates is finally obtained by
letting the mass eigenstates to evolve in time |By2) — |By2(t)), which gives

IBY(t)) = g, (£)| BY) + Zg_ (t)|B°)

4.18)
—0 —0 p (
|B(t)) = g4+(t)|B") + 59—(1?)130%
where ] . ‘

gs(0) = 5 (c7mmAT & gmamirany, (4.19)

1p =1 in natural units mostly used in this thesis.
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The time evolution can be further simplified for the case of B mesons by neglecting
the lifetime difference{ﬂ and setting I'y = 'y = ' = A/7po, where 750 ~ 1.519 ps
[36]. Using average mass m = (m; + m2)/2 and the mass differencd™ Am =
my —my ~ 0.507 ps™t, g4 (t) becomes

g+(t) = e 2 cos <A2mt>
g-(t) = ie 2" sin <A2mt>

where a factor of e ™, irrelevant for further discussion, is omitted from the
expressions on the r.h.s. The final form of the oscillations finally emerges by
evaluating |g4(f)|> to obtain the probability of observing a decay of the same or
opposite flavor at time ¢ > 0 by starting from a pure flavor state at ¢t = 0. For
an initial state of B°

(4.20)

imt

(BB ()2 = ;e”(l + cos(Amt))

24 (4.21)
|<§0|Bo(t)>|2 = |g 56_”(1 — cos(Amt))
while for an initial EO, we get
1
(BB (0)) = Se™(1 + cos(Am))
24 (4.22)
(BY[B°(1)? = \p L1 — cos(am)),
q

The oscillation probability is shown in Fig. 1.3 Thus the oscillations only
demonstrate the mass difference. CP violation in mixing, which manifests as
P(B* = B%) # P(B” — B) (see below), only occurs for |g¢/p| # 1. But for
B mesons, this number is very close to unity |35, despite having quite a large
phase. To reveal this phase, we need to multiply the states from the left by a
state to which both flavors can decay to employ the interference effect.

4.4.2 Types of CP Violation

In the time evolution of neutral B mesons, three basic types of CP violation can
be defined when B° and B’ decay to the same final state |f). Let us assume f is
a CP eigenstat that is f = f and CP|f) = %|f). Denoting the amplitudes of
pure flavor state transition to f as:

(fIB%) = A

SIBY =4 429

12This is the main difference from the oscillations of neutral kaons where the lifetimes of the
two states are radically different.

IBFor B mesons, B, is identified with the lower mass state By, and By with the higher mass
state By. The mass difference is also often denoted by Amy to emphasize that we mean By
mesons—with b and d quarks.

MFor f # f, there are four possibly distinct amplitudes A I A?, Zf,27 which will make the
expression more complicated. It is however not relevant for further discussion
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1.0 — |(BY|BO(t))|2 = |{B°|BO(t))|2
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Figure 4.3: Probability to find the same flavor (blue) or opposite, oscillated flavor
(red) neutral B meson at time ¢ when starting from a pure flavor state (B° or
EO) at t = 0. The black dashed curve shows the total exponential decay rate.

the time-dependent amplitudes for the decay of B meson and its antiparticle to
f are obtained from Eq. as

(FIB(1)) = A (g+(t) + Ag-(1))
1 (4.24)

(B () = A (g:.(t) + 59-(1)),

where we have used the standard definition for the complex parameter /\IEL usually
denoted as A¢p

N dep = 14 (4.25)
pA

Three different types of CP violation can now be discussed based on the magni-
tude and phase of A, respective ¢/p or A/A (where multiple types can be present
simultaneously):

« Direct CP violation in decay occurs in case of |A/A| # 1. This is the
only type of CP violation, which can be also observed in charged B meson
decays, which cannot mix. It can result from an interference of multiple
diagrams with different weak and strong phases.

o Indirect CP violation in mixing follows from |¢/p| # 1. This type of
CP violation was initially observed in the neutral kaon mixing. It results
in different probabilities for K° — K° and K — K°. In the kaon system,
this effect is observable thanks to the large lifetime difference of the mass
eigenstates Ko and K?. For B mesons, this type of CPV is irrelevant.

« CP violation in interference of mixing and decay happens for $(\) #
0. This is the time-dependent CP violation from the title of this thesis. It
is caused by interference of direct decay amplitude B® — f and amplitude
where the B meson first changes its flavor before it decays (B® — B = f).

15This is not the Wolfenstein parameter A = sinf,.. Which one is meant should be obvious
from the context.
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The principle of observability of () in the interference of mixing and decay
is worth noting. Let us assume for a moment that we can write A\ = €!* and that
|A| = |A], which will be justified later for the case of B mesons. At the time
t =0, g_(0) = 0, and the squares of the two amplitudes would be equal. At time
t =n/Am, g.(7/Am) =0 and g_(7/Am) = ie T2, Thus the amplitudes now
differ by a factor of €*¢. By squaring the two amplitudes, there is no difference
again and thus no CP violation. We can see this factor is a complex number
whose argument is related to the weak phase, which has an opposite sign for B°
and B . However, we need two phases, of which one switches its sign and one
does not. The second invariant phase factor, whose role is played by the strong
phase for the direct CP violation, is provided by the wave function phase from
the unitary time evolution. This is also illustrated in Fig. where the squares
of the two interfering diagrams are illustrated for B® and B ’. The maximal CP
violation occurﬂ at time ¢ = m/Am/2 ~ 3 ps. At this moment, under our
simplified assumptions, one can write

S

™

(o= ) = & i

(B (1= 55 ) ) = e Y2 (14 i),

(4.26)

For these two complex numbers, their absolute values are now, however, not
identical, and the complex phase in A fully reveals in their difference, which is
proportional to sin ¢.

Jw, ne ...
X cos(dmt) + Ba.

cd = —
d,s

2

W, ne, .. dvg t Ve b V%

X cos(dmt) + B—a. w w

Figure 4.4: Tllustration of Feynman diagrams for a direct B meson decay to
(ce) K g interfering with neutral meson oscillation (red box) followed by the decay
for an initial pure BY state (top) and CP conjugated B state (bottom). Due to
the additional phases from unitary time evolution, the squares of the two absolute
values are generally not equal, and the difference depends on ¢.

The time-dependent decay rate of an initially pure B° state is obtained by

Further periods are much less interesting as the B mesons quickly decay
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squaring the corresponding time-dependent amplitudes in Eq. 4.24] as

D(B” — f) =T(B" = fit) = [(f|B"®)1” = |AP[9.4(t) + Ag-()][g7 (1) + /\*(4*2(1;))]-
After some calculations [[7], one gets

D(B® = f) =
—I't | ’2

A+ 25

L+ |A]2

—1
|26 cos(Amt) —

A
| L+ |A]2

sin(Amt)} :

(4.28
The equivalent expression for |(f \Po(t)HQ can be obtained by the replacemen
A — L
X

r(B’ = f) =

1 et L PE-1 23(N)

A2
|Al N

sin(Amt)} :
(4.29)

4.4.3 Time-Dependent CP Asymmetry for B Mesons

The expressions for decay rates can be further simplified, as the ¢/p factor, which
comes from B°—B" oscillations and the box diagram, further discussed in Sec. ,
is close to unity in magnitude. Thus for B mesons, we can substitute

A

)\2
A= T

(4.30)
in Eq. and [4.29] resulting in a striking similarity between the two equalities.
By taking their difference and dividing it by the average as

D(B’ - f) —T(B° — f)

- : (4.31)
B — f)+T(B°— f)

a(t) =

the time-dependent asymmetry a(t) reveals in an experimentally and theoretically
more suitable form, where many unknowns and uncertainties cancel. One gets

Py B0
a(t) = BYEE sin(Amt). (4.32)

A2 +1

cos(Amt) +

The CP violation is thus fully described by two parameters defined as

NP1

Acr = A2 +1
230 (4.33)

SCP = W?

where Acp measures the direct CP asymmetry in the decay and Sgp measures
the time-dependent asymmetry in the interference of mixing and decay.

"Note that \* — A = —2iS()\)

18Using S(5) = 7_@(5\)
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4.5 Time-Dependent CP Violation
in b — ccs Decays

In this section, the CP-violation parameters Acp and Scgp will be related to
fundamental SM parameters, namely one of the unitary angles. The case of
b — ccs transitions, originally recognized as golden modes to access the angle ¢y,
will be used. The most famous process BY — J/¥ K2 is an example of decay into
a pure CP eigenstate common to BY and B°. This discussion is, however, general
for all ¢¢ mesons, in particular 7..

Two amplitudes represented by lowest-order Feynman diagrams, leading to
the necessary interference, are illustrated in Fig. [4.5| The process B® — ccK?2 on
the left interferes with B® — B” — ¢¢K? (on the right), with additional B’ — B’
oscillation, which proceeds via a box diagram, whose example is shown in (a).
The additional box diagram (c) represents the K & K° oscillation, but only
schematically—to illustrate how a superposition of flavor eigenstates emerges to
reach a mass (and to good accuracy also a CP) eigenstate K2. Needless to say,
the K + K oscillation is both a complication and a blessing [29]. Without
them, we will not have a final CP eigenstate. Fortunately, corrections arising
from CP-violation effects in kaons are small, and in the typical experimental
setup, where K3 are registered through 7*7~ decays by a vertex detector up to

a distance of several flight lengths of K3, the occasional K — 777~ decays can
be ignored [37].

Figure 4.5: Examples of interfering diagrams for B® — (c¢)K2 decays. The

tree-level decay (b) might be preceded by a B® — B' oscillation (a). The green
box diagram (c) represents neutral kaon mixing, necessary to reach the final CP
eigenstate.

The parameter encoding the CP-violation effects is defined as (see Eq. [4.25)

A _ -0
o adaxy g (eKYB)
K Ay p (KB

(4.34)

where ¢/p comes from B° —B” oscillations. The term Acng has two contributions.
The first is shown (on the left) in Fig.|4.5|(b) and is proportional to the product of
CKM elements V3 V... The emerging strange meson is, however, not yet common

to B® and B". In the diagram, we have an s-quark going from the weak vertex V.,
(b) and thus K° meson, which results from the B® decay. That is B® — (c¢) K"
and B" — (cé)?o. To get a K2 meson, we have to multiply this by the transition
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amplitude (K%K°). A similar treatment for a diagram starting with B', also
shown in Fig. [4.4] (bottom), leads to

% —0
A =0 = nNep— cs‘/cb<Kg|K>
s T VAV (KB KO)’

(4.35)

where the sign factor of ngp encodes the CP eigenvalue of the final state, i.e.

nep(J/VKS) = nep(n.Kg) = —1.

Note that CP(n.) = —1, while CP(J/1¢) = 41 but for J/1¢ the B (scalar) decays
to a vector (J/¢) and scalar (K2)J"|and thus, these must be in a state with orbital
momentum L = 1 (giving one minus factor to the parity of the final state).

The treatment of the oscillation part is quite similar for B and K mesons.

Like for B (Eq. , we can rewrite part of Eq. as
IK9) = prc|K®) + qi| K°). (4.36)

Instead of ‘bra’ vector, one needs the corresponding ‘ket’ vector, which is equiv-
alent to (K2| under the assumption of CP conservation in the neutral kaon os-
cillationg?] Then one can write (K%K°) = pi and (K%K’ = ¢ [38]. The
coefficients px and ¢qx have the same meaning as p and ¢ but are evaluated in
the neutral kaon system. Assuming |Mjs| > |T'12], one can write Eq. as[§]
a_ M (4.37)
p My,
This means that ¢/p is given by the elements of the mass matrix in Eq. ,
which connect different flavor eigenstates. These correspond to the amplitudes of
B° — B obtained from the box diagram. For B’s, the t-quark dominates in the
oscillations; other contributions can be neglected. Collecting the CKM elements
for B — B’ then gives My o (V,,V;)2. Therefore for the B mesons

4 _ ViV, (4.38)
D Vi Via

In fact, this term brings already the full phase difference (other smaller phases
will cancel) and in the SM, % ~ =%t [29]. For the neutral kaons, the charm
contribution is the most relevant for oscillations (as Vi, is of order A\* while Vj, is
close to unity for B mesons). This can be written in analogy to the beauty sector
to a good approximation [25] as

ax _ VeV

= _ 4.39
pK CcS C‘)((i ( )
Combining the results together, we get
VgV ViV, ViV VigVig Vo Vi
/\cEKO = nep tdVtb YesVeb YedVes = nop tb " td Y cb cd. 4.40
Ve ViViy VaVea " ViVas Vet 440

9To a very good accuracy CP(Kg) = +1, which neglects CP violation in the neutral kaon
system.

200therwise one should use the reciprocal basis [38], which will lead to the same final result
for Acexg in case gk /px| = 1, which is true to order of 1073,
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This complex number is in the form of z/z*, so |Azxg | =1, and thus the direct
CP asymmetry parameter (defined in Eq. |4.33) Azxo = 0 in the SM to a good
approximation. This allows us to write )\cEKg as a complex unit and obtain its

imaginary part as S(Azxo) = sin(arg(Azxy)). We geﬂ
S(Acery) = Seero = —ncp sin(2¢1), (4.41)

where ¢, is angle of the unitary triangle defined in Eq. and illustrated in
Fig. 4.2
In summary, the SM predicts for the CP-violation parameters measured in
BY — n.K?
Acp =0

4.42
Scp = sin 2¢1 ( )

within sub-percent theoretical uncertainty. Moreover, these parameters should
be (up to the sign different for CP-odd and CP-even final states) identical for
all b — ces transitions, irrespective of the involved charmonium resonance. Note
that there is a two-fold ambiguity ¢; — m/2 — ¢;, which can be resolved by other
measurements [14].

4.5.1 Trees and Penguins

In the previous discussion, it was assumed that the decay corresponding to part
(b) in Fig. could be described by a single amplitude which represents the tree
level b — ccs decay. At the one-loop level, so-called penguin diagrams have to be
considered. An example of a gluonic penguin diagram for our process is shown
next to the tree-level one in Fig. , specifically for the case of 7, charmoniumE[

ISH
Q W
S8
S8

Figure 4.6: Feynmann diagrams for b — écs decay [40]. Left: Dominant color-
suppressed tree diagram. Right: Strong penguin diagram with the exchange of
gluons. For an electroweak penguin diagram, the gluons are replaced by (single)
~v or Z, but these contributions can be neglected.

Similar diagrams where the gluons are replaced by a (single) Z° boson or v
(electroweak penguins) can be neglected [41]. The three possible virtual quarks
t,¢,u in the loop result in three contributions to the penguin amplitude. The
total amplitude can be written as [25]

Agro = Vo V(T + Pe = B) + Vi, Vi (P — B) (4.43)

21Using arg(z/2*) = 2arg(x), arg(z*) = — arg(z) and arg(—z) = arg(x) + 7 in the definition
Of qﬁl/ﬂ

22For J /4, three gluon exchange is necessary due to charge-conjugation invariance [39)
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where T' is the amplitude of the tree diagram and P;, P., and P, represent the
amplitudes of the penguin diagrams, where the CKM elements are factored out.
From the Wolfenstein parameterization in Eq. [£.8 one can see there is a large
phase in V,;, coming from the u quark loop and P,, which is different from the
phase from the box diagram. At the same time, the combination of CKM elements
Vo Vx oc M) while V,, V% o< A2, so P, is CKM-suppressed. The P, contribution
introduces a theoretical uncertainty in the correspondence of Scng and sin 2¢.
The size of this effect depends on the relative size of P,. It is estimated that]29]

<1% (4.44)

’)\QPu

which results in sub-percent theoretical uncertainty of sin2¢; determination,
called penguin pollution.

These considerations are usually made with the assumption of no additional
interferenceFE]. However, by selecting particular final states, the number of in-
terfering diagrams can be larger when the final state resulting from c¢ together
with the K3 from B meson can be, for example, reached by a (non-flavor-specific)
direct B decay into final state particles. This will be the case of our analyzed
ne — K3K 7~ decay, where an important background source stems from b — s
transitions, which must proceed via a loop, where the u quark contribution has a
different weak phase than the tree-level decay. Or the final state may be reached
via a b — wu tree directly. Evaluation of such diagrams is very difficult due to non-
perturbative QCD calculations. This can lead to more significant uncertainties
in sin 2¢;, which can be considered theoretical. The measurement of the CP-
violation parameters Agp and Sep is still fully valid, albeit these values might
then be understood as effective, where background interference effects are not
decoupled.

4.6 Measurement of sin 2¢p; at B-Factories

The actual observation of the time-dependent CP violation is facing a number
of experimental challenges, which have been successfully resolved. First, a clean
and copious sample of neutral B mesons is needed. This is achieved by colliding
electrons and positrons at a specific center-of-mass energy. The cross-section for
production of hadrons in e*e™ collisions around 10 GeV is shown in Fig. (left),
where several T resonances are denoted. These resonances are bound states of b
and b quark, also called bottomonium. The spectrum of bottomonium is shown
in Fig. (right). The mass of T(4S) resonance is just above the threshold for
BB production, and this resonance almost exclusively (in > 96 % of cases [36])
decays into BT B~ or B°B". The kinetic energy of the B mesons is minimal in
the CM frame compared to their mass as the energy release of Y(4S) decay is
only about 20 MeV.

Z3Tag-side interference is often considered [8] and will also be included as a systematic error
in our analysis.
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Figure 4.7: Cross section of electron-positron annihilation to hadrons with peaks
corresponding to bottomonium resonances (left) [42], and the spectrum of bot-
tomonium (right), with states sorted by mass and their quantum numbers [§].

4.6.1 Coherent B Mesons and the EPR Paradox

The Y(4S) decay to B mesons proceeds via strong interaction, and thus it con-
serves both C' and P separately. From the quantum numbers of spin-one particle
Y(45), JPC(T(4S)) = 17—, it follows that in the decay Y(45) — BYB’, the two
B mesons with spin zero (J(B) = 07) must be in a p-wave state with orbital an-
gular momentum quantum number L = 1. Upon exchange of the two B mesons,
this yields a factor of (—1)X=! = —1, i.e., the angular part of the wave function
is antisymmetric. Einstein-Bose statistics dictates that the total wave function
describing a state of identical bosons must be symmetric. Thus the two (oscillat-
ing) bosons cannot be identical at any time while they transform into each other.
This is an example of an entangled state which can be compactly written as

1

V2

which is correctly C' and P@ odd (and thus CP even) like the initial state of
T(45).

Next, one should measure the decay rates as a function of time since T(45)
decay in the rest frames of the respective B mesons, separately for each flavor.
This brings two complications due to a short B lifetime (about 1.5 ps) and the
fact that we are interested primarily in decays into a CP eigenstate, common to
B° and B°. Thus by the very definition, we cannot tell the flavor of the B meson,
which decays into our signal. At this point, the advantage of the initial entangled
state will come to the rescue. By inserting the time evolution for the ket vectors
from Eq. and using Eq. [4.20] the wave function of the system of the two

o) (1BY[B) - [B")|B%). (4.45)

24Note that the two bosons fly to opposite directions, so spatial inversion generates exactly
the same (or mathematically equivalent) linear combination, but with a minus sign.
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mesons, first?”] at time ¢, and second at time t,, can be written as

W(t1,12)) = e 5000 cos (S50 (1 B°) - [B%)12°)
P povipoy 450 50
) (L1t - 4B EY)|.

(AmAt
"\

AmAt (4.46)

+7sin (

where At = t5 — t;. Until one of the mesons decays, At = 0 and exactly one B
and one B’ is present in the system. Despite both oscillating, this oscillation is
exactly synchronous. Let’s assume, for example, that the first B decays at time
t1 = tiag into a final state fi,e, which revealﬂ its flavor as BY with amplitude

Atag = (frag| B®) = <ftag|§0>. At this moment, the wave function of the system

collapses, and the flavor of the other particle must be B at the same instant,
irrespective of their distance. This is the essence of the Einstein-Podolsky-Rosen
(EPR) paradox [43] and the key principle allowing experimental observation of
flavor through the second meson at the very moment when the time evolution
from a pure B state starts. If this second meson then decays at time to = top
into a CP eigenstate fop, its wave function@ just before this moment is

. A AmAt » . (AmAt
|B°(tcp)>:\;ﬁge—iutagﬁcﬂ[cos( - )y§0>+z§sm( - >130>]
(4.47)

and the amplitude of the process is ( f¢ p|§0(tc p)). This, together with the second
case, where the flavor of the tag-side meson is EO, has the same form as Eq
with a replacement t — At = top — tiae. Indeed, the resulting asymmetry can be
again written as

a(At) :F(fcp’ Jiag) = fer: J1us) = Acpcos(AmAt) + Sep sin(AmAt),

F(fCPa ftag) + F(fC'Pa ?tag)
(4.48)

where T'(fop, fiag) = [(fop|(fragl ¥ (top, tag))|*; equivalently for T'(fop, fiag)-
Technically, to extract maximum information and include reconstruction ef-

fects properly, the probability distributions for finding a given tag-side B meson
flavor with time difference At are used instead of the asymmetry Eq. [4.48] which
is then only constructed ad hoc. Using I' = 1/7p, where 75 is the BY (or poten-
tially B™) lifetime, this distribution, properly normalized over At € (—o0, 4+00)
and the two flavors, can be written as

—|At|/B
6{1 + q x [Agp cos(AmAL) + Scp sin(AmAt)]}, (4.49)

4’7’3

7DphyS(At) Q) =

25For example, the meson, which is going to the upper hemisphere.

26This outcome is random. The flavor is not predetermined.

2"The total wave function after the tag side decay, which performs a quantum mechanical
measurement by projecting out one of the eigenstates using |fiag)(fragl (O [frag)(Fragl)s is

2
separable, and one can talk about two individual particles and wave functions in their respective

Hilbert spaces. The state | fiag) is, however, now composed of different particles (so it does not
belong to the original product of Hilbert spaces to describe the two-particle system) and also

proportional to [COS (Amm)|ftag>\§0> + & sin (%) Iftag>|B0>|:|. This expression is now

—0
evolves in time. Just after the decay, at At = 0, the state is proportional to a pure |fiag)|B )

s —0 o
and the second meson is in state B~ and starts mixing.
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where ¢ is given by the true tag-side flavor, ¢ = +1(—1) for Biay = B*(Byg = B'),
and At = top — tae can be both positive and negative.

4.6.2 Measuring Time with Vertex Detectors

One needs to measure the difference between the decay times of the B mesons,
which seems very difficult, as they are produced nearly at rest after the T(4S5)
decay. However, if the original Y(4.5) moves very fast, the daughter B’s can travel
a measurable distance. This is the reasoning behind the asymmetric accelerator.
With the center of mass of the collision moving in the laboratory frame, the
produced Y(4S) meson is boosted along the electron beam direction with Sy =
0.425 at Belle (0.28 at Belle II). Thanks to relativistic time dilation, the B mesons
live a bit longer in the laboratory frame, further slightly increasing the distance
traveled before their decay. Ignoring their small kinetic energy in the CM frame,
the distance Az between the two B decay vertices along the boost is related to
the proper time difference At in the center of mass system of the particles as

~ B2
 Bye

The boost leads to an average distance between B° and B’ decay vertices of
about 200 ym at Belle (130 um at Belle II) along the z-direction, which can be
resolved with high-precision semiconductor vertexing technology. An illustration
of a typical decay chain with a golden channel B® — .J/¥ K3 is shown in Fig.

Many factors enter the experimental resolution of At, mostly through Az,
which must be determined from a vertex fit to the B decay products. These
effects can be studied on simulations as a function of 0t = At — At we and the
estimated uncertainty oa;. Note that At is the At from previous sections,
while in this paragraph, At is the reconstructed proper-time difference. The
uncertainty o, follows from error propagation in tracking and vertexing and is
determined for each particular event. There are more such variables affecting
the resolution, for example, the flight direction of the B meson in the CM frame
M which is neglected in the kinematic approximation . If the resolution
function R(6t; oat, - - . ) [§] is determined, the probability density can be evaluated
by convolution as

Prec(At, q; 0L, - .. ) = Pponys(At, @) @ R(At; 0, - - )

+oo
- /_ PphyS(Attrue7 Q)R(At - Attrue; OAty - - - ) dAttrum

(4.51)
which is also a function of the event-dependent variables used to parameterize
the resolution function. In other words, this is a conditional probability, and the
total probability density function (PDF) can only be constructed once PDFs for
the event-dependent variables (like oa;) are specified. This also means it is not
trivial to plot such a distribution—one needs to assume some distributions for
the (conditional) event-dependent variables. Thus in all plots where fit results
(utilizing At resolution functions) and data are compared in the next chapters,
the event variables come from the data and are plugged into the probability
density functions, evaluated at each event. The total distribution is thus a sum
of many such functions (as many as there are events in the dataset).

At (4.50)
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Figure 4.8: Illustration of the time difference and flavor measurement at Belle
showing the decay chain for the golden channel, where neutral meson Bop decays
into J/v — ptp~ and K3 — mtr~. The second meson emerging from T(4S5),
denoted as By, is used to tag the flavor of the second B, in this case through
the high momentum lepton ¢~. The decay time difference of the two B mesons
is inferred from the longitudinal distance Az of their decay vertices [14].

4.6.3 Flavor Tagging

In Fig. on the upper side (the tag side), the meson By,, decays in a typical
flavor-specific way into a single high-energy lepton. These decays predominantly
proceed via a semileptonic b — ¢/~ 7, transition, where the lepton /¢ carries the
sign of the charge of the original b quark and thus B, = (bd) = B in the figure.
This allows us to identify the flavor with large confidence, but generally not
unambiguously, as, in addition, there are other tagging modes, which can have a
much lower probability of correct flavor assignment. For example, the lepton may
be a secondary lepton originating from a cascade decay b — W~ c(c — sltv).
In this case, the charge of the lepton is opposite to the b quark charge, but its
momentum spectrum is also much softer [§]. The procedure of flavor assignment
based on the decay characteristic is called flavor tagging. Flavor tagging generally
follows after signal reconstruction. The fully reconstructed signal-side particles
are excluded, and the rest of the event is analyzed by the tagging algorithm.

At Belle, the output of the flavor tagging procedure is the estimated fla-
vor charge ¢ = +1, ¢(B%) = —|—1,q(§0) = —1 of the tag-side B-meson and the
expected flavor dilution factor r, representing the likelihood of correct flavor de-
termination [8]. This factor ranges from zero (no flavor information) to one
(unambiguous flavor assignment). The signed probability

S VB - N(B)

= a (4.52)
N(B°) + N(B")

is obtained from a lookup table determined from MC simulation and calibrated by
self-tagging decays on data. The average mistag probability w = (wpo +wz0)/2 is
related to the dilution factor (1 —2w), which reduces the observed CP and mixing
asymmetries from physical ones. As mistag probability can differ between flavors,

Aw = wpo — wxo is further being determined. The difference between tagging

efficiencies for B® and B' is neglected at Belle. These tagging performance pa-
rameters are determined separately for seven tagging-quality categories (ranges of
r). The categories and the corresponding average mistag averages and differences
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for Belle data can be found in Table With imperfect flavor determination
and resolution effects, the probability density changes to

e_‘At‘/TB

P(At,q) = {1 — qAw

(1 — 20)[Sep sin(AmAL) + A cos(AmAt)]} @ R(AY),

(4.53)
where ¢ is the reconstructed (measured) By, flavor, and At is the reconstructed
proper-time difference. In practice, the resolution function R (and thus P) de-
pends on a number of conditional event-dependent variables, like the Az resolu-
tion from tracking. The reconstructed distribution is compared to the true phys-
ical probability density in Fig.[£.9 It should be noted that the raw asymmetry is
further diluted by backgrounds. A proper model for the signal and background
components, the resolution function(s), and the flavor tagging imperfections per-
mit unfolding of the underlying physics parameters using a maximum likelihood

fit.

47’3
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Figure 4.9: Physical distribution (left) of the time-dependent decay rate as a
function of the proper time difference for B% tagged (solid line) and Eo—tagged
events (dashed line) and the observed distribution (right) after considering im-
perfect tagging and resolution effects. The CP-violation parameters are set to
Scp = 0.7 and Agp = 0 and assuming ncp = +1 (CP-even final state) [8].

4.7 Pseudoscalar Charmonium 7.(1S)
in B — n.K withnn. - KK

Bound states of a charm quark and anti-quark belong to a class of neutral mesons
called charmonium, with its most famous member being J/1, discovered in
1974 [44]. The J/1¢ meson, as well as many other states, shown in Fig.
together with their quantum numbers, are allowed to decay into two leptons;
with a very distinctive experimental signature. The pseudoscalar 7. meson is,
in fact, the lowest-lying ground s-state charmonium, but with JF¢ = 0=F, it
cannot decay into two leptons due to angular momentum and C' conservation.
This makes 7, experimentally much more difficult to observe. The current world
average for 7. mass is (2983.9 = 0.5) MeV/¢? [36]. The width I, = (32.0 £ 0.8)
MeV is significantly larger than for J/v, I' /., = (92.942.8) keV. The measured 7,
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parameters differ significantly among different experiments and production and
decay modes [8]. The smallest errors are coming from two-photon production of
7, but even here, the results can be affected by interference with a non-resonant
direct production of the K K final state, through which 7, is usually observed.

[GeV]

44 | seeeziimy,o  Z(4430)

42 | VHEPBOE 00 ewssyg,..sssssesss
........ Vap -
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s, 351 A 3p0 JPI JPZ D, 3Dl 31)2 3D3

Figure 4.10: Example of Feynman diagram for a typical 7. decay, in this case
to KYK 7" (left) and the spectrum of charmonium (right) sorted according to
mass and quantum numbers of the states [45].

The 7. charmonium primarily decays hadronically via annihilation into two
gluons, suppressed by the Zweig (OZI) rule, as illustrated in Fig. 4.10, One of
the dominant 7, decays is 1. — K Km. This notation includes several individual
decay modes related by isospin symmetry. As isospin quantum numbers of 7.
are I = 0, I3 = 0, these must be conserved in a strong decay and in the final
state. The three possible isospin projections for m with I3 = —1,0, 4+1 correspond
to 77,7 and 7, respectively. The K states with I; = —1,+1 are K% KT,
and K=, K" for K, respectively. The coefficients of combinations matching total
I = I3 = 0 and zero total charge are given by the Clebsh-Gordan coefficients as
i)

y7e +, - 0pr— -+
|[KK7) = \/_|K K n™) + \/_|K K~n")

\/_]K Kr%) — \/_\KK ) (4.54)

[KR7°) — —=[K"K’x°)
\/_ \/_
and thus, for decays without experimentally challenging 7% in the final state, we

have
_ — 1
(KK 7t | KKm))? = (K K n |KKn)|? = 5 (4.55)

This, however, still includes both half K% and half K, which are observed instead

of K% and K, where again K9 is not so easy to detect and reconstruct. This
leaves the most accessible mode for 7. reconstruction, for which the branching
ratio will be related to B(n. — KKm) as

B(n. — KXK*r%) = By, — KoK a7 )+ B(n. — KyK %) = ;B(m — KKr)
(4.56)
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The notation means that both charge-conjugated variants are considered, and
this will be implied and not written explicitly anymore. We will only keep using
KYK~7% but mean both (K3K*rF), as usua®, The current world average
is [30]

B(n, — KKr) = (7.34 0.5)%. (4.57)
Note that we can just multiply the branching fraction by % to get values for K9

(K?) with good accuracy if we effectively integrate over all possible Ko decay
timeﬂ. Then only K9 survives after several CTr and thus one detects half of

the original K (or K’ from EO) via the decay K3 — 77—, neglecting the very
small pollution from the CP violating decays K? — nt7.

The decays B — ccK are tree-dominated (see Sec. , and color-suppressed,
resulting in relatively small branching fractions. The current world averages for
the two lowest charmonia are [306]

B(B® = n.K°) = (
B(B® — J/K®) = (8.73+0.32) x 10~*
B(BT — n.K") = (10.94£0.9) x 10~*
B(B* — J/YwK*) = (10.10 £0.29) x 10~*.

79+1.2)x 107"

(4.58)

To get B(B® — n.K3) and B(B° — J/¥KY2), one should again multiply the
branching fractions by 3. The charged decay Bt — K+ was also used [47] to
extract 7. mass and width in presence of coherent interfering non-resonant back-
ground from BT — (K2K 7~ ) K™ decays mediated by the penguin diagrams |[§]
(see also Sec. . While the effects of penguin pollution are estimated to be
negligible or at least acceptable at the current precision [41] for CP-violation
measurements, the effects on width can be significant [29]. Interference effects
lead to modification of the resonance line shape and measured width, which can
bias the apparent signal yield.

4.8 Previous Measurements
and Physics Motivations

The mixing-induced (S) and direct (A) CP violation was studied in a number
of charmonia states, see Fig. and Fig. [£.12] The current world average for
sin 2¢, is [34]

sin 26, = 0.699 + 0.017 (4.59)

In the n.KY decay mode, the latest BaBar result [48]

S, xo = +0.925 + 0.160 = 0.0574y
ets Y (4.60)
A,y = — 0.080 = 0.124 % 0.029,4,

obtained with 465x10% BB pairs represents the current most precise measurement
for 7, charmonium. Note that BaBar is using an opposite definition for the sign

28From time to time and in some figures, we repeat explicit form.
29This is done by default in the reconstruction having a vertex detector with a sufficient
radius.
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of the direct CP-violation parameter and denotes it as C = —.A. At Belle, only a
result with 151 x 10% BB pairs is available:
S

ek = 11267055 4 0.06ys:.

(4.61)

This analysis is a direct continuation of the effort started by Z. Drasal, who

used the full Belle dataset to measure S, ko, A, o in the relatively clean decay
¢S ¢S

channel 7. — pp with the result:

_ +0.38
Snchv — 0687046 :l: 0-13SySt
A, o = 0.00732% +0.08 (4.62)
nekg = Y-VV_0.31 -VOsyst
published in his doctoral thesis [40].
Parameter: sin(2B) = sin(2¢3)
Mode BaBar Belle LHCb Average
N(BB)=465M N(BB)=772M JLdt=3 fb—1
_ 0.731 £ 0.035 = 0.020  0.695 « 0.019
JWKs (ncp=-1) 0.657 + 0.036 + 0.012 0670200290013 T oot
WKy (ncp=+1) 0.694 + 0.061 = 0.031 0.642 = 0.047 = 0.021 - W66 & @
(0.037stat-0nly)
0.690 + 0.018
0 -
JyK 0.666 + 0.031 = 0.013 0.75 + 0.04 e
$(25)Ks (ncp=-1) 0.897 = 0.100 = 0.036 0.738+0.079 = 0.036  0.84=0.10=001  ©:817 =0.056
(0.053stat-only)
0.701 + 0.017
0 -

WnS)K 0.760 + 0.034 iT—
Xc1Ks (ncp=-1) 0.614 = 0.160 = 0.040 0.640 + 0.117 = 0.040 - (LE2 == UL
(0.0945tat-0n1y)

ncKs (Ncp=-1) 0.925 + 0.160 = 0.057 - -

JpKxO (%0 - Ksm9) (nep= 1-2|A,12) 0.601 + 0.239 + 0.087 = =
All charmonium 0.687 + 0.028 = 0.012 0.667 + 0.023 % 0.012 0.760 + 0.034 0523 == .0y
(0.0165tat-only)

K —+1 0.69 + 0.52 + 0.04 = 0.07 **) _ _

XcoKs (ncp ) e
Ke, ] —t1 1.56 + 0.42 + 0.21 (") ; :
JIyKs, Jfw > hadrons (ncp=+1) o

All charmonium (incl. XcoKs etc.) 0.691 % 0.031 0.667 = 0.023 = 0.012 0.760 + 0.034 G S CHTE

(0.028stat-only) (0.016stat-only)

Figure 4.11: Current experimental status of § = sin 2¢; measurement in b — ccs

for modes with different charmonia [49).

Parameter: C=-A (if not stated otherwise)

Mode BaBar Belle LHCb Average
N(BB)=465M N(BB)=772M JLdt=3 b1
—0.038 + 0.032 + 0.005(")  0.000 + 0.020
K .026 +0.025 = 0. .015 + 0.021 +0.023_
JwKs 0.026 + 0.025 + 0.016 0.015 = 0.021 oous e o [ o—
—0.023 = 0.030
K - — +0.041 _
e 0.033 = 0.050 + 0.027 0.019 = 0.026 . B
—0.007 = 0.018
0 -
JigK 0.016 = 0.023  0.018 0.014 = 0.030 DB o]
—0.019 = 0.048
— +0.027 —
w(25)Ks 0.089 = 0.076 + 0.020 0.104 = 0.055 e 0.05 = 0.10 + 0.01 B
—0.008 = 0.017
0 -
w(nS)K 0.017 = 0.029 I
0.066 = 0.074
+0.026 -
Xc1Ks 0.129 + 0.109 + 0.025 0.017 % 0.083 L@ Eo e
neKs 0.080 = 0.124  0.029 - -
JIK*O (K*0 — Kgri0) 0.025 + 0.083 = 0.054 - -
All charmonium 0.024 = 0.020  0.016 —0.006 = 0.016 + 0.012 ~0.017 + 0.029 =Oe & (L
(0.012tat-only)
XcoKs (Ncp=+1) —0.29 +0:33_; 4, + 0.03 + 0.05 (**) - - -
- 0.023 = 0.025 —0.005 = 0.015
All charmonium (incl. xcoKs) i —0.006 = 0.016 + 0.012 ~0.017 + 0.029 (00125 ony)
Figure 4.12: Current experimental status of C = —A measurement in b — c¢s for

modes with different charmonia [49].

In contrast to the vector charmonium J/1, 7. is a pseudoscalar. Potential NP
scenarios might show up as a difference between observed CP violation among
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different (vector and pseudoscalar or axial vector) charmonia if parity and CP
are violated by NP contributions [50]. The spectrum of charmonia is shown
(along with some un-conventional states) in Fig. [£.10[ One can see that only
pseudoscalar states are 7, and 7.(2S5) (denoted as 7.). The available statistics for
N.(25) are very limited. Therefore the 7. charmonium is the only mode that is
reasonably accessible experimentally with the current dataset to test the univer-
sality of sin 2¢; among vector and pseudoscalar charmonium.

The NP contribution at scale O(10%) leading to a difference between sin 2¢,
from B? — n.K2 and vector charmonia proposed in Ref. [50] are not excluded
by the current BaBar measurement itself and are smaller than the current uncer-
tainty. Therefore an independent measurement of CP violation in B — 7.K3,
with uncorrelated instrumental errors, is highly desirable. Even with a com-
parable statistical precision, the constraint on the potential deviation from SM
prediction can be tightened. Needless to say the consideration in Ref. [50] were
motivated by observed possible deviations of sin 2¢; for B — ¢K?2 from charmo-
nium measurements. Since that time (2003), these measurements are now con-
sistent with the SM predictions (current world average for sin 2¢; in B — ¢ K
is 0.747073 [49]), and only much smaller deviations are allowed instead of ini-
tially assumed NP corrections of order one. In the considered physics model, a
new type of Z boson denoted as Z’ with effective 32’b couplings would enter via
penguin b — s contributions. SM-like couplings §Z’q are assumed, with vector
and axial currents, which have different coupling constants. This difference then
could allow observing NP contributions most comfortably in the c¢ system, as it
has the biggest spread of couplings among axial and vector currents [50]. Nowa-
days, Z’-like particle is of interest due to its leptonic interaction, being one of the
possible explanations for the non-universality of leptons observed in b — st~
transitions at LHCb [12]. This shows that the selected topic is still of interest and
related to an active area of research, despite constraints leading to the original
motivations have been significantly tightened in the last two decades.

4.9 Methodology

This analysis is based on a very similar methodology and tools as in Ref. [40],
but using 7. — K2K*7¥ decay channel with a larger branching fraction. In
fact, Z. Drasal finished the analysis of 7. — K2K T~ (charge conjugation is
implied) up to all selection optimizations and continuum and peaking background
suppression. This work builds on many tools developed by Z. Drasal for his
analysis, which he kindly provided, along with skimmed and reconstructed Belle
Monte Carlo (MC) simulation and real data and all preliminary results. The
decay channel 7, — K2K "7~ promises smaller statistical uncertainty than n, —
pp, but the analysis is more challenging due to a higher level and more complicated
composition of the backgrounds. From preliminary toy MC studies, the final
uncertainty of CP-violation parameters was expected to be very close to the
BaBar result, both for statistical and systematic uncertainty:.

In most Belle analyses, only CP-violation parameters are floating in a fit
to the At distribution with an event-by-event probability obtained from a one
or more-dimensional fit, typically in beam-constrained mass (My.) and energy
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difference (AF) distributions (see Eq. for definitions). This fit is performed
to extract fractions of signal and background(s), which are then fixed in the fit
for CP-violation parameters. The CP fit is then usually performed in a much
tighter signal window (in M. and AF), where the respective fractions of signal
and background need to be (once) calculated by integrating the model (without
At dimension) probability density functions.

This analysis aims to perform the fit simultaneously in the dimensions that
allow us to extract signal and background fractions and in the time and flavor
dimensions At x q. The primary motivation is to handle appropriately the sys-
tematic uncertainties that naturally occur in the traditional approach, where, in
the end, one has to vary all fixed parameters used in the CP fit. The number
of such parameters is reduced in our approach as they are floated in the final
fit. Thus the uncertainty of such parameters is automatically propagated to the
statistical errors of the CP-violation parameters. This seems especially impor-
tant in the case of the peaking background contribution, which is often fixed
from MC studies. In our case, a significant part of the background comes from
b — wu,d,s transitions, where MC cannot be used for reliable estimates of the
total composition.

In general, the generic MC data samples are an approximation. The branching
fractions set in large configuration files (decay files) used for particle decays in
generators are often outdated or only leading order theoretical predictions; some
decay channels may be missing, and so forth. The generic BB MC sample is
much better understood (validated) as it is a necessary ingredient to perform
signal simulations, where one of the B mesons decays generically. The generic
B — u,d, s MC sample is also called rare-B sample as these processes generally
have even lower branching fractions than b — c¢. We only draw rough estimates
and qualitative conclusions from the generic MC samples and compare these to
results from data, where possible. The aim is to estimate the fraction of the total
peaking background from a direct fit to the data, albeit with sizeable statistical
error and potentially significant fit bias. Keeping the fraction floating in the
final fit allows directly taking such effects into account in the (statistical) error
estimation for the parameters of interest.

In addition, and in contrast to the BaBar and previous Belle analysis, M, is
not used as a fit variable but for the best B-candidate selection. This complicates
the analysis due to a higher level of signal cross-feed, which needs to be modeled
and estimated from MC. The other potential variable for the best candidate
selection is the invariant mass of the K3K* 7T three-body final state or quality
of the n. vertex fit, which may be, however, correlated with the determined B
vertex used for At measurement and can cause potential bias. Therefore the same
strategy as for n. — pp [40] is employed, with M. used to choose the best B
candidate in each event, and the reconstructed invariant mass of the 7. candidate
and energy difference AE as fit variables. We call this a 2D model (and fit) and
build upon it the full complete simultaneous model in AE x M (KSKTr~) x At X
q x I, where ¢ is the B, flavor (£1) and I € {0...6} is an index labeling bins
in the dilution factor r (likelihood of correct flavor assignment), which we call a
4D model (fit). Only three dimensions are continuous. The discrete dimensions
q X | can be counted as zero, one or two more dimensions formally. However, the
model for the ¢ dimension is trivial.
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We follow the standards for blind analysis at Belle. In this approach, every
detail of the analysis and data model must be defined before the final fit for CP-
violation parameters. Thus after event selection and background suppression,
the simpler 2D model is studied first. Due to the two different vertex detector
configurations at Belle, SVD1 (152 x 10 BB pairs) and SVD2 (620x 10° BB pairs),
all analysis steps and parameters are extracted for both experiments separately.
We also employ a control, charged mode B* — n.(KJK*rF)K*. All analysis
steps are first probed on the control mode before looking at the signal data.
Only once the 2D model is verified by measuring the branching fractions for the
control and signal mode, we move to time-dependent studies and simultaneous
fits to SVD1 and SVD2 datasets. The time-dependent C'P-violation measurement
is first exercised on the control mode, with null results expected. Only once the
data model is completely defined and validated can the analysis be un-blinded,
and the final measurement of CP violation in the signal mode can be performed.

Before un-blinding the analysis, an internal Belle note needed to be prepared
and reviewed by a dedicated review committee. This part of the thesis is mostly
based on this internal note but leaves out some details of individual intermediate
fits. This is to save space and limit the amount of almost identical plots, which
stem from the fact that each result needs to be extracted for the control and
signal mode, as well as for the SVD1 and SVD2 experiments.
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CHAPTER 5

Event Reconstruction
and Background Suppression

This chapter will summarize the steps to obtain the final set of candidates for
maximum likelihood fits. In real experimental data, T (4S) meson decays are only
a minority of registered events. Besides trigger selections, further requirements
are posed by specialized physics skims. In particular, the HadronB(J) skim is
applied for all data in this thesis, which retains ~ 99% of BB events and reduces
non-hadronic backgrounds to a negligible level [51]. For Monte Carlo (MC) simu-
lations, event reconstruction, and analysis, the Belle Analysis Software framework
(basf) based on GEANT3 [52] simulation toolkit was used. It should be noted
that all this work was already done by Z. Drésal and provided as skimmed and
reconstructed data. Thus this chapter is mostly included for consistency and de-
scribes the previous work, which was reviewed and in some cases repeated, but in
the end, almost all the selections in this chapter have been already defined and
optimized before the analysis was taken over by the author.

First, the signal reconstruction from final state particles is discussed, followed
by the definition of fit variables, signal and sideband regions, the best B-candidate
selection, flavor tagging, vertex, and proper-time difference reconstruction. The
following sections summarize the continuum suppression method, vetos for peak-
ing backgrounds, and the mix of remaining backgrounds, in particular b — c-
induced transitions. The final signal efficiency (and expected number of signal
events) and all selection criteria are summarized at the end of this chapter in

Tables .5 and (.41

5.1 Event Selection

All final state particles in this analysis are charged tracks. The decay chain

B —>77ch

5.1
Ne — KgKﬂT* (5.1)

illustrated in Fig. is reconstructed gradually from the final state particles.
Note that charge conjugation is always implied and usually not written explicitly.
As a natural control sample, we employ the charged B decay

Bt — n.KT, (5.2)

where no CP-violation effects are expected (charged B meson cannot mix, and no
direct CP violation is expected). The control (charged) mode is used for overall
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Figure 5.1: Illustration of a signal event with decay of primary Y(4S) emerging
from the e*e™ collision into a signal By followed by BY, — 1.K§,n. - KgK ™7+,
and tag By,, meson. Paths of neutral particles are dashed, and there is no path
for the very short-lived Y(4S5) and 7, resonances.

validation of the analysis with real data before un-blinding and for extraction of
data/MC calibration factors for the measured signal (neutral) mode.
We reconstruct K2 using the

Ko —ntn™ (5.3)

decay mode (branching ratio ~ 70%). The K candidates are reconstructed by
VOfinder which combines oppositely charged tracks with invariant mass within
+30 MeV/c? of Mg without any additional selection [53]. To greatly reduce
the background, a so-called goodKs cut is applied, and we keep candidates with
invariant mass in the range

482 MeV/c* < M(ntn™) < 514 MeV/c?, (5.4)

which corresponds to approximately four times 4o of the K9 mass distribution
(0 = 3.74 4+ 0.05 MeV /c?). This range is based on the results of an independent
study of K§ — 77~ reconstruction [53]. In this study, the K§ mass peak was
fitted using a double Gaussian (with the same mean and widths o1, 09) and first-
order Chebyshev polynomial to account for background. The resulting sigma
used in this study is defined as o = \/(Alaf + Ay03) /(A1 + As), where A; are
amplitudes of the respective Gaussians.

For the tracks of charged pions and kaons, the impact parameters relative to
the calibrated IP position in the transverse (dr) and longitudinal (dz) direction
are required to satisfy

|dr| < 0.5 ¢cm, and

5.5
|dz| < 3 cm. (5:5)

At least one of the tracks must have at least two SVD hits in the z direction
and at least one SVD hit in the R — ¢ direction (to properly reconstruct the By
vertex). To distinguish pions from kaons, a combined information from particle
identification system (from ACC and TOF) and dFE/dz (from CDC) is used to
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form ‘binary’ likelihood ratios £;/; = L;/(L; + L;), where L}, is likelihood that a
particle is of type k. We require:

L/ > 0.6 for kaons,

. 5.6
L= < 0.9 for pions (56)
and probability of electron hypothesis (from ECL)
p(e) < 0.95 (5.7)
for both kaons and pions.
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Figure 5.2: Distribution of the reconstructed 7, invariant mass obtained from ten
streams (one stream corresponds to the recorded data luminosity) of generic BB
MC for control mode (left) and signal mode (right). Only correctly reconstructed
signal is shown (red) together with background (blue) stemming from J/v decays
from BT — K*J/v¢ (left - charged mode) and B® — K9.J/v¢ (right - neutral
mode). The involved decays are J/v — KoK n~, J/ip — K*"K~ or J/¢ —
K*K?J. Decays with mis-reconstructed J/v (where kaon from J/1 is switched
with a kaon from B meson) are not included (these contribute to the AE peaking
background, flat in M(K2K*7~)). The histograms are scaled to the nominal
integrated luminosity, and both experiments (SVD1 and SVD2) are combined.
Vertical lines separate the left and right sideband regions (SB), the signal region
(SIG), and the excluded region (EX) for the J/1 decays.

The 7, resonance is reconstructed by combining K9, K™ and 7~ candidates,
which fall into an invariant mass window given as

2.84 GeV/c> < M(KYK 7)) < 3.05 GeV /. (5.8)

The right cut is chosen to avoid interference with J/v and its prominent peak
in the reconstructed invariant mass spectrum, which is also avoided by the right
sideband region as depicted in Fig. .2l The boundaries for the signal window
in M(K{K*nF) have been studied on ten streams (one stream corresponds to
the recorded data luminosity) of generic BB (with signal strength not adjusted
to the current world average). As can be seen in Fig. , the signal distribution
is very wide, but its width is still being underestimated in our MC samples,
which are generated with a smaller width for the 7, resonance; see also Table[6.1]
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Considering the larger value from PDG, a four sigma window around the central
value of 7. mass would correspond to a left cut of about 2.85 GeV /c?>. We made it
looser by 10 MeV /c? in an attempt to improve fit stability and background shape
determination (in the presence of signal) in the M = M(K3K*7~) variable. It
would be helpful to have some (even limited) range where no signal is expected.
However, for this analysis, such efforts are complicated by the non-negligible
amount of mis-reconstructed signal events, not shown in the figure but discussed
in detail in Sec. [6.1.4l

What concerns the right-side cut value, it was chosen with a safety margin,
which results in an expected contribution of only several J/i background events
(less than 2%) in the signal region. The reason for such a conservative cut is a
complete absence of any modeling of the interference of .J/¢ and 7., which can
modify the line shape. This is expected to be a concern, so we prefer a small loss
of signal events in favor of avoiding the need to take the interference with J/1)
into account.

At this point, the candidate By is created by combining the 7. and K§ (K*
for control mode) candidates’ reconstructed four-momenta. The reconstructed
Bge meson can be described by two almost orthogonal kinematic observables
used at Belle: beam-constrained mass M, and energy difference AE. These are
defined as:

MbC = \/(E‘Eelglm)z - (p%M)Q

(5.9)
AFE = EgM - Egel\a/[m7
where ESM is the beam energy in the CM frame (ESM = (ESM + EM)/2) and

ESM (pGM) is the reconstructed energy (momentum) of By in the CM frame.
While AE peaks at zero for correctly reconstructed B mesons, M, peaks at the
B meson mass. We define the signal region by

5.271 GeV/c? < My, < 5.290 GeV /2. (5.10)

We use M, for best candidate selection among all reconstructed Bg,. The av-
erage multiplicity[is 1.049 (1.089) for B (B°), see Fig.[5.3 Thus the best candi-
date has the minimum difference |M —mp|, where mp = (5279.2540.26) MeV /c?
[34) | (the exact value used in the analysis is 5279.15 MeV /c?).

With M, used for the best candidate selection, we are left with two sensible

observables to characterize the kinematics of our signal events, which we use as
(2D) fit variables:

o energy difference AFE, for which we set a fit window

—0.1 GeV < AE < +0.1 GeV, (5.11)

« reconstructed invariant mass of the 7, candidate, further denoted as M (K2K 7 ™)
or M, in the full signal window defined above:

2.84 GeV/c? < M = M(KSKTn™) < 3.05 GeV/c? (5.12)

'We have later also checked the multiplicity for real data, giving 1.041 (1.079) for the charged
(neutral) mode in good agreement with the simulation.

2The small difference of 0.3 MeV of neutral and charged B meson mass is far smaller than
detector resolution, so the exact value is irrelevant and within uncertainties of the PDG inputs.
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Figure 5.3: B candidate multiplicity determined from signal MC for charged (left)
and neutral (right) mode. MC data from both experiments (SVD1 and SVD2)
are combined in these plots.

In addition, we define two sideband regions, later denoted as M, sideband and
M(KYKr™) sideband, set as follows:

My, sideband : 5.200 GeV /c* < My, < 5.265 GeV /c? - 13
M(KSK"n™) sideband : M € (2.63;2.84) GeV/c® U (3.13;3.34) GeV/c? (5.13)

At this point, we have a single signal B candidate (By;,) fully reconstructed.
The rest of the event is used to determine the flavor of the second B (Bi,,) and
its vertex from the remaining tracks. At Belle, this is handled by the flavor
tagging procedure [54]. The output of the flavor tagging is the flavor of the
tag-side B meson and a dilution factor r € [0, 1], which quantifies the likelihood
of a correctly determined flavor, see also Sec. [£.6.3] The tagging is calibrated
in seven separate r-bins, defined in Table [5.1], for which the difference between
wrong tag probabilities Aw and mistag probability w are separately determined
for MC and data (using self-tagging B decays). All these values are taken from
a dedicated Belle study [54] and are also nicely summarized in Ref. [40]. For the
best sensitivity to CP-violation parameters, PDFs and yields are parametrized
for each r-bin separately (with common CP parameters), and the fit is performed
simultaneously in all r-bins.

Because for the measured (neutral) mode, the K3 (with non-negligible flight
length) cannot be used for vertex reconstruction, we do not use its counterpart
K7 for the control mode as well. Therefore in both cases, the vertex of the
final reconstructed Bg;, is entirely defined by the reconstructed vertex position
of 1. (which is again determined only by charged tracks from kaon and pion)
with additional information about calibrated IP position included via an IP-tube
constraint (in the x — y plane) in the vertex fit. The IP constraint is smeared in
the © — y plane by 21 um to account for the small transverse B movement. To
ensure a good proper time reconstruction, we require for the obtained goodness-
of-fit h [55], and estimated reconstruction error in the z-coordinate for both, By,
and By,

h = (va/o p)/NDF < 50

(5.14)
0, < 200 pm
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r-bin index [ Range of r; SVD1 w; SVDI1 Aw; SVD2 w;, SVD2 Auw,

0 0.000 — 0.100  0.5000 -+0.0000 0.5000 -+0.0000
1 0.100 - 0.250  0.4189 +0.0570 0.4188 —0.0088
2 0.250 — 0.500  0.3299 +0.0126 0.3193 +0.0104
3 0.500 — 0.625  0.2339 —0.0148 0.2229 —0.0109
4 0.625 - 0.750  0.1706 —0.0006 0.1632 —0.0186
3 0.750 — 0.875  0.0998 -+0.0089 0.1041 +0.0017
6 0.875 — 1.000  0.0229 +0.0047 0.0251 —0.0036

Table 5.1: Definition of r-bins and data-driven values for average wrong-tag frac-
tions w; and wrong tag fraction differences Aw; per every r-bin index [. More
details, including uncertainties of w; and Awy;, as well values used for MC, can
be found in Ref. [40].

for multi-track vertices, and
o, < 500 pm (5.15)

for single-track vertices. Here 2 /o 1p (NDF) is the X% (number of degrees of
freedom) for a vertex fit without the IP constraint.

The difference in the decay times of By, and By, can be inferred from their
distance in z due to the boosted center-of-mass system and very small kinetic
energy of the daughter B mesons in Y(45) rest frame. Within a good approxi-
mation, the proper time difference can be obtained after a boost to the CM frame
as

Zsig — Rta,
At~ 2808 5.16
By (516

where [ is approximately 0.425 at KEKB. We require all events to satisfy
|At] < 70 ps (5.17)

to remove very far outliers due to mis-reconstruction.

5.2 Continuum Background Suppression

The dominant background in the analysis originates from continuum processes
ete” — ¢q, where quarks other than b are involved (¢ = u,d,s,c). While in
the case of ete™ — Y(4S) — BB, the B mesons are nearly at rest in the CM
frame, the lighter quarks tend to have significant momentum. This is reflected
in the topology of the events. While B decays tend to be spherically symmetric,
the continuum events have a jet-like structure. To characterize this qualitative
statement quantitatively, we construct several event-shape variables from the
event information related to Fox Wolfram moments [56]. The [-th Fox-Wolfram
moment is defined as

H = Z ‘pigfj‘PZ(COS 0ij), (5.18)
i,j
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where P, is the [-th Legendre polynomial, F is the total visible energy in the
event, 0;; is the opening angle between particle 7 and j and p; is momentum of
particle ¢. The sum runs over all particle indicesﬂ 1,7 from charged tracks in the
event. All quantities shall be expressed in the CM frame. We utilize the following
ten discriminating variables:

o The thrust angle cos6y,,, defined as a scalar product of the thrust vector
formed from the momenta of particles of the signal B meson and the rest
of the event.

o Reduced Fox-Wolfram moment Ry, defined as
Ry = Hy/Hy (5.19)

is a classical discriminating variable which could be sufficient to separate B
decays from ¢g background in simple analyses. The distributions of Ry for
signal and background events are shown in Fig. [5.4]

« Eight modified Fox-Wolfram moments, Hj° and H°, | = 0,1,2,3, where
the first letter in the superscript s (0) means that indices i run over particles
assigned to signal (other) B meson. Equivalently for the second superscript
and index j.

The modified moments of type H® are not used because some significant
and generally larger correlations have been found with observables used as fit
variables or for the best candidate selection. This can be seen in Fig. [5.5, where
correlation coefficients are computed for the event-shape variables and the fit
variables, as well as the best-candidate selection variable M;.. We have also
checked correlations to the At variable and found no correlations larger than
1.3%. The unused, modified Fox-Wolfram moments H}** are shown in the last four
rows. Any significant correlations with fit variables might generate additional
systematics when continuum suppression cut (see below) is varied. One can
see that the selected ten variables have correlations smaller than 2%. The only
significant correlation is about 10% for H§® and M., which is, however, not
problematic, as M, is not used as a fit variable.

For each event, all the above ten topology variables’ values, denoted as z;,
1 = 1..10 are combined in the Fisher linear discriminant function, defined as

10
F=> wa;, (5.20)
=1

where w; are weights that provide optimal separation between continuum back-
ground (combination of generic Belle u, d, s and charm continuum MC was used)
and signal MC. The distribution of the optimized value of F is fitted with a sum
of two bifurcated Gaussians for the signal or a single bifurcated Gaussian for the
background:

Puig(F) = [G(F; 119,059, 03%) + (1L — £)G(F; 1™, 07k, 05 kir)

(5.21)
Porg(F) = G(F; 9, o7 o).
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Figure 5.4: Distribution of the reduced Fox-Wolfram moment R, for the charged
(left) and neutral mode (right) MC signal (red) and MC wu,d, s, ¢ background
(blue). SVD1 (SVD2) experiment is shown using a dashed (solid) line.

The fitted PDFs of F and distributions for MC u, d, s, ¢ background and signal
MC samples are illustrated in Fig. [5.6]
In addition, the angle of B momentum in the CM frame with respect to the z-

axis, cos fp , flat for continuum background and following (1 — cos? ) for Y (4S5)
decays, is fitted with PDFs

Puig(cos ) = N(1 — ¢ cos® 0)

5.22
Prig(cos05) = N(1 + € cos ). (5.22)

The distributions and fitted PDFs of cosfg for MC signal and background are
shown in Fig. 5.7 We have also checked the correlations of cosfp to the fit
variables. The only significant correlation is about 7% to At. With our loose cut
on the continuum suppression (see below), this correlation cannot cause problems.

The Fisher weights w; are determined, and parameters of the PDFs in signal
(background) likelihoods Lgs (Lbke) are defined and fitted separately for the
SVD1 and SVD2 experiment and charged and neutral mode using the MC signal
and continuum samples.

The PDFs describing distributions of F and cos 5 for signal and background
are then combined into the signal and background likelihoods Ly = Piig(F ) Psig(cos 05)
and Lipks = Poke(F)Pokg(cosbp), respectively. In the event selection, these are
evaluated for each candidate event, and a likelihood ratio is formed as

‘Csig

LR =—"T"T°—.
Likg + Lsig

(5.23)

Its distribution for MC signal and continuum events is shown in Fig. |5.8] The
likelihood ratio conveniently aggregates the likeliness of a signal-like event from
the event-shape and topology information in a single variable, on which we can
impose a cut. This cut can be optimized in several possible ways, but most of the
analysis is done using the lowest reasonable value LR > 0.2 = C'S.y, which brings
a very high signal efficiency, while the background is still suppressed significantly.
For the charged mode, it selects 96.2 (96.2) % of the signal and rejects 75.2 (69.6)

3both combinations, (4,5) and (j,i), including i = j, are taken.
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Figure 5.5: Correlations (Pearson correlation coefficient in percent) of event shape
variables considered for combination in the Fisher discriminant and the fit vari-
ables AE, M(KSK " n~) and the M. variable used for the best-candidate selec-
tion. Only variables in the first ten rows are used in the end.

% of continuum background events for SVD1 (SVD2). For the neutral mode it
retains 96.3 (96.0) % of signal and rejects 74.9 (70.0) % of continuum background
events for SVD1 (SVD2).

Let us briefly explain why such a low cut value is reasonable. If the branching
fractions are of interest, one can maximize the statistical significance of the signal
over the background using Figure of Merit (FOM), defined as

Nsig
~ o 5.24
Nsig + kag ( )

Its dependence on the likelihood ratio cut is shown in Fig. [5.90 The optimal
value can be seen to be around 0.9, meaning a very tight cut (only about 50%
of the signal remains). The signal and background efficiencies corresponding to
different cut values can be read from Fig.[5.10, where also a difference in signal and
background efficiencies is shown (black). This is another possible optimization
target, giving an optimum cut value of about 0.5.

However, the target of this analysis is the measurement of CP-violating pa-
rameters, and the result will be statistically limited. All signal events do not
contribute with the same ‘weight’ to the likelihood. The most important events
are those with a high probability of correct flavor determination and with large
measured lifetimes. As these quantities are generally not correlated with the
signal-side kinematics, a more strict continuum suppression cut uniformly re-

FOM =
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Figure 5.6: Distribution of the Fisher discriminant F for MC signal (red) and
continuum MC (u,d, s, c) background (blue) for the charged control mode (left)
and the signal mode (right) using the SVD2 experiment simulation.
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Figure 5.7: Distribution of cosflp for MC signal (red) and continuum MC
(u,d, s, c) background (blue) for the charged control mode (left) and the signal
mode (right) using the SVD2 experiment simulation.

moves signal events, even those important onesﬁ Therefore the lowest statistical
uncertainty for CP-violation parameters is achieved by maximizing the signal ef-
ficiency [40]. The additional continuum background with short lifetimes does not
pose a significant problem for the maximum likelihood fit if additional informa-
tion allows for the separation of signal and background events. For our case, this
is achieved by the two fit dimensions in AE and M. In principle, one could also
model the likelihood ratio distributions for signal and background(s’) events and
include this information as an additional fit variable. It would, however, make
the fit significantly more complicated and slower.

To demonstrate the previous statements, we show here two results from a
study using full combined (SVD1 + SVD2) fit in the charged mode. We perform
the fit, including the estimation of CP-violating parameters Agp and Sgp using
different values for the CS... The results can be seen in Fig. |5.11]

4One could consider an r-bin-dependent CS.y, which would, however, require some addi-
tional systematic studies. During the CS studies for the control mode, we indeed observed
that r-bin parametrization of model components is changing. A tighter CS¢,; would result
in a limited amount of background available to extract resolution function parameters. Using
a different cut value for sideband parameter extraction than for signal to avoid this would
present yet another systematic uncertainty, as continuum background suppression variables’
correlations with the fit variables are more significant than for signal.
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SVD1 experiment is shown using a dashed line, SVD2 using a solid line.
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Figure 5.9: Figure of merit (FOM) as function of CS.,; on the LR for the charged
(left) and neutral mode (right). SVD1 experiment is shown using a dashed line,
SVD2 using a solid line.

The estimated values do not show any significant dependence on the cut value.
On the other hand, the estimated statistical error (red) on both parameters of
interest has a minimum at the cut value of ~ 0.2. This does not agree with any
of the previous optimal values, and it is the reason for the low cut value used for
this analysis. If an unexpected reason (like systematic errors on CPV parameters
generated by the larger background) is found in the analysis, one can consider
increasing CS.y to about 0.4 without raising the statistical error visibly.

5.3 Peaking Background Vetoes

In this analysis, several backgrounds stemming from generic B decays to charm
mesons can be efficiently suppressed by imposing vetoes. These backgrounds have
been studied on generic BB MC simulation. We form particular combinations
of reconstructed final state particles and the respective invariant mass of such
combinations. Candidates with combinations corresponding to (production and)
decay of D meson in the decay chain are removed. One can see these peaking
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Figure 5.10: Signal (red) and continuum background (blue) efficiency as a func-
tion of CS¢y on the LR cut for the charged (left) and neutral mode (right). SVD1
experiment is shown using a dashed line, SVD2 using a solid line. The difference
between signal and background efficiencies is shown in black.
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Figure 5.11: Estimated value (black) and statistical error (also shown in red
on second axis) for CP-violating parameters Acp (left) and Sgp (right) in the
charged (control) mode from a full combined (SVD1 + SVD2) 4D fit using real

Belle data as a function of the likelihood ratio cut.

structures combined in the Dalitz-like plots in Fig.|5.12| where the central position
of the peaks at the corresponding decaying particle is denoted. The width of the
peaks is estimated using a simple Gaussian fit, which yields a sigma of 6 to
8 MeV/c? (depending on the type of D meson), dominated by detector resolution
(about 5 MeV /c?). To exclude these candidates, we reject combinations that fall
into a window defined by the central value and width of 15 MeV /c?, corresponding
to about three times the detector resolution. For the neutral mode, we exclude
candidates where

o 1.8546 GeV/c? < M(K27%) < 1.8846 GeV/c?, which removes background
from D* — K2r* decays, and

o 1.9535 GeV/c? < M(K3K*) < 1.9835 GeV/c?, for D — K2K®* decays.
For the charged mode, we veto candidates with

o 1.8499 GeV/c?> < M(K*n¥F) < 1.8799 GeV /c?, to suppress D° — K*rT,
and
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Figure 5.12: Dalitz-like plots (the invariant masses are not squared) for the
charged mode (left) and neutral mode (right) with SVD1 and SVD2 experiment
combined using generic BB MC. The central values of positions of the peaking
structures used for vetoes and the corresponding decaying D meson are denoted
by arrows. All remaining analysis cuts and continuum suppression is applied for
these figures.

e 1.9535 GeV/c? < M(K3K*) < 1.9835 GeV/c2, for D¥ — KOK*.

Whenever we write K* or K9 above, we check for kaon candidates reconstructed
as coming from 7). as well as from the B meson.

These vetoes remove more than 90% of the above peaking backgrounds in AFE.
After the vetoes are applied, the expected signal yield is reduced by 7.4% (6.8%)
for neutral (charged) mode. These vetoes reduce the total peaking component
in AE (dominated now by b — u,d, s transitions), which is further considered
irreducible, to about one-half.

5.4 Remaining Backgrounds

After continuous background suppression and veto cuts, we can estimate the
expected background levels by combining the MC data samples. For ¢g continuum
background, we studied separately generated six streams of charm and uds MC.
The signal is taken directly from ten streams of generic BB MC, which is further
separated into peaking and non-peaking component in AFE.

The modes contributing to the peaking component were studied on generic
BB MC, and their expected yields are listed in Table for the charged and in
Table for the neutral mode, respectively. These backgrounds are composed
of b — ¢ transitions and other charmonia, and thus, some CP-asymmetry can
be generated by such backgrounds and systematically bias our measurement.
Fortunately, this component is not the dominant contribution to AFE-peaking
backgrounds. The major contribution was investigated on rare-B decays with
b — u,d,s. In real data, a direct four-body decay to our final state particles
falls under this category. We studied this component on 50 streams of Belle
rare-B MC. The individual contributions from MC simulation are combined into
histograms in AE and M (K2K*7~), which are our 2D fit variables. The peaking
components in Fig.|5.13|(charged mode) and Fig. |5.14| (neutral mode) are shown in
green colors. For the neutral mode, the level of peaking background is higher than
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Figure 5.13: Expected signal and background composition from a mix of MC
samples (generic, rare-B, and continuum) showing the charged mode for the
SVD1 (top) and SVD2 (bottom) experiment.

in the charged mode. All the remaining background from generic BB sample non-
peaking in AF is shown in blue and often considered together with the continuum
component in the analysis.

From these rough MC estimates, the fraction of the total peaking background
to signal is about 40% for the neutral mode and 21% the the charged mode. The
fraction of b — ¢ background to signal is about 7% for the neutral and 4% for
the charged mode. This background is potentially significantly C'P-violating in
the neutral mode. Its potential effect on the C'P-violation measurement will be
evaluated in a dedicated systematic study.

While we do not use any of the fractions of background and signal obtained
from MC simulations as input for our analysis (except to estimate systematic
errors on CPV parameters due to the minor b — ¢ contribution), we carefully
check for data/MC correspondence. As will be shown later, the level of peaking
background determined by a direct estimation from the data yields results which
are to the first ordelﬂ reproduced by the simulations, taking into account that the
branching fractions used for generic and rare-B MC generation can be easily off
by 50% and interference effects with non—resonantﬂ background are not simulated

®We will see later that the effective fractions estimated in real data are generally smaller.

5By non-resonant background, we mean decays to the same final state particles, but without
intermediate formation of the 7. resonance. While many decays have the same final state, their
interference with the signal is usually entirely negligible because their phase space is generally
different and, in most cases, involves other resonances with mass sufficiently distant from m,,, .
Thus such events only fall into the signal window due to mis-reconstruction—by switching
kaons from B and from a secondary decay, which just by (a small) chance satisfies all selection
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Figure 5.14: Expected signal and background composition from a mix of MC
samples (generic, rare- B, and continuum) showing the neutral mode for the SVD1
(top) and SVD2 (bottom) experiment.

at all. This can be for example seen in Tables [5.2] and [5.3, where the correction
factors feorr are shgwn, which update the branching fractions in the decay files
used for generic BB MC generation to those in more up-to-date PDG from year

2012 [57].

5.5 Summary and Final Detection Efficiency

After all selection criteria summarized in Table [5.4] are applied, the signal effi-
ciency in the signal fit window is computed from the number of reconstructed
events Ny, and the total number of generated signal MC events Ng,. As dis-
cussed later, the signal events can be further divided into correctly and incorrectly
reconstructed events, where kaons from 7. decay are mismatched with those di-
rectly from the B meson. N, is defined as a sum of those events, which allows us
to estimate a proper normalization of the true branching fraction from the total
number of observed signal events. The signal efficiency is defined as

Nrec
’
Ngen

€ =

(5.25)

where Ngen = 499,995 for SVD1 experiment and Ngen = 499,992 for SVD2

experiment. The difference from exactly half a million events is caused by a rare

criteria. However, a direct four-body decay without peaking structures can have a significant
overlap with the 7. decay phase space (one usually assumes a flat non-resonant contribution
over M(K3K*r™)).
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Decay channel N(SVD1) N(SVD2) feorr Neorr(SVD1) N (SVD2)

B+ — D K%+ 1.1 40  1.00 1.1 4.0
Bt — D K*+ 1.1 4.0 1.02 1.1 4.1
Bt = DK+ 0.3 2.8 0.41 0.1 1.1
Bt — D'rt 0.0 0.6 1.84 0.0 1.1
Bt — JJYK+ 2.6 125 110 2.9 13.8
Bt — J/Y K 0.2 0.4 1.26 0.3 0.5
B* — n.(2S)K* 3.3 163 0.68 2.2 11.0
Bt — (2S)K+ 0.4 2.1 0.94 0.4 2.0
Bt — (28)K*+ 0.0 0.1 0.46 0.0 0.1
Bt = yo K~ 0.9 40 045 0.4 1.8
Bt = oo K* 2.2 14.8  0.59 1.3 8.7
B = xa K+ 2.6 159 051 1.3 8.1
Bt = ya K** 0.0 0.0 0.0 0.0 0.0
Bt = oo K* 0.5 2.1 1.15 0.6 2.4

Table 5.2: Charged mode: Decay modes contributing to generic BB MC peaking
in AF and their expected yields N in SVD1 and SVD2 experiments. A correction
factor f.or to adjust branching fractions used for decay files to a more up-to-date
PDG values [57] is used to obtain corrected expected yields Neoy,-

Decay channel N(SVD1) N(SVD2) feorr Neor(SVD1)  Neo(SVD2)
B — D~ Kor+ 0.4 4.6 1.00 0.4 4.6
B° — D™K*(892)* 0.5 2.5 0.96 0.5 2.4
B - DK+t 0.4 4.1 1.01 0.4 4.1
B - Dt 0.3 0.5 1.00 0.3 0.5
B® — J/YKY 1.3 8.4 1.10 1.3 8.7
B® — n.(25)K?} 2.7 15.2 0.27 0.7 4.1
B® — (25K 0.0 0.4 1.00 0.0 0.4
B® — X K9 1.1 5.4 0.28 0.3 1.5
B® — x 0 K*(892)° 0.5 2.2 0.78 0.4 1.7
BY — X K9 0.7 5.7 0.72 0.5 4.1
B® — a1 K*(892)° 0.3 2.4 0.54 0.2 1.3
B = x K2 0.1 0.5 0.20 0.0 0.1
BY — X K*(892)° 0.4 1.6 0.48 0.2 0.8

Table 5.3: Neutral mode: Decay modes contributing to generic BB MC peaking
in AE and their expected yields N in SVD1 and SVD2 experiments. A cor-
rection factor f.,, to adjust branching fractions used for decay files to a more
up-to-date PDG values [57] is used to obtain corrected expected yields Neop. All
contributions in this table are further considered to be (maximally) CP violating
in a dedicated systematic study.
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Kaon and pion selection

Impact parameters |dr| < 0.5 cm & |dz| < 3 cm
Kaon PID Li/>0.6
Pion PID Lic/r < 0.9
Electron veto: p(e) < 0.95
K7 selection
K? mass window 482 MeV /c? < M(mrm™) < 514 MeV /¢?
goodKs cut
Best candidate selection
M, -based: min | M. — 5.27915 GeV /|
Continuum suppression cut
CScut > 0.2
Vetoes
Neutral mode: 1.8546 GeV/c? < M(K2m*) < 1.8846 GeV /c?
1.9535 GeV/c? < M(K2K®*) < 1.9835 GeV /c?
Charged mode: 1.8499 GeV/c? < M(K*nT) < 1.8799 GeV /c?
1.9535 GeV/c? < M(KYK*) < 1.9835 GeV/c?
Vertexing & flavour tagging
No. of SVD hits (> 1 track): > 1in R — ¢ plane & > 2 in z-direction
Multi-track vertices: h <50
0, <200 pm
Single-track vertices: 0, <500 pm

Signal region

AF fit range: —0.1 GeV < AE < 40.1 GeV
M(KYK*r™) fit range: 2.84 GeV/c* < M < 3.05 GeV /c?
At fit range: |At| < 70 ps

M, signal region: 5.271 GeV/c?* < My, < 5.290 GeV /c?
Sideband regions

M, sideband region: 5.200 GeV/c? < My, < 5.265 GeV /c?

M(K%K*7™) sideband region: M € (2.63,2.84) GeV/c* U (3.15,3.34) GeV /c?

Table 5.4: Summary of all selection criteria, background suppression cuts, and
definitions of the signal and sideband regions.
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e [%] Est. Ngg
Charged — SVD1 9.60 + 0.04 341 4+ 64
Charged — SVD2 12.93 4+ 0.05 1872 + 350
Neutral - SVD1  5.69 4+ 0.03 84 + 19
Neutral - SVD2  8.66 £ 0.04 522 4+ 116

Table 5.5: Signal MC efficiency and estimated signal yield in the signal region.
Errors and values for branching fractions are from PDG [34]. Poisson errors
are assumed for official Belle Nz values for simplicity, as the uncertainties are
dominated by the PDG inputs.

case where the simulation fails. The determined signal detection efficiencies are
summarized in Table 5.5
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CHAPTER 0

Branching Fractions
and Background Interference

In this chapter, the 2D data model in the two variables AE x M(K2K*m™) is
built and used to extract signal yields and branching fractions. The last section
discusses and estimates the major source of systematic error (interference with
non-resonant background).

6.1 2D Data Model

The 2D data model in AE x M(K2K*7~) allows for some additional indepen-
dent checks. Namely, a consistency check of signal and background yields and
other parameters between the 2D and the full 4D model is an additional con-
firmation of the correctness of the 4D model. Also, shape parameters for the
peaking background will be estimated only using the 2D fit. In this way, possible
systematics due to mis-modeling of peaking background in the At component
will not enter into the determination of these parameters, which will be further
fixed in the 4D fit. Finally, a step-by-step approach through the 2D model seems
more intuitive and corresponds to the actual analysis flow. To save some space,
most fit projections in this chapter are only illustrated for the signal mode and
the SVD2 experiment. The differences between SVD1 and SVD2 and control and
signal mode are generally negligible, hidden in the statistical noise. Moreover, all
relevant projections are shown again when we discuss the final 4D model. Note
that except for physics parameters from the PDG, the datasets for the SVD1 and
the SVD2 experiments have different parameters, which need to be determined
separately in all the individual steps. Only in the final 4D fit the CP-violation
parameters will be common to both datasets and fitted simultaneously.

6.1.1 Method of (Unbinned) Maximum Likelihood

Given a Probability Density Function (PDF) P(x;a) for an observable x with
a parameter o and a set of NV events when we observed x = x; for event i, the
log-likelihood function can be constructed as

N
InL(a) = In P(xy; ). (6.1)
i=1
The goal is to find the best estimates of some parameters of the model (« in this
most simple case), which encode the precise form of P(x), given the observed

data, by maximization of the log-likelihood.
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MC value Data value

(generator)  (PDG [34])
my,. [GeV/c?] 2.9798 2.9839+0.0005
I, [GeV] 0.0265 0.032040.0007

Table 6.1: Parameters for 7. from PDG used for MC generation and fits and for
real data.

In addition to the function shape, one could be interested in the best estima-
tion of the total number of observed events [58], i.e., the PDF normalization is
now a free parameter. If the number of events follows a Poisson distribution, the
extended log-likelihood takes the form

InL(a,n) =—n+ iv:ln nP(z;; ), (6.2)

=1

where the additional free parameter n multiplies each ‘event probability’ P(z;; «)
and constant factors irrelevant for optimization are omitted.

Just the possibility of evaluating the log-likelihood (—2InL in practice) at a
given set of model parameters is enough to find the solution by standard mini-
mization techniques and tools. Such tools evaluate the log-likelihood many times
to compute derivatives of this usually multi-dimensional function and search for
(ideally the global) minimum. For this purpose, the MINUIT2 package is used.

6.1.2 2D Signal Model and Signal MC

A large simulated data sample of 0.5 million MC signal events (see Sec. for
details) for each experiment is used to determine most parameters of the signal
shape for events that pass the event reconstruction. The MC is generated with
somewhat outdated values for mass and width of the 7. resonance. Thus for
signal MC fits, the values are fixed to generated ones, while for real data fits, the
most up-to-date PDG values are used. The values are summarized in Table [6.1]

In addition, data/MC correction factors discussed later are introduced for
generic changes of means and widths of the signal shape. This accounts for
additional real detector bias and resolution effects not included in the simulation.
Thus these correction factors are only determined from the fit to the control
sample and later fixed for the neutral mode.

The signal MC shows a significant correlation of the AE and M(K3KTrn™)
variables. A 2D histogram of the signal MC data sample for SVD2 is shown in
Fig. From these histograms, the extracted correlation factor p is 26 % for
charged and 25 % for neutral mode in the SVD1 configuration. For SVD2 con-
figuration, p is 24 % for charged and neutral mode. This correlation is naturally
expected, as the B-meson momenta (and thus AFE) is determined using the 7,
meson. We attempt to describe this correlation in the signal PDF—the incorpo-
ration of the correlation in the correctly reconstructed signal model is discussed
in the next Sec. [6.1.3

Even in the case when the 7, is mis-reconstructed, AFE might still be deter-
mined correctly if all final state particles are correctly assigned to the respective
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Figure 6.1: 2D signal MC data for SVD2 charged (left) and neutral (right) mode.

B-mesons (on the signal and tag side). The probability of this happening is stud-
ied using the MC truth information. Using simulation flags, one can separate
the events where both 7. and B-meson are reconstructed correctly. This also
includes cases with missed final state radiation photons, misidentified particles
(like switched pion and kaon), incorrect assignment of particles after material
interaction, and also misidentification of the charge for the case of charged B
meson. If under this criteria, only the B-meson is correctly reconstructed, the
events are separated, and this component is later called mis-reconstructed signal
component. This component and its model are described in detail in Sec.

6.1.3 Correctly Reconstructed Signal

The PDF for the signal is mainly inspired by the previous work on the n. — pp
decay channel , where a single correlation coefficient is introduced to model the
correlation of the AE x M variables for the fully correctly reconstructed signal.
Here, this approach seems not sufficient as the correlation factors observed in
the MC sample are not well reproduced. Instead, an empirical modification was
added, and a second correlation coefficient was introduced. Several statistical
checks were performed to select the best way to model the correlation. The
final approach was selected mainly for better reproduction of the MC correlation
factors and due to a better 2D x? and width of the pull distributions.

In the M variable, the 7. resonance mass spectrum is parametrized as a sum
of main and wide components, both in the form of a Voigt function (Breit-Wigner
convolved with a Gaussian accounting for detector resolution and bias effects):

ﬁSig<M) =+ (1= f)BW(M;m,,,T,) @ G(M; pVeist, JIYEE)
+ fBW(M, my,, Fnc) ® G(M, MVoigt7 O-VOigto'sgi)ligt),

main

(6.3)

where G(z; i, o) is a Gaussian with mean p and width o, f is the fraction of the
wide component, and V08" represents the shift with respect to the central value of
the Breit-Wigner, same for the main and wide component. For MC, this shift was
found to be compatible with zero, with the only exception being SVD1 charged
mode, where the fitter, described later, found a value of (0.2340.10)MeV /%
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This tiny correction can be neglected. No data/MC correction factor is intro-
duced here, as well as for the detector smearing o2& for the main component.
The width of the wide component is parameterized with respect to the main
o KT . Voigt
component by an additional multiplication factor o,,; .
To model the correlation, the PDF in AFE is a conditional probability Py (AE|M),
where some of the parameters are themselves functions of M(KgK*mw~). The

PDF is expressed as a sum of three Gaussians:

,ﬁSIg<AE’M) = + (1 - fl - f2) ’ g(AEv lamain = Hmain + ug};in + kiorrﬂ(M)’

~ _ CF
Omain = Umainamain)

+ fl ) Q(AE, [Lmain + :u%ail + k;orr,u(M)’ &maingtlail)
+ for G(AE; fingain + Hegits Tmain a1 )

(6.4)
where f1, fo stand for fractions of the wider components, whose means are ex-
pressed as shifts ul,,; and p2,; with respect to the total mean of the main Gaussian
which includes a general shift fi.i, and data/MC correction factor uSE, |
set to zero for MC. Similarly the widths are parametrized by multiplication fac-
tors ol and o2, with respect to the total Gyam. The data/MC correction factor
oS t0 Omaim 1S again set to one for MC. The correlation is introduced by in-
serting a linear dependence of the common mean, and the mean of the second
Gaussian (as an additional correction) on the M variable:

Hmain»

p(M) = M — (my, + p""), (6.5)

where the slope is controlled by the parameters k{°" and k$°™". The obtained
correctly reconstructed signal model parameters are extracted using the following
2D PDF:

Psig(AE, M) = Pgg(AE|M)Pgig(M). (6.6)

The fit is repeated for the full signal model discussed below. Fit projections of
the 2D model and MC data for the correctly reconstructed signal are illustrated
in Fig. The systematic pattern in the AFE projection indicates that the
description of the correlation is not perfect. This will be even more evident
in Fig. showing two-dimensional pulls. Nevertheless, the statistics of real
data is almost two orders of magnitude smaller, so the at most +4¢ pulls in
the projection are not relevant for our purposes. Moreover, this deficiency of
the model can be evaluated on ensemble tests (with signal events sampled from
GEANT3 MC simulation) as a possible fit bias and taken into account. In fact,
these signal model deficiencies are fully negligible with respect to other sources,
like the signal line shape in M (K2K*7~) modified by interference with the non-
resonant background.

The fit window was also extended to the full region, including M(K3K 7™)
sidebands to check if the shape parameters changed. The only parameter which
changes significantly is the main correlation parameter £{*'", which gets much
smaller in the wider fit window. This is understood to be caused by the empirical
description of the signal correlated shape. No further refinements were done to
improve this situation as the signal model is good enough at the statistical level
for the studied channel. One, however, must be careful when extrapolating signal
parameters outside of the signal fit window, as the parameters describing the
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Figure 6.2: Projections of the correctly reconstructed signal component 2D data
model and MC signal data for the neutral (signal) mode and SVD2 experiment.

correlation might not lead to optimal modeling of the signal shape outside of the
signal window. This is later discussed in Sec. [6.1.9

6.1.4 Mis-reconstructed Signal

The nature of the decay allows swapping of the kaons from B and 7. decay in
the reconstruction. If this happens, the signal does not peak in M(K2K*7r™)
anymore, as the 7. is mis-reconstructed. But for the B meson, the sum of the
four-momenta of all the final particles on the signal side will still be correct and
result in a peaking component in AE, which, however, does not anymore exhibit
any correlation with M(KYKT7~), in contrast to the correctly reconstructed
signal component. This component of the signal and parameters specific to it are
further denoted by a subscript ;.

In the M(K3K™n~) variable, a single-parameter PDF has been found suffi-
cient to describe the mis-reconstructed signal component:

Puis(M) = N (1 + c5.C1 (M), (6.7)

where C; is a first-order Chebyshev polynomial (linear function) and N is a
proper normalization factor. In the AFE variable, the PDF is almost the same as
for the correctly reconstructed signal. The parameters are shared, too, but the
correlation is not introduced:

Pmis(AE) = + (1 - fl - f2)Q(AE, ﬂmain = Mmain T Mggina &main = Jmainag};n)
+ flg(AE’ lamain + Mtlaﬂ? 5-main0-t1aﬂ)
+ f2g(AE7 lamain + :ufail? &mainatzaﬂ)-
(6.8)

Therefore only one parameter (c...) was determined from the fit to the following
2D PDF:

Puis(AE, M) = Pris(AE) Pris (M). (6.9)

Other model parameters are identical to the correctly reconstructed signal deter-
mined in the previous section. The fit and MC data projections are illustrated in
Figure [6.3]
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Figure 6.3: Projections of the mis-reconstructed signal component 2D data model
and MC signal for the neutral (signal) mode and SVD2 experiment.

6.1.5 Total 2D Signal Model

The total PDF to extract the signal parameter reads
Paig(AE, M) = (1 = funis) Peig(AE|M)Pyig (M) + funis Panis (AE) Prnis (M), (6.10)

where fi;s is the fraction of the mis-reconstructed signal. This fraction is higher
for the neutral mode due to a larger number of final tracks to be reconstructed
(with four charged pion tracks instead of two charged kaon tracks) and thus a
larger probability of an incorrect assignment of the daughter to mother particles.
This is not a free fit parameter but is determined directly from the MC truth
information. The linear slope for the mis-reconstructed signal is fixed to a value
determined by the fit to the mis-reconstructed signal in Sec.[6.1.4] This parameter
cannot be extracted from the full fit (as well as f;s) because fu;s is very small
(1-3 %), and the linear shape compensates with the wider Voigt component.

The signal parameters determined from a fit to the total signal are statistically
consistent with the results for the correctly reconstructed signal. The largest
deviations are in the parameter k{°™, for the reason of sub-optimal correlation
modeling, with the only significant difference for SVD2 in the neutral mode (still
within 20). All final parameters of the total signal model can be found in the
summary Tables and of the 2D model.

The fit projections are illustrated in Figure In addition, 2D histograms
comparing the signal MC and the data model are shown in Figure 6.5l The
correlation factors are computed for both signal MC and the fit model and are
well reproduced by the full signal model.

6.1.6 Continuum Background

The continuum (without any peaking structures in AE x M) component is mostly
composed of ee™ — ¢q processes, where ¢ = u,d, s, ¢ (left-over after continuum
suppression), which can be studied using Belle M, sideband data. In addition,
generic BB MC can be used to study contributions from ete~ — bb, where due
to mis-reconstruction, usually particles from signal and tag-side B meson are
mixed up. To do so, the peaking component (composed of higher ¢¢ resonances)
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Figure 6.4: Projections of the total signal 2D data model and MC signal data for
the neutral (signal) mode and SVD2 experiment.

has to be separated first by removing channels based on MC truth information
one by one. The resulting, peaking-free continuum part is fitted, too, but mostly
for qualitative evaluation. As will be explained later, the parameters of the
continuum background will need to be released again after the fit to the M,
sideband data. Thus the parameters obtained in this section are only relevant for
later cross-checks and as starting values for later fits.

The PDF used for the continuum background is simply a Chebyshev polyno-
mial in each variable:

Pan(AE) = N(1+ ¢PCi(AE)),

Poig(M) = N(1+ }'CL (M), (6.11)

where the subscript i, refers to a fundamental assumption of the full data model,
which is supported by all available MC studies: the shape of the sum of all
backgrounds in M can be described by Ppig(M) with some ¢, even that coming
from (AFE) peaking background. There is no reason to assume that the slopes of
individual components are the same (which is not even supported by the extracted
fit parameters from samples shown below). Although the slopes of individual
continuum (or A E-peaking) background components in M are unknown and are
not modeled (only their fractions can be extracted), their arbitrary composition
can again only have a linear shape, which must be released when the fractions can
change (e.g., when opening/changing the fit region to sidebands and vice-versa).
As a further dependency of the slope on the AF variable can invalidate such an
assumption, the (linear) shape in AE must also be a floating variable in all fits.
The total 2D PDF for the continuum and non-peaking BB backgroun is

Per(AE, M) = Pe,(AE) Poxg (M). (6.12)

The fit projections and the Belle M, sideband data are illustrated in Fig. [6.6]
The projections for the non-peaking part of the generic BB MC are illustrated
in Fig. Note that all extracted parameters describing the linear background
shape will be re-estimated in the total 2D data fit.

'We often refer to this component as continuum only, with meaning of the continuous shape
of the background in the AE x M variables, without any peaking structures.
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Figure 6.5: Comparison of MC signal data (first row) and fitted signal model
(second row). All (logarithmic) scales are set the same (maximum at 200). For
more qualitative comparison, the pull plots are shown (third row). Here, a differ-
ent definition for a pull is used, pull, = (Ngata — Nft) /,/Nfit to fill all bins and
avoid division by zero. The pull distributions of bins where N > 2 are shown
in 1D histograms (fourth row) with bin count, mean, and standard deviation in
the inset. From left to right, distributions for charged (SVD1, SVD2) and neutral
(SVD1, SVD2) modes are shown.
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The data has been found to be consistent with the simple linear shape in all
cases, except for the SVD2 control mode. Here, with the most events, a second-
order Chebyshev polynomial would be slightly preferred statistically. However, it
has been decided to keep the model identical to the one used for signal extraction.
The effect on the control mode is entirely negligible when compared to other
systematic uncertainties?|
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Figure 6.6: Projections of the continuum background 2D data model and Belle
My, sideband data for the neutral (signal) mode and SVD2 experiment.
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Figure 6.7: Projections of the continuum background 2D data model and generic
BB MC (non-peaking in AFE) for the neutral (signal) mode and SVD2 experi-
ment.

6.1.7 Peaking Background

The background component peaking in AF is studied on two MC samples: generic
BB decays (b — c¢) with ten times larger dataset than experiment luminosity,
and rare-B (b — uds) generated with 50 times larger dataset than real Belle
data. The rare-B data sample is used only for some qualitative studies. Also, the
branching fractions of the individual B decays might not be up-to-date, and some

2Which we (mostly) do not even evaluate for the control mode as the fit is much slower to
perform a full-scale systematic study as done for our signal (with less floating parameters and
about a third of the data in the likelihood function).
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specific decay channels could be missing or not be modeled correctly in these data
samples. Uncertainties in the correctness of the composition of these MC data
samples can be overcome if the parameters of the (total) peaking background can
be estimated from a fit to the data. According to qualitative studies below, a
single Gaussian is sufficient to describe the shape of the peaking background in
both MC data samples:

Ppb<AE) = g(AEv ,u?bEa O—Iﬁ)E)a (613)

while the shape in M(K2K*7™) is found to be consistent with a linear or even
a constant function. Therefore the total PDF used to extract the peaking back-
ground shape reads

Prig(AE, M) = (1 = fon) P, (AE) Prig (M) + fobPob(AE)Prig(M),  (6.14)

where f,), is the fraction of the peaking background to the total background. The
rest is to accommodate for the possible remaining small non-peaking component.
In fact, for further progress, only the parameters uﬁbE and apAbE are of interest as
possible starting values for the data fit or for comparison of the simulated MC
background parameters to real data.

The means of the Gaussian shapes are +£3 MeV around zero. The widths are
roughly 10 MeV. The obtained parameters are statistically consistent among the
generic BB and rare-B samples. The obtained values are summarized later in
Sec. [6.1.9] and Table [6.3] where we compare them to the data-driven estimates.
The fit projections for generic BB MC are illustrated in Fig. For the rare-B
MC, the projections are illustrated in Fig. [6.9 The discrepancy in the pulls is
acceptable, as here, 50 times more events than expected in reality are simulated
and a simple shape parametrization is preferred.
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Figure 6.8: Projections of the peaking background 2D data model and generic
BB MC (peaking in AFE) for the neutral (signal) mode and SVD2 experiment.

6.1.8 Total 2D PDF and Fit Strategy

The full 2D PDF is a sum of the previously described individual signal (correctly
and mis-reconstructed) and background components (peaking and continuum):

P(AE, M) = (1 = fokg)Psig(AE, M) + fokgPokg(AE, M), (6.15)
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Figure 6.9: Projections of the peaking background 2D data model and rare-B MC
for the neutral (signal) mode and SVD2 experiment. The non-peaking component
in AF is not separated.

where Py is defined in Eq. [6.10] Py in Eq. and fikg is the total background
fraction.

The fit must first be performed in the charged mode to extract data/MC
correction factors for the signal shape. This prevents us from performing a fit
to the peaking background shape in a simultaneous fit. Instead, the full 2D fit
will be first performed with fixed signal shape (with correction factors set to MC
default values) and expected yield (from PDG) in the M(K2K*7~) sideband,
where the amount of peaking background is large enough to extract mean and
width of its Gaussian PDF.

The full 2D fit is performed using the following extended log-likelihood:

Inf =— ( 51g+kag —i—Zln

sig + kag>P(AE7M)7 (616)
where the background fraction from Eq. is now determined from the addi-

tional parameters Ny, for the signal and Ny, for the background yield as

ka
fbkg N 5

75% + Now (6.17)

and the peaking background yield is now parametrized using a fraction of peaking
background to signal fpn, such that the fraction of peaking background to total

background from Eq. [6.14 - 4 becomes

fpb _ fpb 5lg

sig kag

(6.18)

6.1.9 Extraction of Peaking Background Shape

The mean and width of the Gaussian shape of the peaking background component
are estimated by changing the fit window to the M(KYK"n~) sideband. This
enlarges the peaking background yield and significantly suppresses the signal.
However, the 7. resonance is quite wide, and a non-negligible amount of signal
leaks to the sideband. Thus, the signal is first re-fitted in the sideband.
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5B (%) Est. Ny, (SB)
Charged - SVD1  0.76 £+ 0.01 27T £5
Charged — SVD2 1.06 = 0.01 154 + 30
Neutral - SVD1 0.83 £ 0.01 12+ 3
Neutral - SVD2 1.25 £ 0.02 76 + 17

Table 6.2: Signal MC efficiency and estimated signal yield in the M(K2K "7 ™)
sideband. Errors and values for branching fractions are from PDG. Poisson un-
certainties are assumed for official Belle N g5 values.

Charged mode Neutral mode
SVD 1 SVD 2 SVD 1 SVD 2

Peaking background Gaussian mean psf [MeV]
generic BB 1.02 £0.88 1.30 £0.45 2744+ 133 189+ 048
rareB 1.11 £0.25 0.56 £0.11 1.26 £0.31 1.00 &£ 0.12
M SB -2.87 £ 211 -0.05 £2.04 1.0543.85 -1.78 &£ 1.47

Peaking background Gaussian width o5F [MeV]
generic BB 9.86 £ 0.73 11.32 £ 0.42 10.22 £ 1.20 10.03 £ 0.42
rareB 10.43 £ 0.23 10.40 £ 0.10 10.92 + 0.27 10.40 £ 0.11
M SB 9.99 £+ 3.13 11.56 & 2.57 17.95 £ 3.84 11.35 £ 1.47

Table 6.3: Summary of the extracted peaking background parameters from the
generic BB MC, rare-B MC, and real data using M(K2K"7~) sideband fit.

To extrapolate the signal outside of the signal window, one has to be care-
ful about fractions of components in the model and coefficients of Chebyshev
polynomials. These parameters specifically change when the normalization range
of the PDFs is changed. However, a direct extrapolation of the signal shape to
M(K2K*7~) sideband does not yield a good quality fit. This is understood to
result from the previously discussed sub-optimal modeling of the signal’s corre-
lated nature. Also, the mis-reconstructed signal component is now dominant,
especially in the right M(K3K*7~) sideband. Therefore the fraction of mis-
reconstructed signal is computed again from MC truth, and the full signal fit
is repeated with only the Chebyshev coefficient ¢ ;. and the main correlation
parameter k{°" floating. Releasing k™" was found to be sufficient for a good fit.

The signal yield in the M(K3K*7~) sideband can be estimated from the
signal efficiency in the sideband €38, the number of BB meson pairs N5 and the
branching fractions for B® — 1. K2 (respective Bt — n.K ") and n, - KoK*n¥
as

Nig(SB) = 8 x N5 x B(B® — n.K% or BY — n.K") x B(n. - KeK*nT).

For this estimation, the Belle efficiency corrections at the 1-2% level are not
considered, as the final error, mainly coming from uncertainties of the PDG
branching ratios, is around 20%. The values for the sideband signal efficiency
and the final estimated signal yields in the sideband are listed in Table [6.2]

The fitted peaking background parameters with N, fixed to the estimated
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values are compared to the previously obtained MC estimates in Table 6.3, The
means of the Gaussians are mostly consistent with zero. The widths are mostly
similar to those predicted by the generic and rare-B MC samples, about 10 MeV.
Only the value of (18 £ 4)MeV for the SVD1 experiment and the neutral mode
is an exception, but likely only a statistical fluctuation. Due to the consistency
of all the remaining data/MC results, we have decided to use the MC estimate
for the width in the SVD1 neutral mode. The data-driven value is included in
systematic variations of the final data model parameters.
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Figure 6.10: Projections of the 2D data model and the Belle data in the
M (KK r~) sideband for the charged (control) mode and SVD1 (top) and SVD2
(bottom) experiment.

The fit projections with separated individual components are shown in Figures
and Note that the edges of the bins do not match the sideband window,
resulting in the drawing artifacts. A very important note is in order here: the
depiction of the peaking background shape in the M (K2K"x~) variable is only
illustrative. The actual slope could be different; only the total relative fraction
to the continuum component is extracted. This will be true from now on in this
thesis.

From the extracted fraction of the peaking background to signal fpn in the
sig

M(KJK*r~) sideband (fu (SB)), its linear shape in M, and almost symmetric

choice of the sideband regions, one can naively estimate the peaking background
fraction to signal in the central (signal) region (fp (C)) as:
sig

Je (C) ~ fgi(SB)ES—B. (6.19)

sig sig €
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Figure 6.11: Projections of the 2D data model and the Belle data in the
M(K2K*7™) sideband for the neutral (signal) mode and SVD1 (top) and SVD2
(bottom) experiment.

This estimate yields:

(21.2 +5.5)% for SVD1, charged,

)

(12.5 + 2.5)% for SVD2, charged,
)
)

6.20
(51.9 +12.3)% for SVD1, neutral, and (6:20)

(31.5+4.6)% for SVD2, neutral.

Note, however, that the signal yield is fixed from the PDG and not a free param-
eter for this estimate. These numbers are only used as initial values for the fit in
the signal region.

6.2 Measurement of Branching Fractions

In this section, the final 2D data model is used to extract the branching fractions
from the signal yields—first for the charged control mode, which is used to deter-
mine also data/MC correction factors, and then for the neutral signal mode. This
is merely for validation of the analysis before extensions to a more complicated fit
which includes time difference and flavor dimensions. As the interference effects
are only considered as a systematic uncertainty, we do not update the former
Belle measurement for the control mode branching fraction [47]. Moreover, the
final measurement of the branching fraction for the neutral mode is evaluated in
the final fit, although this approach slightly increases systematic uncertainty. In
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addition, the cross-checks of the correspondence of the 2D and the final 4D model
predictions are important for the validation of the full fit.

6.2.1 Control Sample Measurement

The extended maximum likelihood fit results for the charged mode, including the
correction factors for AFE shape and other model parameters, are summarized in
Table[A22] The observed number of events is 360+ 31 and 1978+ 75 for the SVD1
and SVD2 experiments, respectively. The fit projections are shown in Fig. [6.12

The extracted fp» can be compared to the estimate [6.20, Within statistical

errors (as large as 50‘%)), the values are compatible, but for SVD2, the fitter seems
to predict a lower value than expected (7.4+3.6)% vs. (12.5£2.5)%. A suspected
bias toward a lower fraction of the peaking background when its yield is small
was confirmed by preliminary toy MC studies. Including the fraction as a floating
parameter in the final fit is preferred. In this way, the uncertainty is automatically
propagated to the statistical uncertainty in the signal yield, including correlations.
Moreover, the peaking background fraction and the background slope in the M
variable are rather nuisance parameters whose real purpose is to partially absorb
interference effects in the real data. With a non-resonant interfering background,

separation to individual components requires an amplitude model for a proper
description as a PDFﬂ.
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Figure 6.12: Projections of the final 2D data model and Belle data for the control
mode and SVD1 (top) and SVD2 (bottom) experiment.

3With interference, individual components can have effectively negative weights due to de-
structive interference. PDFs and probabilities cannot be negative.
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The extracted signal yield is compatible with the expectations from PDG; see
Table[5.5] From the fitted signal yield, signal efficiency, and number of B-mesons
for the given experiment (SVD1 or SVD2), the product of branching ratios can

be extracted as
N, sig

)
GNBE

B= (6.21)

which yields

B = (2.47 £0.23) x 10~° for SVDI,
B = (2.4740.10) x 10° for SVD2, and (6.22)
B = (2.47 £0.09) x 107° as weighted average for the charged mode.

We will compare these results to the expectations in Sec. [6.2.3]

6.2.2 Neutral Mode Measurement

The fit results and other model parameters for the measurement of the signal yield
in the neutral mode are shown in Table [A.3l The observed number of events is
64 + 15 and 548 4+ 39 for the SVD1 and SVD2 experiments, respectively. The
fit projections are shown in Fig. m The two data/MC calibration factors are
fixed from the charged mode. As for the charged mode, the extracted peaking
background fraction is compatible with the sideband extrapolation [6.20, The
extracted signal yields are compatible with PDG expectations in Table [5.5| as
well. Using Eq. [6.21], the product of branching ratios can be extracted:

B =(0.75+0.18) x 107° for SVDI,
B = (1.02£0.08) x 107° for SVD2, and (6.23)
B = (0.98+0.07) x 10™° as weighted average for the neutral mode.

6.2.3 Summary

Concerning statistical errors only, the measured products of branching fractions
for charged and neutral mode

B(B* = n.K*) x B(n. = KSK*n7) = (2.47 4 0.09) x 107,

6.24
B(B® = n.Kg) x B(n. = KSK*r¥) = (0.98 £0.07) x 107° (6-24)
are compatible with values from PDC}
B(BY = n.K") x B(n. — KKn) x 1/3 = (2.34 £0.43) x 1077,
or explicitly B(Bt — K+, n. — KOK*7F) = (2.740.6) x 1075, 6.25)

B(B® = n.K°) x B(n. — KKm) x 1/2 x 1/3 = (0.97 4+ 0.21) x 107°.

4The explicit value obtained in Ref. [47] takes interference with non-resonant background
into account in both the central value and the uncertainty, dominated systematically by the
interference effect. As the neutral mode was not studied, we have partially reproduced this
study in the next section to estimate at least the systematic uncertainty.
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Figure 6.13: Projections of the final 2D data model and Belle data for the signal
mode and SVD1 (top) and SVD2 (bottom) experiment.

The largest systematic error of the branching fraction measurement stems
from the interference of the signal decay with a non-resonant (direct four-body)
decay to the same final state. This effect was evaluated for the charged mode
in Refs. [59, 47]. Taking the interference into account leads to a significant
modification of the signal yield and additional large systematic error stemming
from the model uncertainty. The next section is devoted to the estimation of
this uncertainty also for the neutral (signal) mode. As it is very large, we do not
estimate other systematic uncertainties here, but only in the final 4D fit and only
for the signal mode.

6.3 Signal and Background Interference

So far, we have silently assumed that the signal and peaking background com-
ponents can be described as independent PDFs. This would be, for example,
the case of backgrounds with final state particle content different from the sig-
nal or when intermediate resonances which are farﬂ apart in invariant mass are
involved. In the case of B — n.(K2K"m")K decays, multiple processes with
the same final state constitute a significant contribution. Quantum-mechanical
amplitudes of decays with the same final state can interfere with the signal am-
plitude and modify the signal line shape in the 7. invariant mass spectrum and

5Such that their mass peaks do not overlap. This is thus an issue for wide resonances, like
the 7, meson.
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apparent branching fraction. In addition, signal and background interference
can lead to parasitic CP asymmetries, which can pollute our measurement of
sin(2¢1) via Scp (Acp) by introduction of additional strong and weak phases to
the B — (K3K*7")K and B — (K3K*n~)K amplituded’]

Our full 4D fit model is already too slow and complicated to include more
effects arising from the possible signal and background interference. Also, a full
amplitude analysis with multiple components of various weak and strong phases
is completely out of the scope of this thesis and beyond the statistical power of
the used dataset. Instead, we devote this chapter to a set of independent studies
with a simple y2-based fit, which will allow us to get more insight into the possible
scale of the interference effects and put some constraints on their impact. The sole
purpose of this chapter is thus only an estimation of the systematic uncertainty on
the branching fraction measurement and derivation of a modified line shape which
can be used to probe related fit biases of the CPV parameters using ensemble
studies.

The effect of non-resonant background interference on the CPV parameters
might lead to CP asymmetries, which are not constant as a function of the 7.
resonance mass. Wide resonances are yet another interesting source of a strongﬂ
phase difference. We will see in this section explicitly that the phase of the
Breit-Wigner amplitude changes rapidly around the mass peak, see (right).
If the non-resonant background strong phase is different (usually assumed to be
constant in the simplest case), its relative weak phase can be revealed. As the non-
resonant contribution should be mostly induced by b — s penguin decays, there
is small pollution with such a weak phase difference. Any such effect should likely
be small, but a direct confirmation from real data is, of course, always preferable.
We will try to check for such a possibility in the final cross-checks assuming the
simplest possible model proposed after a discussion with the review committee of
the analysis.
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Figure 6.14: Histograms of the reconstructed 7. invariant mass for the real Belle
data of the charged (left) and the neutral mode (right) from the signal (black) and
sideband (red) regions in AE. The scaled distribution of the mis-reconstructed
MC signal is shown in blue.

6In practice one of course measures (time-dependent) decay rates, not the (complex) ampli-
tudes.

“In our context, strong phases are any phases that are CP invariant. In the time-dependent
CP violation, this (time-dependent) phase comes from the unitary time evolution.
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6.3.1 Background-subtracted Distributions

For all plots in this chapter, real data from the SVD1 and SVD2 experiments
are merged to increase statistics. The continuum background is subtracted using
a simple histogram method. The AFE window is separated to signal (|AE| <
0.05 GeV) and sideband regions (0.05 GeV < |AE| < 0.1 GeV). The distribution
of the reconstructed 7, invariant mass from the sideband region is then subtracted
from the signal region distribution. In addition, we subtract a scaled histogram
of the mis-reconstructed signal as obtained from the signal MC. The effect of
neglecting the mis-reconstructed signal is small and most relevant for the neutral
mode (where it is more abundant). The distributions before these subtractions
are shown together in Fig. [6.14]

The distributions after background subtractions are shown in Fig. where
the arrows denote the boundaries of the additional separation into the 7, invariant
mass signal and sideband regions. The presence of (AF) peaking background,
flat in reconstructed invariant 7. candidate mass, is clearly visible and about 2-3
times larger for the neutral mode than the charged mode, in agreement with the
more advanced extraction using the 2D likelihood fit.
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Figure 6.15: Background-subtracted distributions of the reconstructed 7. invari-
ant mass with red arrows denoting boundaries of the 7. mass signal region for
the charged (left) and neutral mode (right). The number of entries for some bins
is negative as a result of the background subtraction.

The same approach is used to obtain background-subtracted Dalitz plots in the
n. mass signal region and distribution of cos(6), where 6 is the angle between the
momentum of K3 from 7. and K9 (K* for charged mode) from the B meson in the
rest frame of the 7, candidate. These distributions are shown in Fig.[6.16] Several
structures can be observed in the Dalitz plots, which are consistent with other
measurements |60, 46] and suggests intermediate resonant structures in the 7.
decay, with most prominent bands around 2 (GeV?/¢*) with possible contributions
from K§(1430), K;(1950) or K;(1430); the diagonal bands indicate the presence
of ap and asy resonances [60].

6.3.2 Signal Line Shape with and without Interference

Let us consider a simplified signal model (compared to our full likelihood fit),
where the broad 7). resonance with nominal mass m,,, and width I is parametrized
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Figure 6.16: Background-subtracted distribution of the helicity cosinus between
kaon from B and KY from 7, (top) and Dalitz plots (bottom). Figures for the
charged (left) and neutral mode (right) are shown for SVD1 and SVD2 experi-
ments combined.

by squared Breit-Wigner amplitude convolved with detector resolution, repre-
sented by a single Gaussian with width o. Let us further assume the nominal
case, where a constant peaking background does not interfere with the signal.
The distribution of the reconstructed invariant mass M = M(K3K*7~) can be
written as

2

1
+ a2> ® G(M;0,0), (6.26)

5 -
e T 1my,, I’

F(M):N(‘Mz_m

where we omitted normalization constants, IV is signal yield, and o parametrizes
the size of the peaking background contribution. For the resolution o, we use the
value determined in our full likelihood MC signal fit, 9 MeV/c?. Now assume
instead all the peaking background in AF is, in fact, a constant (in M) non-
resonant contribution to the same final state and interferes with our signal. For
the constant term, a complex phase ¢ arises, and the contribution is added co-
herently to the signal as

2
F(M) = N |+ 55— m; — +ae”| @ G(M;0,0). (6.27)
The square of the absolute value yields four terms:
1 20 cos(¢) (M? —m2 ) —2asin(¢)m,, I’ 9
OF =P O =g P O P
6.28
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The first one corresponds to the standard Breit-Wigner distribution. The second
term is proportional to the real part of the Breit-Wigner amplitude, and the third
one to its imaginary part. The distinct individual contributions (after convolution
with detector resolution) are shown in Fig. [6.17, Depending on the size and
phase of the interfering background, the measured signal yield can be significantly
different. A fit to the data with assumption of no and full signal interference is
compared in Fig. |6.18 and for the charged and neutral modes, respectively.
An asymmetric signal shape yields a better fit in both cases, and the difference
in the measured signal yields suggests significant interference effects.

For the charged mode, the interference effect is less apparent in the signal
shape asymmetry. When the interference is taken into account, the signal yield
is reduced by 11% for the charged mode. For the neutral mode, the signal yield
is reduced by 9% in the case of full interference. Note also the corresponding
increase in the estimated statistical error of the signal yield (shown in the legend)
in the case of interference. Furthermore, the parameters N, «, and ¢ are strongly
correlated (from 58% to 85%).

The qualitative results for the charged mode correspond to previous results of
a similar simplified study [59]. However, if we use the above-determined changes
to the signal yield estimates as a systematic uncertainty, we get less than half
of the number obtained in the full interference study [47] for the charged mode.
Thus we use a more advanced interference model to estimate the systematics of
the branching fraction in the next section. The results of this simple study will
be used to estimate systematic uncertainty on the CPV parameters in ensemble
studies with a modified signal line shape.
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Figure 6.17: The square of Breit-Wigner amplitude (left), the real part (middle),
and the imaginary part (right) convolved with detector resolution.

6.3.3 Angular Analysis of Four-Body Decay

To study the non-resonant background contributions with decay to the same final
state, but without formation of the 7. resonance, we need to resort to an analy-
sis of the full four-body decays B* — K*(K3K*rF) and B® — K2(KJK*rF).
Narrow resonances have been removed by peaking background vetoes; see Sec. [5.3]
Contributions from b — ¢ decays (in particular with other charmonia) are small
and can be neglected here. Events with wrongly identified final state parti-
cles constitute only a small (about 5% on rare-B MC) fraction of the peaking
background. What remains are mostly true decays into the same final state as
our signal. These can be further separated into direct four-body decays and
quasi-three-body, and quasi-two-body decays with the formation of intermediate
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Figure 6.19: The fit result with the assumption of no interference (left) and with
a simple interference model (right) for the neutral mode.

hadronic resonances. For example, the neutral rare-B MC sample contains about
1/4 of B® — K2K2K*°(892) decays which pass the event selection.

A general decay configuration of a (pseudo-) scalar particle (B meson) to four
scalars is described by 3 x 4 momentum components of the final state particles.
Three degrees of freedom correspond to the arbitrary orientation of the decaying
B meson frame. With the additional four components of the four-momentum
conservation law, this leaves five degrees of freedom to fully describe the final
state configuration and thus the amplitude of the process. We select conveniently
the same as in Ref. [47]:

o the invariant mass of the KYK*nF combination with K2 from the 7. can-
didate (usually denoted as M or M(K2K*7~) in this work), shown in
Fig. |6.15]

« cosf, where 0 is the angle between the momentum of K2 from 7, and K2
(K* for charged mode) from the B meson in the rest frame of the 7., see

Fig. [6.16]
o two Dalitz variables ¢¢ = M(K*7nT) and ¢3 = M(K2rT). Their distribu-

tions in the signal regions are shown in Fig. [6.16}

o angle ¢ between the planes defined by cross products of the vector of kaon
(from the B meson) and pion, respectively charged kaon (from 7.) in the
rest frame of the 7. candidate.
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We set up a simple x? fit of a 2D histogram in s = M (KgK"7~) and cosf. Such
a fit permits the separation of different (S, P, D) wave amplitude contributions
because the pseudo-scalar 7. decay should exhibit a flat distribution in cos#.
Separation of other than S wave might help to constrain the interference effect
and estimate possible systematic error on the signal yield when the interference
is neglected in our full likelihood fit.

Similar to the previous section, the observed distribution can be obtained as
a square of the sum of signal and S, P, and D background amplitudes, constant
in the full mass window. For a full detailed formalism, we refer to Ref. [47]. The
used fit function reads

F(s,2) =(1 + 617 + €22 + e32°) ¥
[S*(2) (Lyy () + 0® + 2V/Naly,(s)) + P()5* + D*(x)7’
+25(2) P(x)B(VNLp(s) + allsp) (6.29)
+2S(2)D(x)y(VNI,p(s) + allgp)
+25(x) P(x)y1lpp],

3
Parameters €1, €9, €3 parametrize the detection efficiency as a function of x. The

yields of the individual, S, P, and D background amplitudes are characterized
by «, [, and ~, respectively. The parameters Ilgp, Ilgp and [Ipp represent the
overlap integrals of the complex background amplitudes over the Dalitz variables
and ¢:

where z = cosf, s = M(K{Km), S(z) = \%, P(z) = \/gx, D(z) = %\/g(ﬁ -b.

I;; = / / / R(Ai(q}, 43) A5 (a3, 63))aiazdo, (6.30)

where 7,7 = S, P, D and ¢ # j. Similarly, the overlap integrals of 7. and back-
ground amplitudes are written as

&i(cos b; + isin 6;) :///An(qiqi)A?(qiqi)q?qué (6.31)

with six fit parameters &g = &, 0 = 0, &p, Op, p, Op, where 0 < & < 1 and
0 < 6; < 2w, as the amplitudes are normalized over the Dalitz variables and ¢.
With this parametrization, the s-dependent terms can be written as

Li(s) =¢& [cos g; % < ) ® G(s;0,0)

2 _ 2 14
s* —mg +imy

(6.32)
F) ® G(s;0, 0)],

2

52 —m?

+ sin Gz% (
n

; + 1My,

where the real and imaginary part of the Breit-Wigner amplitude convolved with
the resolution function Gaussian, shown in Fig. |6.17] are precomputed to make
the fit faster. For the resolution o, we use the value determined in our full
likelihood MC signal fit, 9 MeV /c%.

The efficiency correction factors are determined from a fit to our full MC signal
samples, with removed mis-reconstructed signal contributions. No resonant sub-
structures are simulated in our MC, so the signal distribution over cos# should
be flat. The deviation from flatness is attributed to the detection efficiency and
parametrized by a third-order polynomial, fixed for later data studies. In contrast
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to Ref. [47], we consider 7. mass and width as fixed externals parameters. This
leaves 12 parameters to be determined by the 2D fit.

We believe (based on actual experience) that all these parameters cannot be
reliably determined with the available statistics. In addition, amplitude fits suffer
from issues with multiple minima (due to ambiguities from phases), and this is
also our case. Therefore, we sample the starting values for the fit parameters
uniformly in their range (reasonable values are used for «, 3, and 7, which are
not limited by physics bounds) and perform the fit. In many cases, the fit fails
to estimate the statistical errors properly and can result in suboptimal final x?.
We generate 1000 random sets of starting values for the parameters and select
the solution with the lowest y2. However, the minimum forms a plateau for most
parameters with almost identical y? and different values of the fit parameters.

In Fig. [6.20] and Fig. the best-fit projections are shown along with his-
tograms of all reached fitted values of the parameters. Most of these fits are very
close to the minimum. Based on our limited confidence in the fit, we prefer to
estimate the uncertainties of the parameters by the standard deviation of these
histograms, including all outliers. While this approach might seem too conser-
vative, its impact on the estimated signal yield is of a similar scale as estimated
in Ref. [47] for the charged mode in more advanced analysis. For the neutral
mode, this effect is naturally larger due to the higher background level. These
estimates yield a systematic error for the signal yield of 16% and 23% for the
charged and neutral modes, respectively. These values are simply obtained as
(Std Dev)/Mean from the histograms for parameter N in Figs. and and
used to calculate the branching fraction uncertainty in the final result.
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Figure 6.20: Fit projections (bottom) with data overlaid of the best fit for the
charged mode. The upper grid of plots shows histograms of achieved optimal
values for all floating parameters when the fit is initialized with random values
sampled uniformly 1000 times.
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CHAPTER 7

Time-Dependent Measurements

and Consistency Checks

7.1 4D Data Model

In this section, we extend the data model to the full fit in AE x M x At x ¢ x [,
where At is the reconstructed proper time difference between Bi,, and Bsg, ¢
is the determined flavor ¢ of Bi,e and [ is the index of the r-bin category. We
call this a 4D model to distinguish it from a potential flavor-blind variant (not
implemented in this work explicitly) which could be used to extract the B meson

lifetime.

The discrete variable ¢ is determined by the flavor tagging algorithm along
with the probability of a correctly determined flavor characterized by categorizing
each event into one of seven r-bins indexed by [. See also Sec. and [5.1]

7.1.1 Flavour Tagging Quality Parametrization

The fractions of signal or background events in each of the seven r-bins are
denoted as f!, 1 € {0,1,2,3,4,5,6}. For better stability of the extended maximum
likelihood fit, the seven fractions f! are transformed into a set of six actual fit

parameters fk, k =0...5 as follows:

f=a-Po-mHoa-rHa-po-7
f=a-Poa-Ha-mHa-mo-7
P=a-P)a-He-ra-mr
P=a-a-ma-mr
f=a-a-mr

=07

=7

This satisfies by construction the required normalization constraint

6
off=1.

=0

(7.1)

(7.2)

The parameters }k are limited to the interval [0, 1] in the fitter. For the signal
(and peaking background), we introduce data/MC correction factors as additional
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parameters. These parameters are set to one for MC, determined from the fit to
the control mode, and fixed for the final fit in the neutral mode. Thus for the
signal, the transformation in Eq. is obtained by the replacement

7o (7.3)

where nt is a data/MC correction factor to the parameter fk and is set to vary
in a range of [0, 2] in the final fit to the control mode.

From a study with MC and real M, sideband data, it was concluded that two
qualitatively different distributions of r-bin fractions could be observed. Samples
that do not peak in AFE exhibit a different r-bin distribution from the peaking

backgrounds and signal. Therefore two sets of parameters are introduced, féig
k

sig
fékg (with corresponding fit parameters ]’ikg) for continuum backgrounds; [ €
{0,1,2,3,4,5,6}, k € {0,1,2,3,4,5}. The shape of continuum backgrounds in
At does not depend on the r-bin, but we need to parametrize the distribution to
be able to extract the data/MC correction factors for the signal from the final fit
to the control sample.

(and corresponding f.. and noY, same for signal and peaking background), and

7.1.2 Proper-Time Resolution Function for B Mesons

A crucial part of extracting CP-violation parameters from the observables is the
decoupling of detector resolution effects, inclusive nature of the tag-side vertex
reconstruction, and kinematic approximation, as briefly mentioned in Sec.
This is achieved by convolution of the physics distribution in Eq. with the
proper-time resolution function for B mesons R z5(At).

The R zg5(At) resolution function and its parameters are provided by the
tatami software package [61], which allows for fast analytical convolutions with
the physics distribution. The functional form of Ry5(At) is studied on MC
simulations and parameters are extracted from high-statistics data samples and
prepared by the ICPV (Indirect CP violation) working group [62]. We are using
the latest available parameter set, denoted as 2010md1h, same as for the final Belle
sin 2¢; analysis [55]. A different set of parameters is used for MC simulation and
real data, as, for example, the vertex resolution is worse for data than for MC. The
parameters are also different for the SVD1 and SVD2 experiment configurations
(and some parameters are different for charged and neutral B mesons).

We do not determine any of the parameters, as those are mode-independent.
The next section will verify that this common resolution function describes our
MC signal sample well. Moreover, we could just copy-paste the codes used for
n. — pp analysis [40], already verified by the previous work. For brevity, we
are not going to explain all details and list all the parameters. Such a detailed
summary can be found in Ref. [40]. The tatami package also provides estimated
uncertainties for the parameters, which can be used for convenient systematic
studies.

Let us briefly explain what the R z5(At) function actually looks like. The
total resolution function is obtained (for a fixed set of its conditional variables)
as a convolution of four components:

RB§ = Rdetrec ® Rdettag ® 7znp ® Rk- (74)

110



The components follow from the three main effects affecting the proper-time
reconstruction:

e Detector resolution for the B vertex determination for the fully recon-
structed signal side Rget,.,(02) and the tag sideﬂ Reeting (02), Where 6z is
the difference between the true and reconstructed signal or tag-side vertex
z-position. This is a Gaussian for multi-track events and a sum of two
Gaussians for single-track events. The width is given by event-by-event
uncertainty on ¢°“*£ estimated from the vertex fit, scaled by parameters
determined from fits to data. For multi-track vertices, an additional lin-
ear dependence of the width scaling is introduced, which depends on the
reduced vertex fit quality h (for a vertex fit without the IP constraint),
taking into account correlations observed on MC samples.

« Non-primary tracks (mostly from the charm and K2 decays) affecting the
tag-side vertex determination are taken into account in Ryp. Rup(02tag) i &
sum of a delta function for prompt decays and an asymmetric double-sided
exponential distribution with an event-by-event lifetime. This lifetime is a
linear function of ¢2°“*¢ and the vertex quality h. Further differentiation
of parameters is made among events with single and multi-track vertices as
well as for events where a high momentum primary lepton is used at the
tag side.

« Kinematic approximation due to neglected CM frame movement of the B
mesons, which is reflected in Ry (At — Atyrye). This is again in the form
of exponential-like distributions, which are further functions of cos 5™ and
the B meson (charged or neutral) mass.

A detailed explanation of the individual components and how their parameters
are obtained from MC and data can be found in Ref. [62].

Finally, let us note that some small fraction of outliers with a large At is
not well described by a convolution with the resolution function and is instead
parametrized by a Gaussian distribution with width o, (~ 40ps) and a fraction
for (~ 3% for multi-track and < 1072 for single-track vertices). These outliers
are added to the total PDFs in At for each component (signal and backgrounds)
without convolution with the physics distribution.

7.1.3 Signal PDF

The two-dimensional?| signal PDF in At x ¢ follows from a convolution of the At
resolution function for B mesons R ;3 and the true physics distribution, which has
to be modified to take into account the effect of imperfect flavor determination.
We model the distribution for each r-bin [ separately (and fit simultaneously) to

IThose have the same definition, but different parameters
2The distribution is normalized over both variables At and discrete ¢
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Charged mode Neutral mode

SVD 1 SVD 2 SVD 1 SVD 2
Scp
Fit result ~ 0.007 £+ 0.016 0.009 £+ 0.013 0.709 4+ 0.020 0.703 + 0.015
Generated 0.0 0.6889
Acp
Fit result  -0.009 + 0.011 0.001 £+ 0.009 -0.006 4+ 0.014 0.022 + 0.011
Generated 0.0 0.0

Table 7.1: 4D Fit results for CPV parameters using signal-only MC data. Gen-
erated and fitted values are shown.

reach the best sensitivity. For a given r-bin [, we define

N

PaslAtall) = (1 = fa)——{ (1 - 02w +

q(1 —2w;) X [Scpsin(AmgAt) + Acp cos(AmdAt)]}® (7.5)
1
Rl A1) + s G(AL 0,00,

where w; is mistag probability and Aw; is the difference between wrong tag prob-
abilities in 7-bin [, see also Table 5.1} In addition, a fraction of outliers f,, not
included in the resolution function, is added. The full 4D signal PDF reads

7Dsig(AEvy Ma Atv q, l) = Psig(AE|M)Psig(M)Psig(At7 Q|l)7351g(l)

and its parameters are extracted using the MC signal samples.

The signal r-bin distributions Py, (1) = fl(ffig, neF) with k = 0..5 (see Eq.
and Eq. for the signal (and peaking background, see below) component are
further modified by data/MC correction factors nt'™ (fixed to one for the MC fits)
extracted from the control mode. The fit is also repeated for most signal shape
parameters determined in the 2D fit to confirm the consistency of the results.
The fitted parameters can be found in the summary Tables and [A.5] The
projections of data and PDFs for the SVD2 experiment are shown in Fig.
For the SVD1 experiment, the projections are shown in Fig. [B.1}

This high-statistics signal-only fit also allows us to validate that correct CPV
parameters can be extracted. In Table [7.I] the fitted CPV parameter values
are compared to the values used for MC production. All results are statistically
consistent (within 20) with the generated values. In a similar way, we checked
fits to the B meson (charged and neutral) lifetimes with fixed CPV parameters
and observed no significant deviations from the true (generated) lifetimes.

7.1.4 Peaking Background PDF

The PDF for the peaking background in At x ¢ x [ is exactly the same as for
the signal, but for the nominal fit result, the parameters Scp and Agp are set to
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Figure 7.1: Projections of the SVD2 experiment MC signal and fitted signal PDF

for the neutral (left) and control mode (right).
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zeros (no CP-violation), i.e.:

—|At]/75
Pon(At, g|l) = (1 — fOI)eéLTB {1 — qul} ® Rygp(At) + folég(At; 0,001)-
(7.6)
In some specific studies, we will determine effective Sy, Ay for the peaking back-
ground. To accommodate for this case in the model, we use the full PDF and
only set the CPV parameters to zero for the nominal fit. The full 4D PDF for
the peaking background

Pon(AE, M, At, q,1) = Pob(AE) Prig (M) PL (AL, ¢, 1) Paig (1)

is using identical r-bin distribution as the signal component (including data/MC
corrections from the control mode).

We have performed lifetime fits for the simulated MC signal, (peaking) generic
BB and rare-B samples. The extracted lifetimes and 7-bin distributions are
consistent in all cases. This also means that the remaining small contamination

from long-lived D mesons (see Table and can be neglected.

7.1.5 Continuum Background PDF

For the purpose of the 4D fit, the total continuum (i.e. non-peaking) back-
ground in AFE x M has to be further separated into a part stemming from non-B
decays produced via ete™ — ¢q, ¢ = u,d, s,c denoted as P,(At,q) and mis-
reconstructed decays from bb, denoted as Pyp(At,q). Note that the shapes of
these PDFs do not depend on ¢, and thus it is only present as a normalization fac-
tor 1/2 = Ppig(q). These decays occur typically when particles are mismatched
between the tag and signal side of the reconstructed event. As a result, the effec-
tive lifetime for such decays is smaller than for the fully correctly reconstructed
B decays. We model this contribution using the standard resolution function for
B mesons Rz (as in the case of signal) but with a modified, effective lifetime

Teff -

—| At/ Tegr 1
e
,PBE(At? Q) = (1 - fol)ﬂ ® RBE(At> + folig(At; 0, Uol)a (77)
taking again into account the effect of outliers as for the signal.
We extract the only free parameter, 7.4, from a simultaneous fit to the SVD1
and SVD2 generic MC BB samples (with signal and peaking contributions re-
moved). From the fit, we extracted the values

Charged: 7o = 1.152 + 0.017 ps

7.8
Neutral: 7.¢ = 1.111 £ 0.033 ps. (7.8)

The fit projections are shown in Fig. [7.2] where we combined for the first time the
SVD1 and SVD2 experiments into a single figure. We will continue to use this
compact representation for all fits simultaneous in SVD1 and SVD2 experiments.

The model of the dominant part of the continuum background Pyg(At, q) is
composed of a distribution that describes a prompt component for events with
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a track coming directly from the interaction point (modeled as a delta func-
tion) with a fraction f5, and a contribution of non-prompt decays (due to charm
mesons) with non-negligible effective lifetime 7,.,. These distributions are con-
volved with a background resolution function, and a fraction for outliers is added:

Paldt.a) = 51— fa){ oA = ps) + (1= )
+;folg(At; 0,041),

where R,z is the background resolution function. In contrast to R 53, the back-
ground resolution function is specific to this analysis and has to be determined
from a fit to a relatively high-statistics M, sideband data sample. The resolution
function has different parameters for events with single and multi-track vertices
used for the B vertex reconstruction. In both cases, the resolution function is
parametrized as a sum of two Gaussians:

Rag(At) = (1 — fﬁiﬁ)g(ﬁt% Hbkgs Sglkaénath) + ftt)igg(At5 Hbkg s Sgilésgicagmath)>
(7.10)
where f{#1 is the fraction of the wide tail component and spa™ and sl are scale
factors which multiply the event-dependent At resolution error

1 i tag
Oytx = (B’)/)W\/(O—zlg)Z + (Uz )2, (711)

where 058 and ¢'?¢ are the vertex position uncertainties (in z) of the reconstructed

signal and tag B meson vertex, respectively. The parameters fgig, bkg sgfgin and

s{)“kagm are determined separately for events with only single charged track (with
enough SVD hits) used for vertex reconstruction on either tag or signal side
(single-track vertices) and the rest (multi-track vertices).

The M. sideband data sample has been found sufficient to determine all
parameters of the continuum background. We extract the P;(At, ¢) shape pa-
rameters in the 4D fit together with the distribution of r-bin fractions for the
continuum background. As the same r-bin distribution is also used for Pyz, we
have checked that generic BB MC reproduces the data distribution well. The
fitted parameters of P, fixed for the final fits, can be found in the summary
Tables [A.4] and The fit projections for the SVD2 experiment are shown in
Fig.[7.3] For the SVD1 experiment, the projections are shown in Fig. [B.2

While the At shape parameters of Py are determined fully from the M,
sideband (almost free of B decays) and Pyz from generic BB MC (with signal
and peaking background removed), the fraction (1 — q%t) of Pyp still needs to be
estimated in the signal region, where both components are present in a significant
amount. The initial strategy was to estimate the fraction in the final fit. However,
some concerns arise when estimating fractions only from the At component while
using event-dependent resolution. Therefore for the measured neutral mode, we
will estimate this fraction only from a fit to the M(KJKTn~) sideband data
(with subtracted leaking signal) in Sec. [7.2.1] The control mode measurement is
performed using the former approach and we cross-check that both results are
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consistent. The full continuum background PDF is a sum of the two components

7)cb(AE17 M7 AtaQa l) =

Por(AE)Pra (M) (£ Pt ) + (1= F30P (At ) | Pusel),

(7.12)

which share their shape in AE x M x ¢ x [ and only differ in the At dimension.
The background model is completely flavor-symmetric, i.e., the shape does not
depend on ¢g. The r-bin distribution Phg(l) is distinct from signal and depends

~k

only on the parameters f,,, & = 0..5. Thus no correction factors are introduced,
and the shape is extracted directly from the fit to M. sideband data for the
neutral mode and from the final fit in the control mode.

7.1.6 Full Log-Likelihood Function

The CP-violation parameters are extracted along with the signal and background
yields and additional nuisance parameters (the exact configuration of fixed and
floating parameters differs for the control charged and the neutral mode) using
the following extended log-likelihood

L = —(Nyy + Nig) + 3 In (NsigPsig(AEi, M AE, ¢ 1)
+ foo NagPob(AE", M', A, ¢, 1)
sig

+ (N — fon Negg) Per (A, M, AF li))
(7.13)
either for each data set separately or, as in the final fit, simultaneously for the
SVD1 and SVD2 experiments with the only common parameters S¢p, Acp, and
all input physics parameters from the PDG (7p+ /7o is released only for validation
tests):
InL =InL(Sep, Acp, ...; (AE", M', At', ¢, 1") € SVDI1)

DT 7.14
+InL(Scp, Acp, ... (AE, Mi, Ati, ¢, 1) € SVD2). (7.14)

Every event is classified by the flavor tagger into one of seven r-bins [ (which in-
fluence signal At shape through w; and Awy;). The fact that the r-bin distribution
is uneven and different for signal and (continuum and non-peaking) background
is reflected in the r-bin fraction parameters and the corresponding PDFﬂ. These
represent the probabilities of observing a particular r-bin in a signal /background
event and play a similar role as Punzi constraint terms on the likelihood [63].

The PDF is, in contrast to the 2D case, a function of several (conditional)
event-dependent variables besides the explicitly stated five (AE, M, At,q,1). The
shape At resolution functions depend on event-dependent candidate properties.
For R 55, the actual parametrization depends on event categorization based on
the following flags:

o whether only a single charged track or multiple tracks were used for Bi,,
or By, vertex reconstruction (single or multi-track flag),

3Which can be represented as histograms with seven bins.
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continuum PDF for the signal (left) and control mode (right).
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« whether a lepton was used for the By,, vertex reconstruction (lepton flag),

and on multiple properties which are the output of the reconstruction procedure,
namely:

o The vertex reconstruction error in z for signal and tag B meson, o8 and
sig
O-Z

» Reconstructed vertex number goodness-of-fit h for signal and tag side.

« Kinematic properties of the B meson cos 5™, pSM, and EEM needed for
parametrization of the kinematic approximation part of the resolution func-
tion. All these inputs are also event-dependent, depending on the properties
of the reconstructed By, candidate and the calibrated beam energy.

For R,q only 0% and 0% and single/multi-track flag are needed.

The distributions of these variables are not part of the data model. This has
some potential drawbacks related to a so-called Punzi effect [63] if the distri-
butions of these variables differ for signal and background events, see also Sec
[7.3.9]

7.2 Control Mode Measurement

The control sample is used not only to check the consistency of the fit on a very
similar decay but also to determine data/MC correction factors to the signal
r-bin fractions and to the mean and width of the AFE signal shape, later fixed
in the final fit to neutral mode. Many parameters of the full 4D fit have to be
estimated from MC studies or fits to special data samples. The parameters fixed
in the final control mode fit are:

o Signal shape parameters in AE x M determined from a fit to the MC signal
sample. The mass and width of 7. are fixed to the most up-to-date PDG
values, as well as parameters for B meson mixing and B lifetimes (only
released for validity check).

o Effective lifetime 7.4 for the non-peaking BB background (included (in our
continuum component) is extracted from the fit of the generic BB MC
sample (non-peaking, with removed signal).

o Peaking background mean and width extracted from the M (K3K T7~) side-
band.

o Continuum background At shape parameters determined from the M, side-
band.

The parameters determined in the final control mode fit, different for the SVD1
and SVD2 experiments are:

« Signal and background yields, and the fraction of peaking background.

« Data/MC correction factors for signal r-bin fractions and AE shape.
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o Continuum background AFE x M shape parameters.

At

e Fraction -

Finally, the only floating parameters common to SVD1 and SVD2 are the physics
parameters Scp and Acp. The results of separate fits have also been compared to
the simultaneous fit results. All determined parameters are entirely consistent for
both fit configurations. In addition, the signal and background yields and peaking
background fractions are fullyff] consistent with the result of the 2D fit. This is an
important cross-check validating the model in the At and flavor dimensions. For
the control sample, the fit results are shown together with other model parameters
in the summary Table The observed number of events is 358 30 and 1990+
70 for the SVD1 and SVD2 experiments, respectively. The physics parameters of
interest

Scp = —0.03£0.08

Acp = —0.05 £ 0.06 (7.15)

B =(2.49£0.09) x 107°

are consistent with the SM predictions and the PDG-based estimate for B (B =
(2.34 + 0.43) x 1077, respective B = (2.7 + 0.6) x 107°, see Sec. within
statistical errors.

The fit and data projections are shown in Fig. where SVD1 and SVD2
experiment data and models are combined. The distribution of r-bins is shown
in Fig. We project only a limited, signal-enhanced region, defined by the
following selections

— 40 MeV < AE < 40 MeV
2935 MeV /c? < M(KeKTn™) < 3035 MeV/c? (7.16)
|At| < Tps.

For projections in the full signal region, see Fig.[C.I] After projecting the signal-
enhanced region, the estimated background PDF is subtracted from the data
histograms for each flavor (charge) of the tagged Bi,,. The upper plot in Fig.
compares these background-subtracted distributions to the signal PDF projec-
tion. The bottom plot shows the raw asymmetry directly, without any back-
ground subtractions, formed as (N* — N7)/(Nt 4+ N7), where the N*~ is the
number of observed events in each flavor category, with Poisson errors. The same

asymmetry operation is applied to the histograms accumulated from the total
model PDFs.

7.2.1 Extracting f' from M(K¢K*n~) Sideband

In the nominal control sample measurement, we have determined the fraction
of the (mis-reconstructed, non-peaking) BB background to the total continuum
background, defined as 1 — q%t. This fraction is determined separately for the

SVD1 and SVD2 experiment in the final fit (see Table [A.4) and using only the

4Signal and background yields are almost identical. Some variations can be observed in
the estimated peaking background fractions (to signal), but only in the SVD1 experiment with
much less data. Nevertheless ,the values agree well within 1o.
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information in the At dimension. The extraction of this parameter is possible due
to the effective lifetime 7.¢ of the BB component (about 1.11 ps), which is larger
than the lifetime of the remaining continuum background from w,d, s, ¢ decays
(determined from My, sideband with lifetime dominated by charm contributions).
However, the resolution functions in the At dimension depend on event-dependent
variables, which are not included in the data model. This could cause biases due
to the Punzi effect [63]. Therefore for the final neutral mode measurement, we
will fix this fraction.

To determine this fraction in the neutral mode prior to un-blinding, we can
extract f4" using the M(K§K*n~) sideband, this time in the full 4D fit. We need
to fix signal CPV parameters to some values to do so. We check the determined
fraction with several assumed (extremal, zero, or expected) values for the signal
CPV. The floating parameters are the fraction of peaking background to signal,
background yield, continuum shape parameters, and quqt. All other parameters
are set to their final values prepared for the unblinded fit, including data/MC
correction factors determined from the nominal fit to the control sample. When
varying the assumed signal CP violation, we observe only small, sub-percent
variations of the estimates for quqt. Thus we will use the values determined when
Scp = 0 and Agp = 0, which read:

FAY(SVD1 neutral) = 0.834 £ 0.114

AL (7.17)
o0 (SVD2 neutral) = 0.803 & 0.030

To confirm the method of qut extraction is reasonable, we use the control mode
results and fix all parameters except for a fraction of peaking background to signal,
background yield, continuum shape parameters, and quqt. We then perform the
full 4D fit (with nominal CPV parameters at zero) in the M (K3K *7~) sideband

and obtain
2+/(SVD1 charged) = 0.843 4 0.039

At (7.18)
foq (SVD2 charged) = 0.820 £ 0.012

which are statistically consistent with the results in the signal window in Ta-

ble [A.4]

7.3 Validity Studies and Consistency Checks

After confirmation from the control channel, we continued with cross-checks of the
analysis and data model before moving to the signal channel. Next to ensemble
tests and specialized fits, dedicated studies are performed to evaluate specific
sources of systematic uncertainties.

7.3.1 Control Mode Lifetime Fit

The lifetime fit can serve as a validation of the resolution function. We perform
the final fit in the charged mode with S¢p, Acp fixed to zero, and 75+ (common
to SVD1 and SVD2 experiment) floating. The resulting

75+ = (1.696 & 0.045) ps (7.19)
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is consistent with the world average (1.641+0.008) ps within statistical error (1.2¢
away). Performing the same fit separately for the SVD1 and SVD2 experiments
yields

SVD1: 75+ = (1.737 £0.115) ps

7.20
SVD2: 71+ = (1.688 £ 0.049) ps. (7.20)

7.3.2 Systematic Study of CS.,; for Control Mode

For the control mode, we vary the continuum suppression cut on the likelihood
ratio. The estimations for the CP-violating parameters as a function of this cut
were already shown in Fig.[5.11] In fact, only after this study the CS., was finally
fixed. The estimated values for the CPV parameters are stable within a wide
range of CS.y. At tight cut values, larger oscillations are caused by significant
variations of the statistics. The statistical errors, shown in red, exhibit a shallow
minimum around the loosest reasonable value of the cut of ~0.2. This shows that
maximizing signal efficiency is the primary goal of reducing statistical error on
the parameters of interest in our fit model. Moreover, the background parameter
extraction uses the same cut (not to generate additional systematics). The loose
cut value results in a higher precision of the background parameters. Finally, the
loose cut means that signal yield is almost unaffected by small changes in the
cut value, whereas a tight cut may generate additional systematic effects (due to
rapidly changing signal yield for a slightly varied cut).

7.3.3 CP Violation in M(K3K*™n~) Sideband

As discussed in section[5.4] a fraction of the total peaking background, stemming
from b — ¢ decays, is expected to be CP-violating and thus can bias our measure-
ment. From the MC studies, the estimated fraction of b — ¢ backgrounds to the
total peaking background (b — c¢+b — u, d, s) is about 14% for the neutral mode.
To account for uncertainties in MC background composition, we should increase
this fraction by a 50% safety factor to 21%. Even with such a safety factor, it is
desirable to validate our assumptions on this limited amount of CP-violation ob-
served in the peaking background on real data, considering possible effects from
both b — ¢ and b — u, d, s, without assumptions that b — u, d, s background is
fully C'P-conserving. To do so, we have slightly modified the fit model and made
the CPV parameters Sy and A of a fraction fop of the peaking background
floating. We then performed the full fit in the M (K%K 7~) sideband. For the
fit to be stable, one must fix the CPV parameters of the signal, which is leaking
to the sideband. We fix A¢p to zero and perform the fit in steps of fixed values
for assumed S¢p for the signal and the CP-violating peaking background fraction
fep.

The result of this study can be seen in Fig. [7.7 In the bottom two and
a half rows corresponding to fop < 0.2, the fitter is no anymore stable, but
we can do some estimates based on its consistent behavior in the remaining
region. The second row shows how the estimated S; of the peaking background
is compensating the assumed signal S¢p as expected. Assuming all the peaking
background is CP-violating with some effective Sy and Ay, the CP-violation
is consistent with zero. With a lower fop, the estimated deviation from CP-
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Figure 7.7: Study of CP violation in the M(KJK"n~) sideband for the neutral
mode. The effective CP-violation parameters A (top row) and Sy (bottom row)
are determined by the full 4D fit in the M (K3K 7 ™) sideband as a function of
assumed signal S¢p and fraction of the CP-violating peaking background to the
total peaking background. The determined values are shown in the left column,
with their statistical error estimates in the right column.

conserving values gets larger, but it nowhere reaches the extremal values and
does not get statistically significant.

Therefore, also the data suggest that even if significant CP-violation contri-
butions are present in the peaking background, these should be sufficiently small.
Fixing Sy and Ay to -1 and +1 for about 21% of the peaking background, as
suggested by the MC study, then would approximately correspond (at most) to
the fitter estimates extrapolated to the region of fop = 0.2.

If the SM expectation (Sgp = 0.7) is assumed for the signal, we can give a more
concrete estimate. The largest predicted CP-violation occurs for fop = 0.4. For
lower values of fep, the fit is no anymore able to reliably predict CPV parameters
of the peaking background. For this value, one can extract the effective CP-
violation of the fraction fop of the peaking background as

S} fop—o4 = —0.80 £ 0.66

7.21
Af jop—o4 = +0.28 £ 0.46 (7.21)

If we assume all peaking background is CP-violating, the effective values are

St jop1 = —0.32 £ 0.28

7.22
Af pop=1 = +0.11 £0.19 ( )
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We can see that a negative value, slightly larger than the estimated statistical
error, is extracted for Sy in both cases. The estimated A, is consistent with zero,
and the statistical error is almost twice larger than the estimated parameter value.
We take the estimated value or the error, whatever is larger in absolute value,
to be conservative. We will then use these estimates to sample the CP-violating
peaking background for a toy MC study to estimate the expected systematic
effect on the measured CPV parameters of the signal.

7.3.4 Ensemble Tests with Toy MC

An important family of validations of the fitter is based on the generation of
testing datasets and performing the final fit to check its statistical properties (fit
biases, error estimation, and stability of the fit). These datasets can be generated
directly using the data model and PDFs for backgrounds and the signal or sam-
pled from the results of the full GSIM simulation. An important remark is that
our data model does not contain all information to generate the data samples. It
is missing the prescription on how to sample event-dependent variables needed to
parametrize the At resolution functions for signal and background. These vari-
ables need to be sampled from distributions observed in simulation or real data.
The statistics generated for each pseudo-experiment follow a Poisson distribution
with a mean equal to the expected signal and background yields from the 2D
data fit. Also all other fixed parameters are set to their expected values.

PDF-based Ensemble Tests

The PDF-based ensemble tests serve as a consistency check of the fit procedure,
and thus no significant systematics is expected if the fitter works correctly. One
of the main goals is to confirm that the fit can correctly predict CP-violation
parameters in the presence of other floating nuisance parameters, from signal and
background yields to continuum background shape. In particular, the fraction of
the peaking background to signal is expected to cause statistical issues, especially
for the SVD1 experiment, where the peaking background yield is very small
(about 20 events).

We have generated 1000 pseudo-experiments from the full 4D data model. The
distributions of the fitted parameter values, their pulls, and estimated statistical
errors are shown in Fig. [7.8 The pulls are defined as the difference between the
true value used for generation and the determined parameter value divided by
the estimated error. As can be seen from the pull distributions, no statistically
significant biases are observed, and the widths are consistent with unity. Also, the
estimated errors agree very well with the variance of the determined parameter
values. The only exception is the fraction of peaking background to signal with
about -0.14 ¢ bias. For the SVD1 experiment, this parameter is consistent with
being both zero and one, given its large error. The fitter is hitting the preset
parameter limits in some cases, and the distributions are non-Gaussian. These
effects arise due to the small peaking background yield in the SVD1 experiment.
But as can be seen, they do not cause any issues in the determination of the
parameters of interest (CP-violation parameters and signal yields) and thus are
acceptable. In addition, with these parameters floating, the correlations to the
parameters of interest are kept in the solution and should properly inflate their
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Figure 7.8: Ensemble test with PDF-based toys. The distributions of the es-
timated parameter values, their pulls, and estimated errors are shown for all
floating parameters. First row: S¢gp and Agp. The following rows show param-
eters different for SVD1 (left three columns) and SVD2 experiment (right three
columns)—signal yields, background yields, the fraction of peaking background
to signal, and linear slopes of the continuum background in AF and M. Each
distribution is fitted with a single Gaussian in the displayed range, and its mean
and sigma are reported. For estimated parameter values, the true generated value
is shown.

statistical errors. We will consider biases from this study as fit bias. Where the
bias is smaller than its statistical error, this error will be taken as fit bias instead.
The corresponding values are 0.008 and 0.004 fo S¢p and Acp, respectively. As
the biases in the GSIM-based toys (see below) are larger and should already
contain these simple fit biases, only the larger estimates will be used for the final
result to avoid double-counting of the systematic uncertainties.

Moreover, as the control mode is used to extract the data/MC calibration
factors for the signal mode, we have also checked the fitter behavior in PDF-
based ensemble tests. However, as there is about three times more data and
many more floating parameters, the control mode fit is much slower, and thus
we generated only 100 pseudo-experiments. We have observed no statistically
significant biases or non-unit pulls for any of the floating parameters.

127



Fit Linearity

Fit linearity shows whether the model can reliably estimate the parameters of
interest in their full possible range. PDF-based toy MC is used for this study
as the generation of new signal MC data samples with different CPV parameters
would be too time-consuming. The method used to evaluate the nominal fit bias
in the previous section is used to estimate the bias for each set of 1000 pseudo-
experiments. From the mean value of the Gaussian fit, the true (generated)
values are subtracted. As an error, the estimated fit error of the mean (from 1000
pseudo-experiments) is used. This procedure is repeated for a range of different
generated values for Sgp and Agp. Significant deviations from a straight line
with an intercept at zero indicate deviations from fit linearity.

Fig. shows the fit linearity for varied S¢p. A slight trend can be observed
in the left plot (but not statistically significant), while the right plot for Acp
(generated in all cases using zero value) shows no visible slope or deviation from
an intercept at zero. The small fit bias observed in the nominal fit bias study
is clearly present in the figures for S¢p, but no additional systematics is derived
from this study as the nominal fit bias (0.008) already includes this effect.
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Figure 7.9: Linearity test for CPV parameters when S¢p is varied.

Fig. shows the fit linearity for varied Acp. The generated Scp was set
to 0.687. No statistically significant deviations from fit linearity are observed,
and the slight fit biases are consistent with the nominal (PDF-based) fit bias
study (0.004). In conclusion, the observed fit linearity is good, and possible
corresponding systematic errors are already taken into account by the nominal
fit bias study.
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Figure 7.10: Linearity test for CPV parameters when Agp is varied.
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GSIM-based Ensemble Tests

The GSIM-based ensemble tests serve as a realistic test of the fitter. While the
backgrounds are sampled from their PDFs as in the previous PDF-based test, the
signal events are sampled directly from the large simulated signal MC sampld’}
The event-based variables for the peaking background are sampled from the MC
signal (as the signal itself), which is the most realistic option.

Therefore GSIM-based tests check for systematic effects stemming from the
approximation of the true (at least in MC) signal shape in AE, M and the true At
resolution function. In AE x M, we have, for example, only an empirical model
for the signal correlation, which is not perfect and could result in overestimation
or underestimation of the true signal yield. The At resolution function, being a
mix of empirical and analytical components and corrections, is based on a number
of approximations. The impact of these approximations can be studied by fitting
large-statistics MC samples (see Sec. for signal-only fits) or with GSIM-
based ensemble tests, which also validate the effects of the backgrounds on the
full fit.

We have again generated 1000 pseudo-experiments and performed the same
study as for PDF-based ensemble tests. The results are shown in Fig. As
expected, the observed biases are larger and statistically significant for CPV pa-
rameters and signal yields with. We attribute these biases to approximations
in the signal and resolution function model (and partially to event-dependent
variables, discussed in more detail in Sec. [7.3.5). The most significant bias is
observed for Sgp, about +0.25 0. Also, for Acp a smaller +0.14 o bias is ob-
served. For further discussion, the absolute values of the biases, +0.0341 for S¢p
and +0.016 for Acp are more relevant as the predicted errors from the GSIM
simulation are smaller than expected for real data due to the resolution function
being too optimistic in MC.

These CPV parameter biases might be consistent with those observed in the
fit to the large signal simulated signal sample, see Table[7.1] The statistical errors
are still large for a conclusive result, but a general trend for a slight bias towards
positive values of the CPV parameters seems to be observed consistently. These
biases will be taken as systematic errors (we do not make any corrections), but
we will first try to decouple the Punzi effect in the next section.

7.3.5 Systematics due to Punzi Effect

We believe the Punzi effect [63] is one of the main arguments against the simul-
taneous determination of signal and background yields together with the CP-
violation parameters in the presence of event-dependent resolution function(s).
If the distribution of event-dependent variables entering the likelihood is signif-
icantly different for signal and background, biases might be introduced. This
would be truly dangerous if only the At dimension would be used to extract both
yields and CP-violation parameters. However, in our case, the yields are con-
strained by the additional dimensions. This should, to some degree, reduce the
possible bias due to the Punzi effect. For this hypothesis, the comparison of the

SWhile the same event is allowed to be taken multiple times, this is very unlikely due to the
high statistics of the signal MC sample.
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Figure 7.11: Ensemble test with GSIM-based toys. The distributions of the es-
timated parameter values, their pulls, and estimated errors are shown for all
floating parameters. First row: Sgp and Agp. The following rows show param-
eters different for SVD1 (left three columns) and SVD2 experiment (right three
columns)—signal yields, background yields, the fraction of peaking background
to signal, and linear slopes of the continuum background in AE and M. Each
distribution is fitted with a single Gaussian in the displayed range, and its mean
and sigma are reported. For estimated parameter values, the true generated value
is shown.

control mode fit in 2D versus 4D served as a cross-check. The differences in the
yields and peaking background fractions when the time dimension is included are
much smaller than their statistical errors.

The proper way to treat the Punzi effect is to separately model the event-
dependent variables’ distributions for the signal and background components.
The likelihood function is then extended, treating original signal and background
PDFs as conditional PDFs depending on the event variables, multiplied by the
proper PDFs of these variables. However, there is a considerable number of
such variables for the Belle resolution function. Even if included in the model,
there will be uncertainties in the true distribution of the event variables in the
data. Therefore we would anyway need to evaluate systematics stemming from
uncertainties in the proper model of the Punzi constraint terms. In addition, our
full fit is already quite time-consuming, and the addition of so many additional
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PDFs to be evaluated for each event would make it too slow.

Fortunately, ensemble tests allow quantifying the effect of neglecting the Punzi
terms in the likelihood. These terms will factorize from the likelihood if their
PDFs are the same for all signal and background components. We can generate
an artificial toy dataset, where we sample all event variables from the same source.
The technically easiest option, which also seems the most realistic, is to use GSIM-
based toy MC, where event variables for all backgrounds are sampled from the
MC signal. We can then compare the bias in the CP-violation parameters to the
nominal case to estimate the systematic error due to the Punzi effect.
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Figure 7.12: Ensemble test with artificial GSIM-based toys with all event-based
variables sampled from signal MC to evaluate the Punzi effect. The distributions
of the estimated parameter values, their pulls, and estimated errors are shown
for all floating parameters. First row: Sgp and Agp. The following rows show
parameters different for SVD1 (left three columns) and SVD2 experiment (right
three columns)—signal yields, background yields, the fraction of peaking back-
ground to signal, and linear slopes of the continuum background in AE and M.
Each distribution is fitted with a single Gaussian in the displayed range, and its
mean and sigma are reported. For estimated parameter values, the true generated
value is shown.

The results of the ensemble test with this artificial dataset are shown in
Fig. As can be seen, the S¢p bias of +0.02040.005 is significantly smaller
than +0.03440.005 in our nominal fit case. The bias on A¢p gets slightly larger
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by +0.00440.004, but not significantly. This, together with a set of smaller
tests, suggests that the observed biases are to a large degree related to the event-
dependent resolution function and neglected distributions of the event-dependent
variables in our data model (with significant backgrounds). The candidates for
the most problematic ones are likely o, or cosfg. We initially suspected these
biases could be reduced by limiting the amount of the (dominant) continuum
background. This was not confirmed on toy simulations—the bias is almost un-
changed when the toy MC for the neutral mode is repeated with updated signal
and background yields corresponding to CS.y equal to 0.5 or 0.8 (determined
from a special 2D fit of the neutral mode). In addition, at tighter cut values,
the estimated statistical error grows considerably (to more than 0.2 for S¢p for
CScut = 0.8) due to the reduced signal efficiency. Therefore we will consider the
difference (in quadrature) of the bias from the nominal GSIM result and this
special dataset as another source of systematic error due to the Punzi effect. The
quadratic sum of the bias due to the Punzi effect and the ‘pure’ fit bias equals
the maximal observed bias in our studies (in the nominal GSIM-toys).

7.3.6 Systematics due to CP-Violating
Peaking Background

In Sections [5.4] and we have estimated the possible amount of CP-violating
contributions to the peaking background. This estimate can be done in different
ways, yielding slightly different results. Our small study on data suggests set-
ting at most 30% of the peaking background as potentially CP-violating (with
extremal values) or to use the CP-violation parameters (or their errors) and the
fraction extracted from the scan of the M(K2K*7~) sideband.

Similar to study performed in Section [7.3.3] we modify the PDF for the peak-
ing background such that a fraction fop of it is CP-violating with parameters
Sy, As. We test the extremal values {—1,+1}. We also test two values for fcop:
21% (MC estimate with safety limit) and 30% (maximum reasonable value, which
seems rejected by data). In addition, the two sets of values extracted from the
sideband data in Eqs. and are included in our study. We then generate
1000 pseudo-experiments using GSIM-based toys and fit them with the nominal
fit model, which assumes fcp = 0 (all peaking background CP-conserving).

The results are shown in Fig. [7.13] The impact of CP-violation in the peak-
ing background is more threatening for S¢p, where the maximal bias of 0.046
is reached for the extremal MC estimates. The largest deviation of 0.050 is ob-
served for the configuration fop = 0.4, Ay = 0.28,5; = —0.8, extracted from
the sideband data. For Agp, the largest observed difference to the nominal fit
model (GSIM) bias is 0.019 (from MC estimates). We will use the largest of the
observed biases as the corresponding systematics. These values are the expected
dominant systematic errors of our measurement for Sgp.

7.3.7 Validation with Randomized Flavor

Before performing the final CP fit in the neutral mode, an additional cross-check
can be done by randomization of the determined neutral By,, meson flavor. This
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Figure 7.13: Systematics due to CP-violating background. The nominal result
of the GSIM-based toys is shown in black. Various values for a fraction of the
CP-violating background fcp and its effective CP-violation parameters Sy and
A are used to generate special toy datasets, fitted with the nominal fit model.

allows us to extract BY lifetime 750 with fixed Acp = 0, Scp = 0. We get
o = (1577 £ 0.079) ps, (7.23)

which is in agreement with the world average. In addition, with a fixed
7o = 1.519 ps, we get the values

Sep=—0.277+0.171

7.24
Acp = —0.050 + 0.117, ( )

which are statistically consistent with zero, as expected for the fit with random-
ized flavor information.

We have also checked the yields and other parameters are entirely consistent
(within < 1o) with the predictions of the 2D fit. The only slight exception
is the peaking background yield for the SVD1 experiment, which is, however,
still compatible within 1o. These results (except for CPV parameters) differ
only negligibly from the final estimates after un-blinding, discussed in the next
chapter.
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CHAPTER &

CP-Violation Measurement

In this chapter, we present the measurement of the CP-violation parameters in
B — n.K? decays followed by n. — KJK ™7~ using the full Belle dataset of
772 x 10% of BB pairs and the roughly 600 expected signal events.

We have followed the standard Belle procedures for blind analysis. All cross-
checks, validations, consistency checks, and control mode fits have been performed
before the CP fit in the signal mode. The last small modification to the analysis
was done after validation with randomized flavor information, where we replaced
the width of the peaking background Gaussian in AF by its MC estimate. In
addition, all the systematic uncertainties have also been evaluated before the final
fit, using partial blinding of the final values. In this approach, we added unknown
offsets in the range of the expected statistical error to Acp and Scp to be able to
compute differences due to various systematic sources without knowing the exact
result. This strategy was chosen to avoid any surprises. No modifications have
been done after un-blinding[']

After all the above checks passed, the review committee agreed to un-blind
the analysis. Based on ensemble and random flavor studies for the signal mode,
the expected statistical significance should be comparable to BaBar, although
very slightly larger for Sgp. We will return to the reasoning behind the larger
uncertainty in Chapter [0

In this chapter, we will discuss the result, the sources of systematic uncertain-
ties, and summarize the outcome in terms of its statistical significance.

8.1 Fit Results

In contrast to the control mode, the limited statistics for our signal mode force
us to fix additional parameters, in particular

o the fraction f2¢ extracted from the M (K%K *7~) sideband data, see Sec.

qq 7’

« the background r-bin fractions ﬂ)kg, t = 0...5, extracted from the M,
sideband data, see Sec. and

IThere is only one small exception: we have found an error in the peaking background width
used for the control mode in the SVD1 experiment and a small bug in the parametrization of the
mis-reconstructed signal in the 4D model. As the control mode is used to set calibration factors
for the neutral mode, all relevant fits have been repeated. The SVD1 experiment contains a
minor part of the entire dataset, and the effect of correcting the error resulted in a change in
the SVDI1 signal yield by just one single event. Effects on CPV parameters of interest were
only on the fourth significant digit.
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o the calibration factors for 7. signal shape in AF as well as signal r-bin
calibration factors 7SY, i = 0...5, extracted from the final fit to the control

mode, see Sec. [7.2]

This leaves twelve floating parameters for the final fit: five (times two) specific to
each experiment (SVD1 and SVD2) configuration (Nig, Npkg, fev and background
sig

slopes ¢2¥ and ¢M) and two common physics parameters Scp and Agp. The

estimated values of the floating fit parameters in the final fit are shown in the
summary Table [A.5] The observed number of events is 68 + 14 and 548 + 37
for the SVD1 and SVD2 experiments, respectively. We also evaluate asymmetric
MINOS errors for the CPV parameters, which yields S¢p = 0.588701%3 and Acp =
0.1611511%. The standard practice at Belle is to report asymmetric errors if they
differ by more than 10%. If this is not the case, only the larger uncertainty is
reported as symmetric. Following this practice, the result with statistical errors
only is
Scp = 0.588 £0.168

8.1
Acp =0.161 £ 0.117. (8.1)
We also determine the branching fraction as
NL N2
g = N/t Nag/er (8.2)

Npp
where the MC signal efficiencies ¢; are corrected by factors accounting for data/MC

difference in the K9 reconstruction and detection efficiency, pion ID efficiency, and
kaon ID efficiency (see Sec. [8.3). The result is

B=(9.79+0.64) x 107° (8.3)

concerning statistical uncertainties only.

We prefer to determine the branching fraction in this final simultaneous fit,
albeit this means additional systematic sources will appear. In fact, the simul-
taneous fit predicts slightly smaller statistical errors as additional information
is provided by the time and flavor dimensions. Moreover, the estimated signal
yields from the 2D and the 4D fit are almost identical. However, from the study
of interference with the non-resonant peaking background, we already know that
the total uncertainty will be entirely dominated by the interference (23% for sig-
nal yield in neutral mode as estimated in Sec. , which we will quote in our
final result separately.

The fit and data projections are shown in Fig. where SVD1 and SVD2
experiment data and models are combined. The distributions of r-bins are shown
in Fig.|8.2l We project only a limited, signal-enhanced region, defined already in
Eq. [7.16] For projections in the full signal region, see Fig. [C.2]

After this projection, the estimated background PDF is subtracted from the
data histograms for each flavor (¢) of the tagged By,,. The upper plot in Fig. 8.3
compares these background-subtracted distributions to the signal PDF projec-
tion. The bottom plot shows the raw asymmetry directly, without any back-
ground subtractions, formed as (N*T — N7)/(N* + N~), where the N*~ is the
number of observed events in each flavor category, with Poisson errors. The same

asymmetry operation is applied to the histograms accumulated from the total
model PDFs.
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Figure 8.1: Projections in AE (a), M(K2K*7~) (b) and proper time difference
At for BY (c) and B"-tagged (d) events in the signal-enhanced region (the dis-
tributions in At are for events in the dotted window in AE and M). Curves
show the fit model and its components, and points represent the data. SVD1
and SVD2 experiment data and model are combined. Continuum background
component includes non-peaking BB background.
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Figure 8.2: Projections of r-bin distributions in the signal-enhanced region. Lines
show the fit model and its components, and points represent the data. SVD1
and SVD2 experiment data and model are combined. Continuum background
component includes non-peaking BB background.

8.2 Consistency Checks

The review committee of the analysis proposed two additional specific validations.
First, we check that background suppression performance, optimized on contin-
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Figure 8.3: Projections of background-subtracted distributions of the estimated
number of signal BY and Eo—tagged events (top) and raw asymmetry (Nt —
N7)/(NT 4+ N7) of the number of total events (bottom). The distribution is
integrated over all r-bins. Only the signal-enhanced region is projected. Curves
show the fit model; points represent the data. SVD1 and SVD2 experiment data
and model are combined.

uum ¢g MC, is compatible with the data. For this test, 60 fb~! of off-resonance
data are used and reconstructed with CS.y = 0 and CS¢ye = 0.2. From the
number of passing events without and with the cut, the obtained background
rejection is (70 + 8)% and (63 £ 4)% for SVD1 and SVD2, respectively. These
values seem slightly lower but statistically compatible with the MC background
rejection rate of 74.9% and 70.0% for SVD1 and SVD2, respectively.

Second, we test for CPV effects stemming from interference with the non-
resonant background. Around the 7. resonance peak, the imaginary part (phase)
of the wave function changes as a function of the 7. resonant mass. This phase
difference can act similarly to the strong phase and reveal mass-dependent CP-
asymmetry. Based on the recommendation from the review committee, this effect
is studied by redefinition of the CPV parameters as follows:

o We modify Scp — 0.59 — AS for M < m,, and Scp — 0.59 + AS for
M > m,_ and obtain AS = —0.14 £ 0.16 (and A = 0.17 £ 0.12). The
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hard-coded value (0.59) is the nominal fit result.

o We modify S¢p — 0.7—AS for M < m,,, and S¢p — 0.7+AS for M > m,,
and obtain AS = —0.13+0.15 (and A = 0.16 = 0.12). Here world average
(0.699) is used for the central (average) value.

o We modify Acp - —AA for M < m,,_and Acp = +AA for M > m,,_ and
obtain AA = 0.04 +£0.12 (and S = 0.60 + 0.17). Here SM expectation (0.)

is used for the central (average) value.

« We modify Acp — 0.16 — AA for M < m,, and Acp — 0.16 + AA for
M > m,, and obtain AA = 0.03 £ 0.12 (and S = 0.59 £ 0.17). The
hard-coded value (0.16) is the nominal fit result.

Thus no statistically significant effect is observed in any of the cases.

Moreover, we again verified the B lifetime estimation (with CPV parameters
left floating) and obtained 750 = (1.576 4+ 0.079) ps, consistent with the world
average.

8.3 Systematic Uncertainties

This section gives an overview of all systematic uncertainties and some additional
systematic cross-checks. While statistical errors dominate our measurements, the
systematic uncertainties need to be evaluated carefully, primarily as we use quite
a different fitting strategy than previous studies. We use the simultaneous de-
termination of yields and CPV parameters in a multi-dimensional fit also to
determine the branching fraction. This will generate some additional systematic
errors with respect to a pure 2D fit. However, the full 4D fit retrieves a slightly
smaller statistical error for the yields, and thus we prefer it. In contrast to previ-
ous analyses, there are no systematic errors associated to signal and background
yields, as these are floating parameters, and the errors are properly (including
correlations) included in the estimated statistical uncertainty.

In general, we follow the standard or recommended Belle procedures to eval-
uate most of the systematic errors. The input parameters of the analysis are
varied by 1o for values determined from data or external sources (like PDG or
other studies) or £20 for values coming from MC (like signal model parameters
in AE x M). The maximal deviation from the nominal fit value is conservatively
taken as a systematic error from each input parameter. Errors from all input
parameters are summed in quadrature. For each category of the systematic er-
rors, we evaluate asymmetric deviations and first sum in quadrature each side
in the category. The maximal deviation to either side is used as the systematic
uncertainty for each category. The errors in each category are discussed below.

Whenever a cut is changed, leading to different events entering the likelihood,
the MC signal efficiencies are estimated again for such a configuration to estimate
the branching fraction. In such cases, where signal and background yields change
(sometimes significantly), one should not mistake statistical fluctuations with
actual systematic effects. Nevertheless, effects from several such cut variations
are used as this is a standard for Belle TDCPV analyses. In cases where the
derived systematics is small, we usually take it ‘as is.” If it is significant or even
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becomes almost a major systematics, we do more studies. One should differentiate
between systematic errors (where an effect is expected) and checks (where no
effect is expected a priori). Changed analysis cuts usually fall into the category
of checks as this often suffers from statistical fluctuations. If these are smaller
than the statistical error, the check should pass without any assigned systematic
error. This will be the case for cuts on M. and the continuum suppression
variable.

The summary of the systematic uncertainties by category and their total sum
in quadrature is shown in Table[8.1] Below, we discuss them one by one separately
in detail.

Source 6S [107%] | A [1072] | 6B [1079] (%)
SVD misalignment 0.24 0.41 -

Az bias 0.39 0.50 -
Tag-side interference 0.70 3.30 -
Peaking bkg. CPV 5.00 1.90 -

7. line shape 2.30 0.80

Pure fit bias 2.00 1.60 0.066 (0 67 %)
Punzi effect 2.70 1.20 0.080 (0.82 %)
Physics parameters 0.16 0.51 0.094 (0.97 %)
Track helix errors 0.12 0.35 0.006 (0.06 %)
|At| range 0.04 0.12 0.041 (0.42 %)
Vertex quality 1.66 1.05 0.099 (1.01 %)
J/1 excl. range 0.44 0.53 0.044 (0.45 %)
K? efficiency - - 0.062 (0.64 %)
K* efficiency - - 0.188 (1.92 %)
7+ efficiency - — 0.099 (1.01 %)
Tracking efficiency - - 0.069 (0 70 %)
TagV selections 0.32 0.13

Number of BB — — 0.134 (1.37 %)
MC efficiency - - 0.049 (0.50 %)
Tagging wy 0.08 0.21 0.001 (0.01 %)
Tagging Aw, 0.27 0.06 | 0.001 (0.01 %)
Ryg 1.50 3.38 | 0.046 (0.47 %)
IP constraint 0.68 0.87 0.018 (0.19 %)
Fit model parameters 0.43 1.64 0.242 (2.47 %)
Total systematics 6.95 6.02 0.410 (4.19 %)
Statistical unc. 16.53 11.65 0.64 (6.6 %)

Table 8.1: Summary of the systematic uncertainties for the CPV parameters and
branching fraction, their total sum in quadrature, and the estimated statistical
error for reference and comparison.
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Tag-Side Interference

The tag-side final state may be reachable by multiple diagrams, which can inter-
fere. This is especially the case for kaon tags, where the dominant decay mode
for B (via b — cud, like B = D*r~), which is CKM-favored, can be be also
reached by a CKM-suppressed b — 7icd decay of B° [64]. The relative strength of
the two amplitudes is approximately " = [(V}Vea)/ (Vo Visy)| ~ 0.02. We follow
the standard Belle II procedure to evaluate the corresponding systematic errors
[65], using inputs from an independent semileptonic B® — D*~¢*v control sam-
ple analysis. The latest update of this analysis yielded [66] 2’ sin(2¢1 + ¢35 +') =
+0.0096 £ 0.0073, and 2’ sin(2¢; + ¢3 — §') = —0.0067 £ 0.0073, which can be
used to modify the signal PDF, such that interference effect is included.

We generate 1000 pseudo-experiments using PDF-based toy MC using a signal
PDF with interference included and fit it with the nominal model. The bias with
respect to the nominal result for CPV parameters is used as a measure of the
systematic error. We generated several different combinations of the PDFs with
interference, varying the input parameters by +1o. The average of the absolute
value of the biases is taken as the corresponding systematic error for Agp as
the bias is strictly positive (and has physical reasoning). For Scp, we use the
maximal bias as usual. The errors are 0.007 for S¢p, and 0.033 for Acp.

The systematic error for Acp is somewhat larger than, for example, estimated
by BaBar (0.014) [48]. On the other hand, this error is rather in agreement with
the most recent Belle estimation from the full dataset for J/¢ Kg [55] (+0.038—
the maximal observed systematics for any of our toy MC tests was +0.037, lowest
+0.028). Despite the tag-side interference is now the dominant systematics for
Acp, it is still acceptable for the estimated statistical uncertainty of ~ 0.12.

Line Shape of the 1. Resonance

The interference of the signal and (non-resonant) background is neglected in the
nominal fit. We use the results of the simplified interference study and generate
PDF-based toy MC using signal shape in M(KgK*n~) as shown in Fig.
(right), but first, subtract the minimum of the PDF (and re-normalize it to the
final signal region). As a result of the asymmetry in the generated signal dis-
tribution, the fit compensates for this by adjusting signal and background yields
and slopes, leading to significant biases, e.g., in signal yields (around 10%) when
the generated pseudo-experiments are fitted with the nominal model. Another
test is performed for the toy sample where no peaking background is simulated.
The maximal observed bias is used. For the CPV parameters, the corresponding
systematic errors (taken as differences of the biases to nominal toy MC result)
are (—)0.0229 and 0.001 for S¢p and Acp, respectively. The effect on Sep is
significant, as the fit trades some signal events for background events, which have
a different generated CP asymmetry in S¢p.

Note that the corresponding systematic error for the branching fraction will
be taken from the full interference study and presented separately in the final
result, as it is almost three times larger than the estimated statistical error.
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Wrong Tag Fractions and Wrong Tag Fraction Differences

Wrong tag fractions and the wrong tag fractions differences, controlling the flavor
dilution of the physics distribution, are taken (with their uncertainties) from
dedicated Belle analyses [55], and can also be found in Ref. [40].

Fit Bias and Punzi Effect

Fit biases are evaluated using ensemble PDF- or GSIM-based tests of the final
fitter. More significant biases are observed in the GSIM-based toy studies. We
have studied the impact of the Punzi effect by sampling all event-dependent
variables from the MC signal (also for all backgrounds). The maximal observed
fit bias in these studies (coming in almost all cases from the GSIM-based toys) is
then separated into the Punzi effect and a ‘pure’ fit bias (observed on the toys free
of the Punzi effect), such that in quadrature, these sum to the maximal observed
bias.

For Acp, the bias was very slightly larger (by 0.004+0.004) without the Punzi
effect. Thus we simply assign the smaller of the two errors (to be summed in
quadrature) to the Punzi effect and the larger one to the ‘pure fit bias. Interpre-
tation of such a separation of these systematic effects becomes a bit questionable
in this case.

Number of B Meson Pairs

The number of (charged and neutral) B-meson pairs N5 only contributes to the
branching fraction measurement and is determined together with its uncertainty
by dedicated Belle studies [67], where the total number (SVD1 + SVD2) is Npz =
(771.581 4 10.566) x 106.

MC Signal Efficiency

The signal efficiency needed for branching fraction calculation is determined from
a large MC signal sample. The statical errors of the determined efficiencies are
used to evaluate the corresponding systematics.

Physics Parameters

Physics parameters taken from PDG are m,,_, I';,_, 70 and Am,. These are varied

by their respective uncertainties.

Ne»r

Peaking Background CP Violation

CP-violation in the peaking background was estimated both from MC and from
a scan of a fit to the M(KYKTn~) sideband data. Multiple values are used to
generate toy MC with CP-violating peaking background contribution and fitted
with the nominal fit model. The largest observed deviation from the nominal toy
results is used for the systematic estimate. For A¢p, the largest bias comes from
the MC estimates. For Sgp, the maximal bias comes from the values obtained
from the M(K3K*r~) sideband data fit.
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Track Helix Errors

The track helix parameter errors estimated by the tracking are part of the event-
dependent variables entering the resolution function. As these errors are not esti-
mated perfectly (helix parameter measurements have non-unit pulls), additional
smearing is applied to account for these differences. An older recommendation to
switch these corrections off has been found to be too conservative, and instead, a
newer method is used. This method exploits the observed correlation of the life-
time and mass difference fit results. The systematic errors are then evaluated by
using different values for the lifetime and mass difference obtained in a dedicated
study: 70 = (1.5299 + 0.0029) ps and Amg = (0.5088 + 0.0019) ps~* [66]. We
also vary these inputs by their estimated errors and take the maximal observed
bias as the corresponding systematics.

Time Difference Cut

The cut |At| < 70 ps is varied by +30 ps as recommended by the Belle TDCPV
group.

Vertex Quality Cuts

Requirements on the vertex quality, namely the reduced x? over the number of
degrees of freedom h"“%¢ < 50 is varied by £25. The cuts on the vertex z error
oteet8 < 200(500) pm for single (multi) track vertices are removed to estimate
the systematics. We have also tried to vary the cuts by £100 gm. While the
upward variations yield a small bias, the downward variation removes a significant
amount of signal events for the multi-track vertices. This produces a much larger
deviation but still less than half of the statistical error. By changing the cut
only by 50 um (or less to not affect the signal yield), the bias is much smaller,
confirming it is only a statistical fluctuation. While in the 7. — pp analysis [40],
the variations of the cuts are used, we only use the option to remove the cuts on
otet8 entirely. This is also a recommended procedure.

J /¢ Cut

The right limit on the M(KSKTn~) fit region to avoid the .J/1¢ peak was not
considered as systematics for CPV parameters in the 7. — pp analysis, only for
the branching fraction. By changing the right fit window by approximately the
detector resolution +5 MeV/c?, the signal and background yields change only
slightly. As we do not have any better idea on how to estimate the possible effect
from interference with J/v¢ from the data (and in MC, this is not simulated,
we only set the fit window to limit the number of J/v¢ events to only several
ones based on generic BB MC studies), we include this systematic error for all
parameters of interest.

M, and Continuum Suppression Cuts

The branching fraction, as well as the CPV parameters, should not a priory
depend on the M, and continuum suppression cuts; only the background varies
significantly (and signal slightly) when these cuts are changed. Thus we consider
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those to be only systematic checks and the observed biases, significantly smaller
than the estimated statistical errors (but otherwise somewhat large in the total
systematics budget), are indications of passing these checks. Left M. signal
window range was varied by approximately the corresponding detector resolution
+2.5 MeV/c?. To check the biases are only statistical, we also tested smaller and
larger variations and observed only oscillations around the central value and not
an obvious trend.

Similarly, we vary the continuum suppression cut from 0.2 by 4+0.05. We also
tested a much wider range, up to 0.6. The CPV parameters and branching frac-
tions seem to only oscillate well below statistical errors, despite large variations in
yields. We also checked the estimated statical errors. From the nominal value of
0.165 for Sgp, we in fact observed minimal value of 0.162 at CS.; = 0.5. This is
in contrast to the charged mode, which we used to optimize the cut value to min-
imize the statistical error of S¢p. In fact, we see a plateau from 0.2 to 0.5 of the
cut value for the signal mode. However, this study was not done in its entirety.
For large changes of the cut, the analysis should be, in fact, completely repeated,
with less background (and also less signal). This will limit statistical precision
on background parameters, namely in the At dimension. Also, the small change
in the statistical error of 0.003 might be only a fluctuation and is not guaranteed
after a fully repeated analysis. In conclusion, we do not find any good reason to
change the background level and do not assign any additional systematics. We
instead verified the robustness of the analysis and the predicted statistical errors
and central value against the (continuum) background level.

K?, Kaon ID and Pion ID Efficiency

Efficiency correction factors account for differences between K9 identification and
reconstruction efficiency, kaon ID efficiency, and pion ID efficiency in data and
MC. These factors are evaluated using look-up tables, to which we fed transverse
momenta and cosf of the K2, KT or " candidates. Both the kaon and pion
ID efficiency calculation also requires the corresponding likelihood ratio cut used
in the analysis. The correction factors, summarized in Table are used to
modify signal efficiency and thus branching fractions. Their uncertainties are
used to estimate the corresponding systematic errors related to these efficiency
corrections. The binned kaon and pion ID correction data are taken from Ref.
[68] where the latest (2006 for SVD1 and 2010 for SVD2) corrections are used.

Category SVD1 correction SVD2 correction
K7 efficiency 0.985 £ 0.004 £ 0.006  0.985 £ 0.004 % 0.006
K* 1D efficiency 1.0062 4 0.0089 1.0304 £ 0.0214
7+ 1D efficiency 0.9829 £ 0.0055 0.9814 £ 0.0106

Table 8.2: Correction factors due to data/MC efficiency differences for K9, K=+
and 7F.
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Tracking Efficiency

A systematic error of 0.35 % per charged track (kaon and pion from 7,) is assigned
to account for the difference between MC and data tracking efficiency [69]. No
correction to the branching fraction is made.

IP Constraint

The IP tube constraint is used to improve the fitting of the B meson vertex
by including the estimated interaction point position and size by the method
of Lagrange multipliers added to the vertex fit. To account for the finite B
meson flight length, the position in R — ¢ is additionally smeared in each event
by a Gaussian distribution with zero mean and sigma of 21 pym. The standard
procedure to estimate the related systematic errors is to vary this smearing by
-10 pm and +20 pm.

As this requires repeating the reconstruction using the original Belle Analysis
Software Framework (basf) with the changed smearing settings, we evaluate these
systematics in a simplified but conservative way, which only uses the information
stored in our n-tuples.

We modify Az (used to determine At) for each event as follows:

Az — A2 = Az 422 « G(u, o),

z

where p; and p, are the reconstructed transverse and longitudinal By, momenta,
respectively. The factor of 2 accounts for symmetrization with Bi,s, which is
smeared independently. Thus, in reality, the effect on the signal and tagging side
should counter-act each other on average, while we conservatively take twice the
effect. The correction is larger for larger transverse momenta of the signal B
meson. The random smearing with mean p and variance o, which are supposed
to act similarly as variations of the IP constraint smearing, is used to estimate
the effect conservatively. In reality, the z vertex is not modified directly by the
constraint, which is not exact but has an assigned uncertainty of the IP profile
in R — ¢. Thus also, this part of the modification is conservative.

We have tried multiple combinations of (u, o), namely (0, 20 pm), (0, 40 pm),
(0, 60 pm), (-10 gm, 41 pm), (-21 pm, 41 pm), (21 pm, 41 pm). We use the max-
imal deviation as the systematic error. The impact is relatively small, although
individual Az are modified by even tens of pm on average for some configurations.
The reason is the nature of the asymmetry measurement, as the correction does
not differentiate between the flavors.

TagV Selections (Tokyo Cut)

The selections for the B-tagging TagV algorithm [54,|62], which mainly deals with
the pollution from long-lived particles or tracks with poor resolution, possibly
biasing the tag vertex position, are also called a Tokyo cut. The algorithm requires
the transverse impact parameter to be within 500 pm of the signal B vertex
and the estimated uncertainty of the track longitudinal impact parameter within
0. < 500 um. The default procedure is to vary these criteria by +10 %. As
this requires repeating the basf reconstruction, we use values obtained for the
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full Belle sin 2¢; measurement, as these are expected to be mode-independent
(because they are related to the tag side).

Resolution Function for B Mesons

The B meson resolution function R 57 has many parameters determined in other
studies, together with their estimated errors. The Belle package tatami [61] is
used for resolution function computation and parametrization. We are using the
latest set of parameters, all determined by independent high-statistics studies.
We have observed some significant systematic for Agp from the detector reso-
lution part, which is far larger than in other studies. It is very likely that the
simultaneous fit is more sensitive to variations in the resolution function. Any-
way, these errors are still acceptable when compared to statistical errors. The
problematic resolution function parameter is s/, (see [40]), which scales the linear

rec
dependence of resolution Gaussian width on the vertex quality h.

Model Parameters

All the remaining fit model parameters are varied by +1o for values obtained
from fits to data and by +2¢ for values determined from fits to MC samples.
The largest contribution to all parameters of interest arises due to the width
of the peaking background Gaussians. In particular, when replacing the MC
estimate for SVD1 with the data-driven estimate. Another notable systematics
are parameters of signal shape in M, namely the fraction and width of the tail
component, affecting mostly Acp and B.

SVD Misalignment and Az Bias

The impact of SVD misalignment was evaluated for the full Belle sin 2¢; mea-
surement [66, [55] by simulating geometries with different random local misalign-
ments. In addition, as alignment validations revealed some biases, various global
(SVD versus CDC) misalignment scenarios are produced to find a configuration
resembling the observed biases. This configuration is then used to estimate the
corresponding alignment systematics using simulation. As these studies are very
computationally expensive and the corresponding systematic errors are strongly
believed to be mode-independent, we use values from these estimations.

8.4 Summary

In summary, we obtain for B® — n.K3, n. — K3K*7~ using the full Belle
dataset of 772 x 10° of BB events:

Scp = 0.59 £ 0.17 4+ 0.07
Acp = 0.16 £ 0.12 £ 0.06 (8.4)
B =(9.79 4+ 0.64 + 0.41 & 2.25,,) x 107°,

where the first uncertainty is statistical, the second systematic, and the last error
on B accounts for the interference with the non-resonant peaking background
(23%). For comparison, the SM and previous measurements predict Sep = 0.70+
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0.02, Acp = 0.00+0.02 [49] and B = (9.7+2.1) x 1075, The PDG uncertainty on
the branching fraction does not include the interference effects, as it is obtained
as a product of two branching fractions, see Sec. [6.2.3]

The statistical correlation coefficients for the floating fit parameters are sum-
marized in Table[8.3] Notable is the correlation of S¢p to the peaking background
fraction for the SVD2 experiment (15%), which justifies our approach of the si-
multaneous fit of signal and background yields. Furthermore, B has roughly 10%
correlation to Sc¢p as can be estimated from the correlation to the signal yield in
the SVD2 experiment (which dominates the branching fraction estimation).

Finally, to obtain the statistical significance of our result, we scan the likeli-
hood for fixed values of Scp = &' in the range [0, 1]. At each point, the likelihood
is minimized again, keeping S’ fixed and floating the rest of the parameters of the

final fit. The statistical significance then can be evaluated as \/ —21In(Ls /Linax),
where Lg is the maximum likelihood for the given fixed value of 8’ and L.«
is the absolute likelihood maximum for the nominal estimated parameters. The
null hypothesis of no CPV in B® — n.K3 (for &’ = 0) is rejected at 3.40 (99.93%)
level, as can be seen in Fig.

—
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Figure 8.4: Scan of the likelihood function, maximized over all parameters except
Scp in steps of fixed Sgp. Horizontal lines denote a change of the likelihood from
the minimum corresponding to one, two, and three sigmas (68.27%, 95.45% and
99.73% confidence levels), as well as the observed statistical significance of our
Scp measurement. Only statistical uncertainties are considered.
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Table 8.3: Statistical correlation coefficients among floating fit model parameters
(in %). Parameters P02 and M control the background slopes in AE and
M(K2K*7™) for the SVD1 and SVD2 datasets, respectively.
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CHAPTER 9

Conclusion

In this part of the thesis, we have studied CP violation in the tree-dominated
color-suppressed B® — n.K2 decay. This decay is CP-odd and the SM predicts
its direct (Acp) and mixing-induced (Sgp) CP asymmetry are the same as for
the most precisely measured golden channel B® — J/¢K9. This mode allows
measuring the sinus of the unitary angle ¢, for which it holds sin2¢; = Scp
within a small theoretical uncertainty in the SM. The measurement is using the
full Belle dataset of 772 x 10° of BB events.

The BaBar Collaboration firmly established mixing-induced CP violation in
this channel, in particular using the subsequent three-body decay 7. — KoK m~
and 465 x 10° BB pairs [48]. Later studies of such decays [47] revealed significant
interference effects, which were neglected in the previous measurements (for both
CPV parameters and branching fraction). Our analysis exploits a more complex
fitting approach, where the CPV parameters are estimated simultaneously with
signal and background yields, offering better control over the related systematic
effects. In addition, we performed a dedicated study to estimate the interference
effect on the branching fraction measurement, which was done for the first time
in the neutral mode. Such a study was already performed at Belle for our control
mode, and we closely followed their interference model. The results of the dedi-
cated interference studies were further used to estimate systematic effects due to
the modified resonant 7, line shape resulting from the interference. Moreover, we
check for possible dependence of the CPV parameters on the 7. mass, at least to
the first order. As we observe no statistically significant effect, we further support
the validity of the measurement of CPV parameters in B® — n.(K2K 7~ ) K3
decays, despite the significant presence of the non-resonant background, which is
poorly understood both theoretically and experimentally. The statistical power
of the available data is not enough to perform a full-scale angular analysis—such
an endeavor can only be pursued in the future at Belle II. Needless to say, with
(potentially) fifty times more data, the interference effects will have to be in-
cluded in the data model, and possibly a much more advanced analysis will need
to be performed.

One additional source of systematic uncertainties is the Punzi effect, not usu-
ally considered in such analyses, despite the Belle resolution function Rz de-
pending on a number of conditional event-dependent variables. In our case, this
effect becomes significant due to the simultaneous fit of yields and CPV param-
eters and high background level. Its correct treatment would require substantial
additions to the data model, which would make it too slow. Given our current
statistical precision, it is fully acceptable to consider these effects only as system-
atic uncertainties and not attempt to correct them. Especially as the dominant
systematics for S¢p stems the possible CPV contributions to the peaking back-
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ground. In this work, this effect is estimated directly from the sideband data for
the first time. Previously, only MC estimates were available.

The last main difference from the previous analyses is the usage of beam-
constrained mass My, for the best B candidate selection. Already for the . — pp
channel, it was recognized |40] that utilization of variables related to quality
(goodness-of-fit) of the 7. decay vertex in the best candidate selection could in-
troduce unwanted systematic biases.

The model is cross-validated on the charged control channel B* — 7. K™,
ne — KYK ™7™, where no CP-violation is expected. We obtained

Scp = —0.03 + 0.08
Acp = —0.05 4 0.06 (9.1)
B = (2.49 + 0.09 = 0.40;,) x 1075,

where the uncertainties are statistical only. For the branching fraction, not cor-
rected for data/MC efficiency differences (1 — 2%), we also quote the estimated
uncertainty due to the interference with the non-resonant background. These
results are fully consistent with expectations and previous measurements.

After all cross-checks, validations, and evaluation of systematic uncertainties,
the final CP violation and branching fraction measurement were performed. We
obtained

Scp =0.59 +£0.17 +0.07
Acp =0.16 +0.12 + 0.06 (9.2)

B=(98+0.6+04+23;)x10°

for B® — n.K%, n. — KK Tn~. The uncertainties are statistical, systematic,
and (for B) to account for the interference with the non-resonant background,
respectively.

The precision for S¢p is very slightly worse than for BaBar. There are two
main reasons why the precision is not better despite the larger available data
set. First, the error estimates have some uncertainty themselves. For example,
in the ensemble studies, these are ~ 10% of the estimated error for Sgp. Also,
BaBar was ‘lucky’ to observe a large signiﬁcanceﬂ for Scp. Second, our analysis
attempts to take the interference with the non-resonant background into account
for the first time. For this, our multi-dimensional fit allows for some shape com-
pensations and, in particular, has floating parameters for signal and background
yields. Thus, our statistical errors include the uncertainty and correlations stem-
ming from the peaking background. We can see about 15% correlation of S¢p to
the peaking background fraction in the SVD2 experiment (see Table , which
inflates the error slightly. Although our method yields slightly larger statistical
uncertainties, we believe these are estimated more carefully than in the tradi-
tional approach, where signal and background yields are fixed from a previous fit,
and the correlations are ignored. In addition, the evaluation of systematic errors
directly propagates possibly correlated effects from, e.g., changes in the signal
shape distribution to the CPV parameters.

Fig. shows a two-dimensional likelihood scan for the CPV parameters,
considering statistical errors only. Note the slight 7% correlation of S¢p and Acp.

LOver 50, but with an upward deviation from the SM.
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Figure 9.1: Overview of CPV parameter measurements in B — 7. (KK 7~ ) K3.
The confidence regions corresponding to one, two, and three sigmas for two de-
grees of freedom (39.3%, 86.5%, 98.9%) are shown for our result, considering
only the statistical uncertainty. The measurement with its total uncertainty is
also compared to the BaBar measurement [48|, and the world average for all char-
monia [49]. In addition, a simple combination of our and BaBar measurement
is shown with 1o contour, ignoring any correlations. The circle with unit radius
shows boundaries of the physically allowed region, where S? + A% < 1.

The points with error bars show measurements with their total uncertainty—for
our result, the BaBar result, and the world average for all charmonia. Finally, a
simple (ignoring any correlations) combination of our and BaBar results is shown,
which yields

Scp(Belle + BaBar) = 0.76 + 0.12

9.3
Acp(Belle + BaBar) = 0.04 + 0.09. (9:3)

The average is now fully consistent with the SM prediction and the world average
for all charmonia within ~ 0.5¢. It is natural to combine the Belle and BaBar
results with very similar uncertainties and almost uncorrelated systematics. The
only significant source of correlated systematic error is the tag-side interference
effect on Agp (around ~ 0.03) and the CP violation in the peaking background
(around 0.05) for S¢p. Note that the BaBar measurement was slightly deviating
from the expectation for Sgp, while our shows a slight departure for Acp. The
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combination then suggests that these are only statistical fluctuations, and there
are no signs of NP contributions to the CP-violation parameters in B — 7.K3
at the current level of precision.
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Belle I1I Detector Alignment
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CHAPTER 10

Introduction to Alignment

For most simulations, the positions of the detector elements are assumed to be
known and exactly as designed. In reality, the detector is constructed with a lim-
ited mechanical precision at level O(0.1 mm) and the sensitive elements can also
move in time. With detection precision at level O(0.01 mm) for silicon sensors,
this would significantly degrade the physics performance of the vertex detector.
While survey measurements prior to and after the construction and installation
of the sub-detectors are often]] of high importance to reach a reasonable starting
geometry, the ultimate precision can usually only be achieved by utilizing a large
amount of various in-situ measurements of charged tracks’ trajectories recorded
during the detector operation.

The procedure for determination of the geometrical configuration of the detec-
tor elements from tracks is called track-based alignment or just alignment.
Sometimes, by alignment, one means the result of such a method, the alignment
constants. The alignment constants are a subset of a much larger set of cali-
bration constants that correspond to the various parameters needed for generic
reconstruction of objects and calculation of aggregated information for high-level
physics analyses. In this sense, alignment is part of the detector calibration.

Good alignment performance, namely for the vertex detector, is a key in-
gredient, for example, for time-dependent CP-violation measurements, like the
analysis presented in Part [[I of this thesis. The physics motivations are briefly
discussed in Sec. followed by requirements on the method in Sec[10.2 Many
calibrations are based on the same philosophy as alignment: as the underlying
physics of propagation of charged particles in a magnetic field and detector ma-
terial is well understood, we can construct a model for the particle trajectory and
fit this model to the observed data. An imperfect detector description will result
in a sub-optimal fit unless the calibration constants themselves can be set float-
ing. Obviously, adding the degrees of freedom from, e.g., detector positions to a
track fit would result in an underdetermined problem. Therefore in alignment,
data from many tracks must be combined, making the problem overdetermined,
such that many (usually thousands or more) measurements contribute to the de-
termination of each single alignment parameter. The general formulation of the
alignment problem is discussed in Sec. [10.3] after which the main challenges of
this complex task are summarized in Sec. [10.4]

The rest of this part of the thesis is organized as follows. In Chapter [11]
we describe the alignment method utilized at the Belle II detector. Specifics of

LAt Belle II, such a complete survey was never available for the full vertex detector. Our
alignment procedure derived the positions starting from the design geometry. Only for the drift
chamber, survey measurements are utilized for starting geometry, end-plate deformation, and
wire tensions [21].
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the necessary mathematical formulation of the problem for over sixty thousand
alignment constants of the Belle II vertex detector and central drift chamber are
given in Chapter [12] The method is implemented in the official Belle II software
and automated in the regular production of calibration constants, as presented in
Chapter [I3] The historical overview in Chapter [L14 summarizes some of the most
important results, problems, and solutions from the past, up to early physics
data. We divide the detailed evaluation of the alignment method into two parts.
In the first part, we discuss the alignment of all parameters, except CDC wires.
This baseline alignment of about three thousand parameters allows for some
extended studies of its systematic properties, presented in Chapter [15] Although
the baseline alignment performed well, the experience and needs that resulted
from real detector operation led to a significant update of the method to include
more data samples and up to sixty thousand alignment parameters, including
CDC wires. The path toward this extension is presented in Chapter [I6] Finally,
the performance of the baseline alignment and its new version, utilized for data
reprocessing in 2021, is evaluated in Chapter [I7} In Chapter [18, we discuss a
number of possible extensions of the method left for further research. Chapter
is devoted to a critical discussion of the results, concluded in Chapter

10.1 Physics Motivation

With the large dataset that Belle II aims for, many measurements, previously
statistically limited at Belle, can become dominated by systematic uncertain-
ties. Alignment constitutes a major systematic contribution to precision lifetime
measurements. Belle IT will play an important role in such studies thanks to its
high-precision vertex detector, offering about twice better vertex resolution than
in the previous generation of B-Factories, together with the clean environment
and well-defined initial state of the electron-positron collisions. Such precision
measurements are vital to pursuing the search for physics beyond the SM.

For example, the 7 lifetime is an input to lepton flavor universality tests, a
very active area of experimental research, especially due to several indications for
deviations from SM predictions [12]. Precise measurements of lifetimes of charm
mesons and baryons can serve as tests of QCD predictions. The flagship of the B-
Factory measurements is time-dependent CP violation (TDCPV), which requires
high vertex resolution to measure the distance between B meson decay vertices.
TDCPYV is another prime example that motivates advanced alignment procedures.
At the end of the Belle II experiment, the unitary angles are expected to be
measured at a precision of 1° or better (0.4° for ¢;) [11], and any inconsistencies
would point to physics beyond the SM. With such statistical precision, control
over systematic uncertainties is crucial.

This means that a number of effects that were safe to neglect in the previous
generation of experiments can now lead to significant performance degradation.
For example, a more detailed description of silicon sensor deformations or higher
frequency of realignment was expected to be necessary to fully exploit the physics
potential of the new vertex detector. Apart from statistical precision of the
alignment, which only contributes to a worse resolution on average, systematic
misalignment can directly bias physics measurements and thus must be well under
control. Furthermore, the vertex detector also needs to be aligned with respect to
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the drift chamber, whose alignment itself contributes significantly to the physics
performance. While these tasks were performed separately at Belle and BaBar,
this raises possible concerns about the systematic effects stemming from such a
decoupled procedure, where correlations among the different detectors can only
be resolved by an iterative approach.

10.2 Alignment Requirements

The generic requirement is that the resolution observed for data is at most by
20% worse than for Monte Carlo (MC) simulations. Such a discrepancy is viewed
as acceptable but might still need ad hoc scaling corrections at the analysis level.
This includes all effects, including too optimistic simulation. Thus the alignment
method should lead to a much smaller degradation than 20% in simulation studies
to leave room for a wide range of additional effects, underestimations, or mis-
modeling at both data and MC levels. In fact, our minimum target for resolution
worsening due to alignment in simulations is only negligible degradation, less
than 5%.

The physics requirements for the Belle II detector are, in principle, similar
to its predecessor Belle SVD2 [16] or its competitor BaBar SVT [70]. Due to
the reduced boost factor at Belle II, the design requirements estimated that ap-
proximately twice better vertex resolution in the boost direction than achieved
for data at Belle is needed to not degrade the TDCPV measurement precision.
In both previous B-Factory experiments, the alignment precision for the silicon
sensors was required to be better than 10 um on average. At Belle II, we de-
rived the corresponding number in older preliminary studies concerning random
misalignment [71, [72]. The general conclusion is that alignment precision better
than 5 pm is needed for negligible (less than 5%) degradation. Under 3 pm, the
effects are almost impossible to observe even in large-statistics samples and when
reconstructed observables and MC truth information is compared on simulations.

A non-random, systematic misalignment could introduce unwanted physics
biases and thus needs special care and studies to ensure it can be controlled
with a sufficient level of precision. For example, changes in the total radial or
longitudinal (z) scale of the detector could introduce bias into the measured
absolute lifetimes of unstable particles. The total length of the VXD detector
(about 50 cm) must be known significantly better than 50 pm for the outer
SVD layer sensors in order to achieve absolute scale precision better than 1074
Note that for much shorter PXD layers, this value gets correspondingly smaller.
Similarly, the outer SVD radius (14 ¢cm) must be determined to better precision
than 14 pm.

10.3 General Formulation

The purpose of the alignment procedure is to determine the (vector of) alignment
parameters a, respective their (small) corrections Aa. In the track-based align-
ment, the track model predictions p;(a, g;) for each track j depend on a, as well
as on the set of track parameters q;. Along the track, multiple measurements can
be compared to the predicted values. The difference between the i-th measured
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Figure 10.1: Definition of track-to-hit residual as a difference between the mea-
surement and the prediction from the track fit (a). If one sensor’s position differs
from the assumed one (dashed), the reconstructed measurement will be shifted
(red), pulling the track fit towards it (b). This will result in (c) residual distri-
butions (red), which are biased and wider than ideal (green).

value m;; on track j and the prediction (corresponding to i-th measurement) in
the local frame of the measurement

Tij(%Qj) = My, _pij(a>qj) (10~1)

is called residual. Residuals should be normally distributed with zero mean and
width given by the measurement uncertainty. If the assumed positions of the
sensitive elements are incorrect, the residuals will appear biased (shifted) and
wider as the track fit quality worsens. This is illustrated in Fig. [10.1] Optimal
values for the alignment parameters can be obtained by minimizing the residuals
from many tracks using the method of least squares. Each residual should be
normalized (weighted) by the corresponding measurement uncertainty o;;. Such
a quantity is usually called pull (r;;/0;;). In general, these uncertainties may
be correlated?| among different measurements of the same track. The objective
function to be minimized is the sum of the squares of the weighted residuals,
which can be written as

X’(a,q) =7"(a,q)V 'r(a,q), (10.2)

where ¢ = (q; q, - ..)T is the vector of all parameters of all tracks, 7 is the vector
of all residuals and V' is the covariance matrix of the measurements. We can
denote & = (a q)T and for a small change of the parameters, * = xy + Az, the
residuals are linearized as

r(x) =ry+ JAx (10.3)

where 7y are the residuals for initial estimates of the alignment and track pa-
rameters and J = g—; is the Jacobian matrix. From equations and , the

system of normal equations for minimum of the linearized x? is

TYy/—1 _ 71y 1
JV; JAx=—JV rg. (10.4)
b

2Multiple scattering effects correlate adjacent sensors in a track and multi-dimensional mea-
surements can be correlated internally.
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The matrix C ™! is the covariance matrix of the parameters «, which is symmetric
and positive-definite. The solution is then obtained formally by inversion as

Az = —-C'b. (10.5)

The practical issues with such an expression become evident when we consider
the dimension of the n x n matrix C'. Its size is given as

n = dim(a) + 3 dim(q;). (10.6)

While the alignment parameters are counted in thousands, the number of individ-
ual tracks used for alignment can easily reach millions. The number of their local
track parameters will be typically even larger than 107 in the problems discussed
in this thesis. As the computational complexity of matrix inversion is O(n?®) and
memory requirements scale as O(n?), a direct solution is not practically feasible.

Different methods have been developed to deal with the computational com-
plexity of the alignment problem. Two main approaches are used in HEP exper-
iments:

o Local alignment, used, e.g., at BaBar [70], or Belle |16], where the x? is min-
imized for each alignable element (like a silicon sensor) individually while
keeping the track parameters fixed. Only inversion of small (usually 6 x 6)
matrices is needed. This procedure needs to be iterated many times while
the track parameters are updated after each iteration, which determines
incremental corrections to the alignment parameters. In this approach, the
correlations among different modules are neglected.

 Global alignment, used, e.g., at H1 [73], or CMS [74], which minimizes x?
with respect to all alignment and track parameters simultaneously. The spe-
cial structure of the alignment problem is exploited, leading to significantly
reduced computational complexity. The solution can be obtained without
any further approximations. This method was chosen for the Belle II de-
tector and is discussed in detail in the following sections.

One last approach to mention is alignment based on the Kalman Filter |75],
where alignment parameters are updated incrementally with the addition of each
new track. This is one of the alternative alignment methods developed for the
CMS but never used in production [76] due to the computational requirements of
the extensive bookkeeping necessary for the preservation of correlations among
the alignment parameters.

10.4 Alignment Challenge

The major challenge of alignment based on track-to-hit residuals are linear com-
binations of alignment (and track) parameters, to which the y? expression in Eq.
is weakly or not sensitive at all, known as weak modes. Certain move-
ments or deformations of the detector can be absorbed in the track parameters
and thus potentially bias physics measurements. Such deformations represent
correlated movements of the detector elements, which transform particle trajec-
tories into other valid trajectories with different parameters. Such distortions
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might be present in the real detector, and the alignment procedure might not be
able to correct them. Alternatively, the alignment procedure might unintention-
ally introduce such deformations, resulting in minimized residuals and working
tracking but biased physics measurements.

In fact, the final alignment solution errors are typically entirely dominated by
the (combination of) weak modes, understood as systematic errors of the proce-
dure, as the statistical errors can usually be improved far beyond the systematic
ones by simply using more data at the input. These systematic errors need to be
studied, and their possible physics impact evaluated.

Weak modes result from a general lack of an absolute reference. There are
no reference tracks with known parameters. However, for example, in the decay
of an unstable particle, its decay products have exactly opposite momenta in
the CM frame and originate from the same vertex point. Although we do not
know the true vertex point, both parts of the detector, which registered the
tracks, should provide compatible estimates. In such a way, different parts of
the detector can be correlated by the tracks, which will result in a reduction
of plausible track parameter biases. Similarly, cosmic-ray muons crossing the
detector correlate very different combinations of modules/sensors than tracks
originating from the collisions. Thus such additional data samples with various
topologies or constraints can prevent a range of deformations, which are a weak
mode for collision-only tracks. This is illustrated for two typical weak modes in
Fig. [10.2]

The usage of several complementary datasets is the most basic ingredient for
reducing weak modes and a good alignment, but it may not be sufficient. The
alignment method should further support the inclusion of additional constraints
or external measurements for the alignment parameters, take care of measure-
ment outliers, and in particular, be able to provide the solution in a reasonable
time. To utilize all available information, including all correlations, the global
alignment approach is the most promising. One slight drawback is the lack of
possibility to monitor the progress and spot problems easily on the fly. The global
alignment is a black box approach, which (almost) always provides a solution in a
single step. Such a solution is only as good as the underlying problem statement.
The worst possible problem is shortcomings in detector modeling, for example,
in the material budget or magnetic field. It is desirable for alignment to use
the same detector material or magnetic field model as the official reconstruction
for physics analyses. In such a way, no additional systematic effects need to be
considered, and any future improvements in the detector model or reconstruc-
tion will automatically propagate to a more reliable alignment. The challenge
is to combine all this information in a generic way to allow for alignment of the
complete tracking system, with over 60 x 10 parameters.

Last but not least, many of the challenges are purely practical, resulting from
constraints in real experiment operation. A typical problem is the lack of particu-
lar data samples. For example, very useful data without a magnetic field are only
very limited. As time-dependent alignment might be needed, this could prevent
frequent realignment ad hoc. This is also related to a problem specific to the
experiment location—in Japan, one can occasionally expect earthquakes, which
could alter the alignment at any time in unexpected ways.

This brings us to the single most challenging property of a real detector’s align-

160



Figure 10.2: Illustration of tracks coming from the IP (red point) and a cosmic
ray track in y — z projection (top) and R — ¢ projection (bottom). For a ‘tele-
scope’ (Az x R) deformation (top right), tracks from the IP only change their
direction without affecting residuals, while the cosmic track fit becomes bad due
to the apparent kink in the measurements. For a ‘curl’ (A¢ « R) deformation
(bottom right), the curvature of tracks from the IP changes in the opposite way
for positively and negatively charged tracks. For the illustrated cosmic trajectory,
such a ‘curl‘ deformation would result in incompatible curvature estimates for the
upper and lower arm and sub-optimal residuals.
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ment. The detector is not entirely stable in time for many reasons, from changes
in temperature or magnet conditions to vibrations or even the earthquakes men-
tioned above. Thus calculating a single set of alignment constants for a couple of
weeks or even days of experiment operation could significantly degrade physics
performance. While alignment itself is the best tool to extract information about
the detector positions, the time resolution is practically limited, e.g., by the rate
of cosmic ray tracks available for alignment. While other monitoring methods
are, in principle, possible (like continuous laser survey measurements), no such
technique is utilized at Belle II, which would directly and independently monitor
the sensitive detection elements, at least at a couple of reference points. Thus we
have to extract the information about the time-dependence of the alignment con-
stants from validation studies using reconstructed tracks to define proper intervals
where alignment of all or some subset of degrees of freedom can be considered
stable. The optimal solution to this problem is not explored in this thesis. The
time dependence must be understood step by step, and this work will pave the
way for such studies. However, we are still trying to correlate some of the changes
to the detector and machine conditions, and this may take some time.

The truth is that understanding the origin of the time-dependence can be ex-
tremely difficult. While alignment can give some clues, only long-time experience
and attempts to correlate alignment changes to detector operation conditions can
reveal the source of some of the significant movements, typically happening at the
level of larger structures rather than individual sensors. Thus individual sensors
were not initially expected to need a frequent realignment. However, towards the
end of this thesis, we will see that to fulfill the physics potential of the PXD, even
such an endeavor needs to be undertaken.
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CHAPTER 11

Alignment Method

The Millepede alignment method for the vertex detector was already proposed
in the Belle IT Technical Design Report |10]. The method is described in detail
in Sec. [I1.1} A key ingredient to formulate the alignment problem is a suitable
global track model. This track model or track parametrization needs to properly
take into account all the knowledge about particle propagation in the detector.
For this purpose, we integrated the General Broken Lines (GBL) track model and
refit into a generic track fitting toolkit GENFIT2. This effort was a subject of
the previous work of the author [77], where a full description with more details
about the implementation can be found.

The track model relates a set of track parameters to the predictions at the
measurements. The track parameters are usually initially defined at some ref-
erence point and need to be extrapolated to other points along the trajectory.
The necessary machinery to perform such extrapolations of the track state, han-
dled by the GENFIT?2 toolkit, is briefly explained in Sec.[11.2] Sec. to
describe the GBL track model and the generic way to parametrize the detector
material and multiple scattering effects, as well timing-related corrections. In
Sec. we describe an extension of the track model formulation from single
trajectories to combined objects, representing decays of unstable particles. Fi-
nally, in Sec.[I1.7] the data samples used for alignment MC studies as well as for
real data are summarized.

11.1 Millepede II

The global alignment approach is implemented in the Millepede method, first
introduced by V. Blobel for the H1 experiment |73, 78], which exploits the spe-
cial structure of the matrix equation [10.4f The dimension of the matrix can be
reduced to the number of alignment parameters using block matrix algebra. It
allows solving the problem in a single step, without externa]E] iterations, and any
approximations beyond the initial linearization.

Since then, Millepede has been used in a number of HEP experiments. The
development of its current version, Millepede IT |79, [80], adjusted to the needs of
large LHC experiments, namely the CMS (Compact Muon Solenoid) [81], started
in 2005, and the tool has been maintained since then by the Statistics Tools group
of the Analysis Center of the Helmholtz Alliance. Millepede II is independent of
any experiment and publicly available at the DESY GitLab server [82].

IThere can be internal iterations in the algorithm, but external iterations with a complete
recalculation of the inputs are not needed in many cases.
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For the Millepede formalism, uncorrelated measurements are assumed, and
the x? from Eq. [10.2] linearized around the initial parameter estimates, can be
written as

tracks meas 1 ar 87“1-

.. . 2
Y’(Aa,Aq,...) = ZJ: > U%(rij(ao,qoj)Jr aajAa—i— aq{qu> , (11.1)

i iJ J

where o;; is the measurement uncertainty, and ag and go ; are the initial estimates
of alignment and track parameters, respectively. Two categories of parameters
are recognized:

« Local parameters g, of the individual tracks, which influence only a limited
subset of measurements.

o Global parameters a, corresponding to the alignment parameters, which
influence many measurements (residuals) and are correlated by the tracks
crossing various parts of the detector.

For the alignment, the interest is only in the global parameters. The local
parameters are usually anyway recomputed after the alignment and additional
calibrations for official data reconstruction. To formulate the alignment problem,
one needs, in addition to the initial measurement residuals r;; and errors o;;,

the derivatives of the residuals with respect to the local parameters % (local
J

derivatives) and the global alignment parameters ag;j (global derivatives).

The normal equations [10.4] can be written in a block matrix form as

Zj Clj Gj Aa nglj
: .0 0 : :
. = _— . 11.2
GI 0 T, 0] |Ag, 8, (11.2)

For each GBL trajectory (simple or combined), there is a block with a matrix
connecting only local parameters

(L) = Hfs ! <37”¢j ) (87@-). (11.3)

i U?j aq]’,k 3%‘,1

On the two transposed borders, matrices

(G = mZ ! (g;;) (ar“> (11.4)

2
i Oij 9q;1

relate global and local parameters. Finally, in the upper left corner sits a sum of

madtrices
. raeas 1 0rij Grij
(Crjl = 2 (8%) ( Oay ) (11.5)

2
i Oij

over all tracks j, each with a size corresponding to the number of global (align-
ment) parameters. The big matrix multiplies the vector of unknown corrections
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to the alignment and track parameters. On the r.h.s is a vector from the gradient
of the objective function with block entries

(g1,)k = Hfs Ty (?92:)7 (8,) — Hfs Tij <3m‘ ) (11.6)

2 2 .
i Oij i Oij 0q; k

formed from (normalized) residuals times the corresponding global or local deriva-
tives. The matrix is huge (easily over 10® x 10%, corresponding to one million
tracks with 100 degrees of freedom); in particular, the block diagonal part occu-
pied by the I'; matrices. These are inverses of the covariance matrices for local

parameters of each trajectory, see Sec. and Eq. [11.20| (with A =T).

11.1.1 Reduction of Matrix Size

The idea of matrix reduction and removal of unwanted local parameters can be
illustrated using a simple example. A (block) matrix equation

(& 5) ()=G) s

may be written as two equations for unknown (vectors) & and y. If we are
interested only in @, we can simply express y from the second equation as

y=D'b-Cx) (11.8)

under the condition that D is invertible. Substitution back into the first equation
yields a problem reduced to the determination of x:

(A-BD 'C)x=a— BD'b. (11.9)

The solution is then obtained by inverting the matrix on the lLh.s., called Schur
complement.

Repeated application of the matrix reduction with the Schur complement will
remove the bordered and diagonal part and update the vector on the r.h.s. of
Eq. [11.2] yielding a matrix and a vector

C=>Cy-> GT'G], g=3 g1,-> GI;'B, (11.10)
J J J J
and normal equations in the form

CAa = —g. (11.11)

The matrix C is called global matrix, and we will only consider this reduced
form for further discussion. The corrections to the alignment parameters Aa can
be obtained formally by inversion as

Aa =—-C™g. (11.12)

For linear problems, this yields an exact solution in a single step, with all correla-
tions preserved in the solution, reached without any approximations. The whole
solution may need to be iterated to go beyond linear problems, with a repeated
evaluation of the local and global derivatives from the track model, which are
fixed inputs in the formalism. Such iterations are typically only really needed
for initial alignment. Typical alignment corrections in practice are small enough
that a single iteration can be sufficient.
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11.1.2 Linear Equation Solvers

Millepede II offers several solution methods for the linear Eq. [11.11] We will
explicitly discuss those directly used in this work:

o Inversion is only suitable for problems with up to a couple of thousand
global parameters as its solution time scales as O(n?). While this means a
couple of minutes (including other computations) for, e.g., 3 x 10 parame-
ters, with ~ 60 x 103 parameters, over half a day of computation using ten
threads was needed in our tests.

« Diagonalization is about ten times slower than inversion but allows ac-
cess to the eigenvalues of the matrix C' and extraction of eigenvectors cor-
responding to the smallest eigenvalues in the spectrum. These eigenvectors
represent linear combinations of parameters to which the x? is only weakly
or not sensitive at all. This result can be used to study the weak modes of
the solution.

o Cholesky decomposition, which is faster and numerically more stable
than inversion [80]. It has even a faster variant of LAPACK factorization
utilizing highly optimized external LAPACK libraries [83], e.g., with Intel
MKL implementation [84]. This last method can be an order of magnitude
faster than the default Cholesky. These methods do not compute parameter
errors by default, in contrast to the inversion and diagonalization.

« MINRES-QLP, or generalized minimization of residuals, is an approx-
imate fast iterative solution method minimizing |CAa — g|, suitable for
very large problems with hundreds of thousands of alignment parameters,
heavily utilized at the CMS experiment [74, 85]. This method works well
for sparse matrices, which result from a limited number of connected global
and local parameters. Some or all correlations may be lost in this method.

11.1.3 Treatment of Outliers

The method of least squares assumes that the measurement errors are Gaussian-
distributed. Non-Gaussian tails of multiple-scattering or bad measurements with
large normalized residuals (pulls) can significantly influence the x? and thus dis-
tort the solution. Several methods can be used in Millepede II to suppress these
outliers, and we regularly use a combination of all of them in the configuration
described below.

As initially, it is not known if the large residuals are caused by misalignment
or outliers; only measurements with extremely large pulls are rejected before the
global solution. Additional internal iterations are necessary to reject bad data.
The full solution is not performed again in these iterations (by default), only
incrementally updated.

Entire tracks can be rejected if they have too large y? divided by the number
of degrees of freedom (NDF). Successively more strict cuts on x?/NDF are used,
with the final iteration removing all tracks with x?/NDF corresponding to more
than three standard deviations.
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In addition, individual measurements can be down-weighted with the method
of M-estimators, which requires repeated local track fits. We are using two it-
erations that employ the Huber function, where the influence of large pulls is
constant on the y2. Additional iterations, not used regularly at Belle II, utilize
the Cauchy function, where the weight even decreases for large pulls. Tracks with
a large fraction (> 10 % in this work) of down-weighted measurements are also
removed.

11.1.4 Removal of Degrees of Freedom and Constraints

It is generally necessary to remove some degrees of freedom from the solution of
the alignment problem, which is otherwise underdetermined. The trivial unde-
fined degrees of freedom in residual minimization correspond to three global shifts
and three rotations of the complete detector. If no restrictions are posed, e.g.,
using information from other sub-detectors, one could, for example, fix alignment
parameters of some detection element, like a sensor. This sensor will then become
an alignment reference. Millepede II allows for the fixing of arbitrary parameters
and defining initial values and uncertainties for them.

But in general, it is more practical to fix some linear combinations of the
parameters, for example, the average of shifts and rotations of all sensors. This
can be represented as six linear equations—each defining one linear equality con-
straint. The set of all constraints poses an additional condition

AAa =m, (11.13)

where {A};; is the j-th coefficient of the i-th constraint. Each constraint is
formulated in the form
ZC]‘ACL]‘ =1m; (]_]_]_4)

where m; is usually set to zero and c¢; are the constraints’ coefficients.

Millepede II allows for two possible ways of including linear constraints into
the solution. The classical method of Lagrange multipliers, where the global
matrix is enlarged, is accompanied by an elimination method, where instead, the
dimension of C' is reduced before the solution. The elimination method is used
by default.

11.2 Track Fitting with GENFIT2

Track reconstruction and parameter estimation (fitting) in modern HEP detectors
is a complex task. Measurements of various types need to be combined in the
fits and compared to predictions obtained by extrapolations in detector material
and magnetic field. The GENFIT toolkit was developed as a generic framework
for track fitting in HEP experiments [86]. It was adopted for the Belle II track
fitting, and after a major upgrade, it is now known as GENFIT2 [87].

GENFIT2 has a modular design. Its functionality can be roughly divided into
three main categories:

« Generic representation of reconstructed hits dealing with their different di-
mensionality and expressing non-planar measurements in a suitable way.
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« Track representation and tools for particle extrapolation in a magnetic field
and detector material using the Runge-Kutta method.

o Track fitting algorithms, which combine the above information to estimate
the track parameters. At Belle II, a Deterministic Annealing Filter (DAF)
based on Kalman Filter is the default track fitting method [8§].

The complete separation of the track fitting algorithms from details of the
underlying measurements is achieved by the method of virtual planes. After each
extrapolation, the track state is expressed in some virtual plane. For planar
detectors, this plane coincides with the sensor plane, while for wire hits in the
CDC, the plane is constructed as depicted in Fig. Without any measurement
that would define a sensible preferred plane’s orientation, a co-moving frame of
the track (with a normal in the track direction) is constructed.

point of closest residual
approach

extrapolated to line

prediction

particle

residual

particle
track

measured

surface of )
constant drift time
measured
2D pixel
point /
detector plane virtual detector plane

Figure 11.1: Construction of virtual planes and definition of the track-to-hit
residual for planar hits (left) and wire hits in the drift chamber (right).

Each virtual plane defines the local frame in which the state of the track is
represented by a five-dimensional vector ¢ = (¢/p,u’ = (%, %),u = (u,v))T,
where ¢/p is the signed track curvature, u’ is a vector of the track slopes and w is
a vector of positions (offsets). The dimensionality of the measurement is encoded
in a (projection) H-matrix, which reduces the local track state (the prediction)
to the local measurement dimension, such that the local measurement m has a

residual defined as

r=m — Hgq. (11.15)

11.2.1 Helix Parameter Definitions

The track fit’s final output is the estimate of the tracks’ parameters, typically
extrapolated to the point of closest approach (POCA) to a given reference (pivot).
The tracks are extrapolated to the POCA, starting typically from a local track
state at the first measurement after the fit, propagating the particle backward.
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Figure 11.2: Definition of the Belle II helix parameters at the POCA in a
schematic projection of a helix trajectory in the z — y (left), y — z (middle),
and s — z space (right). [8§]

The trajectory of a charged particle propagating in a magnetic field can be
locally described by a helix with five free parameters. At Belle II, the pivot point
by default corresponds to the origin of the coordinate system. The definition of
the five helix parameters is sketched in Fig. In the z — y plane, where the
POCA is defined, the parameters are

« signed distance of the POCA to the origin dj,

o the angle ¢, between the transverse momentum at the POCA and the
T-axis,

« signed curvature w (sign depending on charge), given as |w| = 1/R, where
R is the radius of the helix.

For positively charged particles, the sign of dy is positive (negative) if the pivot
point lies outside (inside) the circle given by the helix projection in the x — y
plane. For negatively charged tracks, this definition is reversed [§]. In the y — z
and s — z space, where s is the path length along the trajectory, the parameters
are

o distance of the POCA from the origin in the z-direction, z; and
« the tangent of the dip angle tan \.

In addition, variables dr and dz, also used at Belle, represent the transverse and
longitudinal POCA with respect to (using as a pivot) the calibrated IP position.

11.3 General Broken Lines Track Model

The just discussed helix with five free parameters is only an approximate global
description of the particle trajectories. In reality, the real magnetic field is not ho-
mogeneous; the particle undergoes energy loss and, in particular, travels through
detector material resulting in multiple Coulomb scattering and deviations from
a simple helical trajectory. General Broken Lines (GBL) [89, 90] is a track
model and re-fit which explicitly incorporates multiple scattering effects in the
parametrization. Its publicly available implementation [91] is maintained together
with Millepede II.
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Figure 11.3: Reference trajectory propagating in the detector material and mea-
surement residuals along arc-length s (top) and the GBL trajectory with offsets
u; at each point with a thin scatterer (solid vertical lines) and predictions at the
measurement points uiy ;, interpolated from offsets at scatterers (bottom). The
fitted broken trajectory, reducing the residuals, is shown as a red line.

Initial trajectory

The GBL trajectory is composed of individual points. At each point, one defines
a local coordinate system (u,v,w). The track is locally described using q =
(q/p,u’, u) as the track model is linearized around an initial (reference) trajectory,
which corresponds to the particle path in the inhomogeneous magnetic field plus
the average energy (and thus momentum) loss effects. This trajectory is seeded
by the result of a previous fit performed by the standard reconstruction (see
Sec. , and the extrapolation is performed using GENFIT2, which provides
the point-to-point Jacobians

_ 8(q/p, ’U,,, u>i+1

Ji i -
R a<q/p7 ’U,/,’U,)i

(11.16)

and the list of steps in the detector material. The effects of multiple scattering are
added to the initial trajectory as depicted in Fig. One introduces additional
points where the initial path is allowed to be broken. These points represent
idealized scatterers with zero thickness.

Kinks

Small changes in the track parameters are propagated from point to point using
elements of the propagation Jacobians. With three adjacent points having offsets
Wi—1, W, Ui, two slopes can be determined at the central point: w/; — (left
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slope) and u/; ; (right slope). Their difference
k?z‘ = 'U,,Z"_;_ - ’U//i’_ (1117)

is called a kink. Its expected value is zeroﬂ, and its variance is related to the
distribution of radiation length along the path of the particle. An idealized thin
scatterer will be a source of variance of track slopes 62 in each (orthogonal)
direction. This variance is diagonal in the co-moving frame. In general, the
coordinate frame at the point is not the co-moving frameﬁ. In such a case, the
covariance for the kinks becomes

02 — 2
Vi = ° 2)2 (1 e ae >a (11.18)

2
(1-c2—a3 cep 1—cf

where ¢; = €gack - €y, are projections of the unit track direction into the unit
vectors of the local axes u and v.

Measurements

To obtain the broken trajectory predictions wu;, at the points with measurement,
the offsets at the scatterers are interpolated’ as sketched in Fig[11.3] The expected
values for these offsets are the measurements m; with a diagonal’| measurement
covariance V,, ;. These measurements correspond to the residuals with respect
to the initial trajectory in the GBL formalism.

Least Squares Formulation

The parameters that fully describe the broken trajectory are a common correction
to the track curvature and all offsets at the scatterers (and offsets at the first and
the last measurements, if those have no scatterer):

r = (AQ/p, ul) "'7u7'lscat)'

The parameters are obtained by means of the least-squares method, where the
residuals from measurements and from kinks are minimized together using the
following y? expression:

Nmeas Nscat—1
(@)=Y (Hpx—m)V, (Hyx—m)+ Y, (Hyx)Vii(Hgx),
i=1 i=2

(11.19)

2In the case that the initial trajectory is based on the General Broken Lines model itself,
non-zero kinks may be inherited from the previous iteration. In this case, the expectation is
non-zero (the previously determined kink). This option is implemented in the software but is
not used for alignment by default because no improvement was observed with this more detailed
and computationally expensive approach.

3We construct a co-moving frame in the case of points with only a scatterer. For points with
measurement, the natural coordinate system of the measurement is constructed.

4Later we will see that at Belle II, the first of the two scatterers in between every two
measurements coincides with the measurement, so the interpolation is trivial.

A non-diagonal covariance matrices (for measurement or a scatterer) must be internally
diagonalized by GBL with the necessary modification of the measurements/kinks and precisions)
[90].
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where the (sparse) projection matrices H,,; = % and Hy,; = %’:’ from the
large vector of track parameters & to the measurements and kinks are constructed
from the propagation Jacobians, see Ref. [92]. The solution is formulated as a

linear equation system

Az =b (11.20)
with )
A=Y H] V,\H,;+ Y H]V; Hy,
= =2 (11.21)

MNmeas

— T -1
b=>Y H] V. m,.
i=1

A is a bordered band matrix, as every offset depends only on the adjacent points
(the band part with a size of five), and one common curvature correction param-
eter (bordered part with a border size of one) is includedﬁ The special structure
of this matrix allows for avoiding matrix inversion in the solution of & [90].

In fact, the step of parameter estimation is not necessary for the alignment
formulation, as Millepede II performs the solution internally. The ingredients for
the local fit in Millepede II are the projection matrices H, covariance matrices V
and the vector of measurements (residuals) m, possibly after diagonalization is
performed in case of non-diagonal covariance matrices. GBL has a direct interface
to store this information in binary files used by Millepede II.

Composed Trajectories

So far, only trajectories of single particles have been discussed. GBL also supports
the concept of composed trajectories which can represent decays of unstable parti-
cles. The vector of fit parameters is expanded to contain information on multiple
trajectories as

x = (W, Ty, To, ..., Tp), (11.22)

where w denotes a set of common parameters, which extend the border size of
A by dim(w). The band part of A is now composed of n blocks, each for one
trajectory. The individual trajectories are correlated via the elements of the
common bordered part. A transformation from the set of common parameters
w of the combined trajectory to the local parameters at the first point of every
single trajectory

Hwi _ a(q/pa ulav,7u>v).{,i (1123)

’ ow

must be defined. A small change in the common parameters then propagates
to the individual trajectories and the overall vector of track parameters of the
combined object as

Az =Y —H, Aw. (11.24)

One can constrain such a change by an optional external measurement (residual)

m,, of the external parameters with covariance V', which leads to an additional
contribution to the x? of the form ($2x—m,,)TV ' (522 —m,,). Such an external

6We are also using a second common parameter for drift chamber tracks: correction to track
time. In such a case, the border has a size of two.
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measurement can be a prediction from another detector, known invariant mass of
the decaying particle, or average interaction point position estimated previously
from many tracks.

11.4 Material Parametrization

Up to this point, we have not discussed where to put the additional scattering
points in the trajectory, and what value of 62 in Eq. should be used to
scale the covariance of the kinks. Let us, for simplicity, consider a situation
without a magnetic field and only in two dimensions, as illustrated in Fig. [I1.4]
We can parametrize the track state by a two-dimensional vector (0, y) of slope
and offset at any arc-length s. Assuming an idealized scatterer of zero thickness
with scattering variance 62 positioned at arc length s;, a small deflection Af will
propagate to a small change in the offset Ay at arc-length s as Ay = (s — s;)Ad.
The covariance matrix propagated to s > s; will thus have the form

Vi(s) = (@Z (AAeyA)g> =67 (S _1 S, (5:88:)2> . (11.25)

A realistic material can be understood as a sum of (infinitely) many scatterers,
each at a particular arc-length s; and with a scattering covariance (as seen at
arc-length s) given by Eq. [11.25] The total effect is contained in the sum of the

individual contributions and can be written as

2 1 §— S8
Vis)=0 (S_S (3—3)2+As2>’ (11.26)
where we have denoted
1 1
0 =307 5= 53 6. A= 536 —5) (11.27)

These three quantities can be understood as an overall normalization factor of the
scattering variance and mean and variance of the density of the material in units
of radiation length. By reproducing these three basic properties of the material
distribution, equivalent multiple scattering effects can be achieved.

a) b) c)

i !
.—pwﬁAy ,/"”\‘/ g /\

»
»

Si iS 1S Ao g s

S1,S2, ) Sn S1 Sy

Figure 11.4: Schematic depiction of multiple scattering deflection Af from an
idealized thin scatterer (a) and from a realistic material distribution (b), also
leading to offset Ay at some larger arc-length s. The total effect at s can also be
achieved by placing two thin scatterers (with appropriate scattering variances) at
specific points s, s (c).
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In between each two (virtual) measurement planes, the steps retrieved during
the extrapolation of the initial trajectory in the detector material with local
radiation length X, are used to compute the corresponding integrals:

1 1 S s—73)?
X:/ 5= 7/ , / 11.28
Xo0) ds, s ¥/ X0 ds =¥ ds ( )

with total uncertainty of the track angle due to multiple scattering evaluated
using the Highland formula as [93], |57]

Oy = B;ﬁevz\/)(/xou +0.0381n(X/Xy)]. (11.29)
The triplet (62,35, As?), representing the material distribution (a thick scatterer)
is translated into a doublet of thin scatterers with positions and variances (s; =
0,6%) and (s, 6%). The position of the first scatterer is conveniently chosen to be
exactly at the point of the measurement. From the first scatterer (measurement),
the extrapolation is performed by arc-length s, and a virtual plane in the co-
moving frame is constructed for the second scatterer, which is placed between
every two measurements. One can check that for distribution of the form

1
Xo(s)
where §(z) is the Dirac delta function, the normalization X = 62, mean 3, and

variance As? in expressions [11.28 are obtained for the following choice of param-
eters of the two thin scatterers:

= 6(8)07 + 0(s — s9)03,

As? 4 5 9 02 As? 9 025>
— — S =9 11.30
%2 5 7 b As? + 5% b2 As? + 52 ( )

The values of 67 and 63 are used to scale the covariance of the kinks in Eq. [11.18
at the measurement plane and at arc-length distance s,. This process is repeated
for each segment of the trajectory in between two measurements.

11.5 Parametrization of Track Time Offset

Next to the traditional five, GBL allows the inclusion of additional local track
parameters. We are using this method to allow for optimization of the track time
offset. The event time is determined by combining information from several sub-
detectors in a dedicated module, using information from all tracks in the event.
The time for track propagation in the detector is taken into account in the CDC
hit reconstruction. The track arrives (if it goes from IP) later into the outer
layers, and this delay is corrected in drift time estimation and subsequent drift
length and residual determination. If the track time relative to the event time
changes by Atg, the prediction in the only sensitive local u-coordinate of every
CDC hit ¢ on the track changes by

Au; = —8"0 46 Ato (11.31)

where v is the estimate of the drift velocity from the z — ¢ relation used to
reconstruct hit ¢, and s° is a sign factor determining whether the track passes on
the left or right side of the wire, which produced this hit.

174



Therefore an additional local derivative ;’A“ZO = —sWi is provided to the

GBL track model construction for each point with a CDC measurement, which
allows us to correct for this single parameter per each track (or decay) during the
alignment solution.

This correction is only included for drift times in the range (20,200) ns and
for drift velocity smaller than 1072 cm/ns. These cuts were determined in studies
of wire time calibration, and their primary purpose is to protect against poorly
described data entering the alignment procedure. However, a small dedicated
test did not reveal any impact on alignment parameters discussed in this thesis
when these cuts are removed, as bad data are generally rejected in Millepede 11
automatically.

11.6 Parametrization of Decays

Tracks originating from decays of unstable (or virtual) particles provide additional
knowledge about correlations of the emerging particles’ properties. Namely, we
know they must come from exactly the same point in space—the decay vertex.
If this decay vertex corresponds to the luminous region, its position (with its
uncertainty) can be introduced as a constraint. The coordinates of the IP can
even be added to the alignment parameters.

Furthermore, invariant mass formed from the momenta and energies of the
particles should match the mass of the primary particle (or invariant mass of
beams /s for di-muons). In the case of two-body decays, the originating tracks
must be back-to-back in the rest frame of the mother particle. This information
then could be exploited in alignment. However, the invariant mass is known
only when no significant initial-state (ISR) of final-state radiation (FSR) occurs.
If this is not the case, some four-momentum can be lost due to undetected (or
ignored) photons. Thus using the known invariant mass (or even primary four-
momentum) as a constraint might require dedicated studies to ensure no biases
are introduced. Another complication is the necessary CM frame transformation,
which itself utilizes quantities (like calibrated beam boost vector) that are only
known to limited precision and can be time-dependent.

To introduce kinematic constraints and possibly external measurements like
known invariant mass, we implemented the support for two-body decays of type
VO — f*f~, where the mother V° particle has mass M and the daughter particles
have mass m. As this feature is not used anywhere in this thesis nor data produc-
tion, we leave out the details of this topic. We just note that the set of common
parameters is w = (x,y, 2, P, Py, P2, 0, ¢, M)T, where z, y, z are coordinates of
the decay vertex, p,, py, p. is mother momentum (in laboratory frame) and 6 and
¢ are angles of the momenta of the daughters in the rest frame of the mother.
Four-momentum conservation then implies a decay model which correlates the
daughter momenta and vertices (x,y, 2, Py, Py, P-)+ in the laboratory frame to
w. We followed the formalism in Ref. [94] and used an analytical derivative of
the decay model. We, however, still deem two-body decay parametrization and
related features to be experimental.

The daughter particles’ trajectories need to be included in a single combined
GBL trajectory fit object to include correlations among the two tracks in the
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alignment problem, see Sec. [11.3] For that purpose, we have to define the vector
w of the parameters of the combined object and projections H |, ; for each daughter
trajectory.

Before the MillepedeCollector module (see Sec.[13.4), the candidate decay
particle list has to be created and fitted with a vertex fitter, followed by an update
of the daughter momenta and positions. After this vertex fit, the common vertex
(now exactly the same for both tracks) is known and can be used as a seed for
GBL reference trajectory propagation by inserting it as the first point of every
single trajectory. This is particularly important as the individual trajectories
typically start at the first PXD layer, which is at a larger radius than the beam
pipe, usually representing the major material contribution seen along the path of
the tracks. By starting from the common vertex, usually inside the beam pipe,
its material is then taken into account in each individual GBL trajectory.

We construct the local measurement system for each trajectory with axes
w = (Uy, Uy, u,)T, v = (Vy,0y,v,)T and a normal n at the point of the common
fitted vertex v'™ such that the normal coincides with the track direction. This
defines a local frame at each initial point.

In case only the geometric constraint for the common track origin is required,
the set of common parameters that fully defines the state of (for example) two
daughter tracks at the vertex is

W = (I’, Y, z, q/p(l)v u/(1)7 UEI)? q/p(2)7 u,(2)7 UE2))T7 (1132)

where z, y, and z are coordinates of the vertex, q/p(;) is curvature and u’(i) and
vzi) are track slopes at the vertex for daughter 7. The implementation allows for
an arbitrary number of daughters, but only two daughters have been used so far
in practice.

The projections from the common set of parameters to the local parameters
of each trajectory at the first point, defined in Eq. then require as input
the matrices

O(u,v)T
O, y, 2)T
for each first point of each trajectory, discussed further in Sec. [12.5] These are,
in fact, obtained from the transformations Ola/pw v’ uv)T regularly used in GEN-

6(x7y727pﬂi 7py7pz)T ’
FIT2 to convert track states between local and global frames.

(11.33)

11.7 Alignment Data Samples

A rich topology of tracks used for alignment is crucial to suppress possible weak
modes. Our alignment software framework supports a wide variety of inputs,
from simple and cosmic ray tracks to two-body decays with invariant mass or
even primary four-momentum constraint{} These have been implemented before
the first data with somewhat optimistic expectations on the machine luminosity.
In the future, some of the advanced features could become interesting but will
require more thorough testing. Instead, for practical reasons, the list of data
sample categories is limited to the following three basic ones:

7A preliminary version of the primary four-momentum constraint was implemented before
the new interface to the beam boost, and invariant mass calibration was introduced. So it will
require a minor update to be usable for real data.
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» cosmic tracks in a magnetic field,
« single tracks from IP or outside of IP (off-IP), and

o [P-constrained decays.

The three most important of them are illustrated with real recorded events using
the Belle II event display in Fig. [11.5]

Figure 11.5: Event display of a typical event from a hadron (left), di-muon (mid-
dle), and cosmic (right) skim recorded by the Belle II detector. The tracks are
fitted with GBL. The blue bars are TOP modules that enclose the CDC. The
CDC wires are not shown. The red spikes represent energy deposits in the ECL
crystals, and the green boxes are KLM hits.

Cosmic ray data without a magnetic field are not listed. This is usually a
primary alignment sample and was used a lot for alignment at the start of the
data-taking, see Chapter [[4] But tight schedules of the data-taking resulted in
a very limited amount of data without a magnetic field. Only a couple of hours
are usually devoted to taking this data at the start and end of each data-taking
period, i.e., four times a year. In addition, CDC calibration is not being derived
automatically for this data. Thus there is no recent data with a good calibration
to show in this section, and in turn, for the alignment itself.

The IP-constrained decays are entirely represented by ete™ — u*pu~ events.
These can only be used in later alignment stages when the detector is already well-
calibrated. Only then a reliable time-dependent IP calibration can be provided
to be used as a (possibly floating) constraint. Nevertheless, the di-muon events
are also used in the initial stages, only as single muon tracks.

Other single tracks are usually taken from a hadronic sample with multi-track
events. All tracks are used in this case. In addition, tracks originating outside of
the interaction (off-IP events) are mixed into the sample.

The basic data samples collected in specialized skims, and their MC equiv-
alents will be briefly described in the following subsections. The comparison to
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MC simulation is important as we want to do some alignment performance esti-
mates based on simulation studies. The aim is, however, not to match data and
simulation as close as possible. We even do not have an established simulation
for the off-IP events. But as long as the tracks are reconstructed correctly, more
information and track topologies should only improve the alignment. Thus, in
general, one should only check that MC covers at least the same phase space as
the data. A possible issue may be if one would, for example, assume that cosmic
tracks with a large dy are recorded, while, in fact, these would be absent, e.g.,
due to some trigger limitations. Then MC could possibly overestimate align-
ment performance. The general philosophy of all alignment performance studies
is to provide conservative estimates for physics analyses, with upper bounds on
possible systematics. Thus, richer topology (e.g., momentum spectrum for cos-
mic rays) in real data samples with respect to MC simulation is not an issue,
in contrast to physics analyses, where one naturally aims for as close data/MC
correspondence as possible.

11.7.1 Cosmic Ray Tracks

Cosmic ray muons traversing the detector are essential for a reliable alignment.
They connect opposite halves of the detector, in contrast to tracks coming from
the IP. Their momentum spectrum goes far beyond what is possible in collision
events which makes them insusceptible to multiple scattering. In addition, they
are not correlated to the IP position, cover a wide range of phase space, and in
general, break the symmetry of events from the IP. On the other hand, there are
practically no horizontal tracks in the underground experimental hall, and the
angular asymmetry of the cosmic rays can cause issues in the alignment (if not
combined with other samples).

In the early stages of data collection, cosmic ray data were recorded in be-
tween luminosity runs. Prior to this, cosmic rays were the only available data for
alignment. However, due to the erratic availability of these data, many concerns
arose. Since Autumn 2019, a dedicated cosmic trigger and corresponding skim
have been introduced. In this skim, the cosmic ray tracks recorded during the
collisions are preserved and separated for further calibration and analysis. This
ensures all alignment data is recorded at the same time and therefore has the
same misalignment.

The cosmic software trigger looks for events with exactly two reconstructed
charged tracks. For each track, the related ECL cluster energy F corresponding to
the photon hypothesis is accumulated. For each track, it requires p, > 0.5 GeV/c,
E <1 GeV (to suppress electrons that have a large energy deposit in the ECL),
and zg and dy in the region of a well understood magnetic field. With a condition

2o < 57 cm or |dy| > 26.5 cm (11.34)

the forward region near the beamline with the complex field of the QCS and the
compensating magnets is avoided. Finally, the two tracks must be matched in the
polar and azimuthal angles within two degrees. As the real data sample is still
contaminated by tracks from collisions, an additional requirement |z > 0.4 cm
is used beyond the skim requirements.
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Figure 11.6: Distributions of helix parameters dy, ¢o, p;, tan A and z, for the
cosmic ray simulation (blue) and cosmic data skim (red).

The initial reconstruction of cosmic ray tracks for trigger output calculation
on the HLT is provided by the standard reconstruction chain, and thus cosmic
particles are reconstructed as two separate tracks, split at the point of the closest
approach to the origin. For alignment, these tracks are always used as merged
and correctly oriented into a single list of hits, later used in the fits and for GBL
trajectory construction.

For MC simulations, two generators for cosmic ray events are available in
the Belle IT software packages. A more realistic and advanced CRY [95] gener-
ator was used for some studies, but it was generally not used for any alignment
tests because of its long-standing issues and complicated configuration. Instead,
a generator imported from Belle is generally used, which is more efficient and
sufficiently realistic for our purposes.

The helix parameters of the reconstructed merged cosmic tracks are compared
to the simulation in Fig. [11.6f The phase space observed in the data is well
covered by the MC simulation, although some very high momentum tracks are
missing. The most important feature for alignment is the very wide acceptance
of the triggers in zg and dy. On the other hand, the spectrum of angles is quite
limited. Note that the region with ¢y > 0 corresponds to tracks for which the
orientation becomes ambiguous as they do not come from top to bottom but
almost horizontally, entering and exiting primarily in the upper half of the CDC.
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11.7.2 Hadron Skim and Generic BB MC

A hadronic event candidate may be easily identified by the presence of many
charged tracks. In addition, a so-called Bhabha veto is imposed. The hadron
skim at Belle IT [96] contains ¢gg continuum, 77~ events, and BB events. It is
the baseline for most physics analyses. While this sample contains a lot of low
momentum tracks, which are generally not considered interesting for alignment,
there is a priori no reason to reject any correctly reconstructed and modeled
trajectory. For MC studies, we are only using generic BB events, which have,
on average, an even softer spectrum of particles from B meson decays. The
hadronic skim and our default MC to simulate it is compared in Fig. I1.7] As
we did not observe any issues on MC with the inclusion of the low-momentum
tracks, we do not impose any additional selections. In fact, in the initial stages
of the experiment, we simply used all reconstructed charged tracks. Later, it
became necessary to separate the events into individual skims to apply pre-scales
for processes with very high yields, like Bhabha scattering.
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Figure 11.7: Distributions of helix parameters dy, ¢g, p;, tan A and zy for the
generic BB simulation (blue) and hadron data skim (red).
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11.7.3 Off-IP Tracks

Tracks stemming from accelerator operations but not originating from the lumi-
nous region have many different sources and are in most cases only considered
to be a background. One example is beam-gas events, where the beam interacts
with residual gas molecules in the beam pipe. Another example is beam halos
that interact with the material of the beam pipe or regions further upstream or
downstream of the beamline. Also, secondary particles from such interactions
produce such off-IP tracks.
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Figure 11.8: Distributions of helix parameters p;, 29, dg, @9 and tan A for the
off-IP data skim.

Following the alignment philosophy to utilize as much (reliable) information
as possible, we include off-IP events into the alignment data sample, although no
definitive positive effect was ever observed. On the other hand, no tensions have
been found when this sample is added/removed. There is no readily available
simulation of the combination of such backgrounds that could be easily used. In
addition, also the data skim itself may be further optimized. The distributions of
helix parameters from this skim are shown in Fig.|[11.8] The software HLT decision
requires at least one track in the event to have > 3 SVD hits and > 20 CDC
hits and to satisfy |zp| > 2 cm. Currently, also criterion |dy| > 1 cm is included,
which is, however, not optimal and shall be removed.

Comparing Fig.[11.7and one can see a large overlap between the hadron
and off-IP skims (also seen in average high track multiplicity of the off-IP events),
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still mostly populated around the IP. In the future, this sample should be made
more orthogonal to the hadron sample. Note that in the 2, distribution, one can
identify so-called hot spots. These are special places where the beamline cross-
section is limited by structures providing detector shielding and beam collimation.
Secondary particles from these material interactions then shine into the detector.
These structures can be identified e.g. around zg ~ —120, —70,60 and 110 cm.

11.7.4 Di-muon Events

The process ete™ — ptp~, called di-muon or uu events, is an essential channel
for many calibrations with a clear experimental signature. In the preliminary
stages of the alignment, the two muon tracks are used individually, as usually, a
fine calibration of the IP is not yet available. In later alignment stages, the tracks
are combined into a single object to utilize the knowledge of their common origin
and its location and uncertainty in an IP-constrained fit.

Currently, the so-called tight di-muon skim is used for all alignment pro-
ductions. Its previous version was more efficient but significantly contaminated,
especially by electrons from Bhabha events, whose tracks pass through the gaps
between the barrel and the end-caps of the ECL and can thus mimic a di-muon
process [96]. The remnants of this problem can still be observed in the angu-
lar distributions of tracks from the di-muon sample, which are compared to MC
simulation in Fig. [I1.9 Note the peaks in tan\ at ~ 30° and ~ 130°, which
exactly correspond to the gaps, where the Bhabha (electron) veto is not efficient.
Because in the current alignment, only the geometric information is used, and no
kinematic assumptions are made on the two tracks, the small electron contami-
nation is not expected to cause any issues as the tracks still originate from the
primary luminous region.
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Figure 11.9: Distributions of helix parameters p;, ¢y and tan A for di-muon sim-
ulation (blue) and tight di-muon data skim (red).

For the di-muon skim, two tracks with |dg| < 2 c¢m, |29| < 4 cm, associated
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deposited ECL cluster energy F < 0.5 GeV, p; > 0.2 GeV/c and CM momentum
p* > 0.5 GeV/c are required. The total deposited ECL energy must be less than
2 GeV, and the polar and azimuthal angles of the two tracks in the CM frame
must match within 10°.

For MC, the KKMC generator is being used, and no further selections are
imposed on the reconstructed events as there is naturally no contamination from
other backgrounds like Bhabha events.

11.8 Selection of Hits and Tracks

Only limited pre-selection of hits and tracks is performed. For each hit in the
CDC, we require a converged DAF fit (see Sec with reasonable weights
assigned to left / right measurements by the standard reconstruction and remove
bad hits from tracks. We reject tracks with more than 80% of removed CDC hits.
To avoid region where the description of the magnetic field is not reliable, we only
accept cosmic ray tracks which satisfy zp < 57 cm or |dy| > 26.5 cm. Finally, we
only use tracks with goodness-of-fit p-value greater than 1 x 1075 for data (and
1 x 10~* for MC). No further selections are used. We rely on the internal outliers
down-weighting by Millepede II. With these conditions, about 1% (3%) of the
remaining tracks provided to Millepede II are rejected on MC (data).
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CHAPTER 12

Alignment Parametrization,
Derivatives, and Constraints

In this chapter, we properly define all alignment parameters and derive analytical
expressions for the derivatives of the residuals with respect to them, dr;;/0a, as
defined in Sec. [11.1} Following the Millepede II conventions, we call these global
derivatives; in contrast to the local derivatives of the residuum with respect to
the track model parameters, automatically provided from a constructed GBL
trajectory, discussed in Sec. [I1.3] At the end of this chapter, the linear equality
constraints on the global parameters will be discussed.

Although similar derivations can be found in literature [81} 74, 97], which had
been many times our inspiration, we are not aware of a fully consistent set of
results to which we could refer. The true value of the derivations in this chapter
is that most have been validated with simulations and real experiment data and
cross-checked with the software implementation.

12.1 Global and Local Frames

Any sensitive element records the best estimate of the track intersection position
in its natural local coordinate system, while the coordinates of, for example,
a pixel or strip used as input for track reconstruction are given in the global
reference frame. To translate from pixel or strip coordinates to a point in global
coordinates, one needs to know the position and orientation of the sensor itself.

If the local frame origin in the global frame is r¢ and the local frame is rotated
with respect to the global frame by rotation matrix R, a point in the global frame
7 can be obtained from the point in the local frame q as

r=Rqg+ 7 (12.1)

Figure 12.1: Transformation of a point with position vector q in the local reference
frame (left) to a point = in global reference (right) is performed by rotation in
the local frame by R (middle) followed by a shift of the local frame origin by rg.
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Figure 12.2: Definition of local frame axes u, v, w and rotations «, 3, 7.

as shown in Fig. [12.1] In fact, the transformation between the local and global
systems are so common that a unified interface is created for the VXD sensors,
which stores the combined transformations T'(R, rq) for each sensor.

In practice, the alignment consists of finding corrections to these transfor-
mations. These corrections are usually expressed in the local system, such that
under a rotation AR and ShiftE| Agq a point g changes to

q— q = ARq+ Agq. (12.2)
Consequently, in the global frame, the updated point from Eq. reads
r = r' = R(ARq + Aq) + 7. (12.3)

At this point, a proper definition of the rotation matrices, parametrized by
rotation angles, should be given. An important remark is that R and AR are
using different angle conventions. For R, used for geometry construction and
detector placements, Euler angles are used. At the alignment level, the actual
definition used to construct R is not relevant as we directly read these placement
matrices and extract the elements of the rotation matrix R, which are invariant
to angular conventions. Truly relevant are the alignment corrections AR, which
are using Tait-Brian angles. The angles are defined counter-clockwise, and the
(active) rotation (in a right-handed coordinate system) is performed by angle «
around the first axis, followed by rotation by angle § around the (new) second
axis, followed by rotation by angle « around the (new) third axis. Therefore

AR = R;(7)R:2(8)Ri(a), (12.4)
where
0 0 0 cosf 0 sinf
Ri(a) =0 cosa —sina|, Ry(f)= 0 0o 0 |,
0 sina cosa —sinf 0 cosf
(12.5)

cosy —siny 0
R;(y) =|siny cosy 0
0 0 0

If the local system is the same as the global system, R = 1 and rq = 0 and
the three axes are (1,2,3) = (z,y,2). One usually then denotes the angle v as

Tn the formalism in this section, AR and Ar do not need to be small.
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Figure 12.3: Global and local half-shell, ladder, and sensor frames in the VXD
hierarchy.

¢. We will use this notation later for the alignment of the CDC, where we do
not construct local alignment systems. In all other cases, we define the local
alignment frame with axes (1,2,3) = (u,v,w) and the respective rotation angles
as in Fig. [12.2] In the case of silicon sensors, the local system is naturally placed
with its origin at the sensor center. The v-coordinate is then chosen to point
along the long sensor side, i.e., in the global z-direction (for non-slanted sensors).

12.1.1 VXD Mechanical Hierarchy

In the real implementation of the geometry in ROOT [98] and GEANT4 [99],
the transformations by rotations, translations, and scales are expressed as one
combined matrix operation, which can be achieved formally by defining 4 x 4
transformation matrices of general homogeneous transformation T'(R,rg). The
advantage of this approach is that one can collect the chain of transformations
as matrix multiplications [100].

T(R, o) transforms the local sensor coordinate g to the global point r as

r=T(R,7)q, (12.6)

performing the same transformation as in Eq. . Originally only T'(R, 7o)
was needed for the reconstruction. For the purposes of alignment, we introduced
virtual intermediate local frames or hierarchy levels. These local frames directly
correspond to the geometry placementsﬂ of the VXD half-shells to the global
system T'spelisglobal, ladders into half-shell systems T'aqder—shen, and sensors into
ladders’ systems Tsensor—sladder- Lhe orientation of the local frames is depicted in
Fig. [12.3] Note that two 90° rotations are needed to transform from ladder to
sensor frame. Thus we decompose the full sensor transformation in Eq. as

T= Tshe11—> globalTladder—>shellTsensor—>ladder ( 12. 7)

and can determine corrections in the local systems of the three hierarchy levels,
updating the transformation matrices as

Tg_a — TB%AATB%A(ARB, A’I“B), (128)

2The geometry placements are using matrices T, chained to descend into deeper and
deeper levels of the geometry. We store their inverted counter-parts to revert the geometry
transformations and get hits in global coordinates.

187



linearized
track

Figure 12.4: Illustration of the geometric situation to formulate the vector equa-
tion for the residual r of a distorted measurement m/’ for a track with direction ¢
defined by the prediction p parameterized by the arc-length s. The normal to the
original (moved) measurement plane is denoted as n (n'), and the (new) residual
as r. The quantities in the figure are further described in the text.

where the transformation between each two levels A and B depends on the cor-
rections to rotations and shifts of the lower level B, denoted as ARg, Arg, with
B € {sensor, ladder, shell}.

12.2 Rigid Body Alignment

In this section, the alignment of shifts and rotations of rigid bodies in different
frames is discussed, and the corresponding formulas are derived for global deriva-
tives. This covers all alignment parameters, except sensor deformations, reviewed
in the next section.

12.2.1 Residual for a Displaced Measurement

For a small displacement vector Ad and small rotation matrix AR applied to a
rigid body, a measured point m at some original plane with normal n moves to
point m’ as

m—m' = ARm + Ad. (12.9)

The direction of the normal vector is rotated as n — n/ = ARn. To make
the situation simpler, let us assume the initial track-to-hit residual of the hit is
zero (we will be interested only in differences) and the track with unit direction
vector t described by prediction p(s), linearized at the original intersection with
the plane is expressed as

p(s) =m + st (12.10)

such that p(0) = m. The situation is depicted in Fig. [12.4 With the new,
displaced plane, the track has to be propagated to s = As such that the new
residual

r=m' — p(As) (12.11)
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lies in the new plane (is perpendicular to n’). By construction, solving
0= (m’'—p(As))-n’ (12.12)

for As, one obtains the expression for the residual on the displaced plane

(m’—m)-n’

t-n

r=m'—m — t. (12.13)

The residual depends on the small displacement through both m’ (depending on
rotations and shifts) and n’ (depending only on rotations). One can check that
by replacing n’ with n, we neglect only terms of second order in the small pa-
rametersﬂ Thus, in the small misalignment approximation, the residual depends
on the displacement only through m’ as

or tln

v

where ¢, 7 = 1,2, 3. This 3 x 3 matrix will become useful for the following sections.

12.2.2 Alignment in Local Frame

A special case arises when the alignment parameters influencing a measurement
are expressed in the same local frame as the local track frame constructed at
the measurement. We use this convenient parameterization for planar detectors.
The local system and definition of rotation angles are shown in Fig. and Eqs.
24, 123

The track direction in the local coordinates is t = (u/,v',1)7/v/1 + u/? + v'?,
where ' = 9% = tant and v = j—; = tan (. With a normal n = (0,0,1)T, the

dw
expression [12.14] evaluates to

1 0 —u
—lo1 —v|. (12.15)
om 00 0

For small rotation angles Aa, AB, Ay and small displacement vector
(Au, Av, Aw)T in the local frame, Eq. can be explicitly written using local
coordinates for m = (u,v,0)T as

1 =Ay Ap u Au

m = | Ay 1 —Aal|v]|+|Av]. (12.16)
—ApB A« 1 0 Aw

For a vector of alignment parameters a = (Au, Av, Aw, Aa, A, Ay)T, one gets

- 1000 0 —wv
2 = (0100 0wl (12.17)
a 001 v —u 0

3AR =1+ o(small angles).
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which is combined with Eq. [12.15| using the chain rule to obtain an expression for

the global derivative of the local residual r = (ry,r,, 7, = 0)T as % = or om'

om' da *
Therefore the matrix of global derivatives explicitly reads
01y, )7 1 0 —u —uv vu —v
= / / / . (12.18)
O(Au, Av, Aw, Aa, A, Ay)T 01 = —vv vu w

The (omitted) last row Or,/0da of the matrix is identically zero, as the local
w-residual r,, is zero for a planar measurement.

12.2.3 Alignment in Local Hierarchy Frames

The global derivatives for the parameters at the different hierarchy levels are
discussed in this section. If the hierarchy levels Ly, Ly ... Ly are organized as

global frame <— Lj < Ly < ... < Ly(sensitive elements) (12.19)

one can obtain the transformation between rigid body parameters
as = (Au, Av, Aw, Aa, A, Av)Yy and ag = (Au, Av, Aw, Aa, AB, Av)] of any
two levels Ly and Lp (A < B) using 6 X 6 matrices derived in Appendix D}

Oax R DR dag R" —R'D
8aB<0 R) aaA<0 RT ) (12.20)
where the R is the rotation matrix of the local system of the level B with respect
to the level A. The matrix D is defined as

0 =z -y
D=|-—2 0 = (12.21)
y —x 0

where (z,y,2)T = 7¢ is the center of the B frame in coordinates of the level A,
such that the local-to-‘global’ (lower-to-upper; B — A) transformation equivalent
to Eq. of a local point q in the frame B to point r in the frame A goes as
r = Rq + ro. The necessary rotation matrix and position is extracted from
the stored geometry transformations T'(R,rg), which include sum of previous
alignment corrections, as in Eq. [12.§

While our implementation allows for arbitrary hierarchy (recursively traversed),
only N = 3 hierarchy levels with L; = shell, L, = ladder and L3 = sensor are
implemented for the VXD geometry. The desired global derivatives are obtained
using the chain rule, which for the half-shells evaluates to

8(Tu7 rv)T o 8(Tu, T’U)T aa’sensor 8a/ladder

= , 12.22
8a'shell aa’sensor aa’ladder aa’shell ( )
where 88(;:;::3: = 3Gn AU?XSZZ’E aga;r as defined in Eq. [12.18  Similarly, for
ladders, we have
8(7‘167 T’U)T . 8(ru7 T’U)T a(1’SeHSOI' (12 23)

aafladder aa'sensor 8afladder
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Therefore, if ladders and half-shells are aligned together with the sensors, the
matrix of global derivatives for each planar measurement will have 6 +6 46 = 18
columns and 2 rows:

a(ru,rv)T:<0(ru,rv)T O(Tu, )7 8(ru,rv)T>

8(1, 8asensor aa’ladder aafshell

(12.24)

For the case of only one-dimensional measurement available from any SVD hit,
only the corresponding row is effectively used.

One can also exclude a hierarchy level from the alignment. In particular, one
can align only half-shells together with the sensors. In such case, the sensors are
(virtually) placed directly into the half-shells, and the necessary transformation
is obtained by multiplying the matrices in the chain:

8a'sensor o aa'sensor 8aladder (12 25)
aa'shell aa'ladder aashell

It should be noted that by introducing the additional alignment degrees of
freedom for ladders and half-shells, one has to include a set of linear equality
constraints. For example, any movement of a ladder can be canceled by an op-
posite coherent movement of all sensors in the ladder. So, two sets of parameters
correspond to the same alignment configuration. Obviously, this makes the prob-
lem underdetermined. To resolve this issue, one has to fix the average movement
of the sensors in every ladder such that all correlated movements are absorbed
only in the ladder parameters. We discuss the necessary constraints in Sec. [12.6.1]

12.2.4 Alignment in Global Frame

For alignment in the global reference frame, the measurement is expressed as
m = (z,y,2)7. The alignment parameters a = (Ax, Ay, Az, Ao, AS, Ay)T are
directly the shifts and rotations in the global coordinate system. The distorted
measurement from Eq. evaluates to

1 =Ay Ap x Ax
m =| Ay 1 —“Aally|+|Ay (12.26)
-ApB A« 1 z Az

and its derivative with respect to the alignment parameters is

m 100 0 =z -—y
=010 —2 0 =z|. (12.27)
001 »y —xz O

While the alignment parameters are expressed in the global system, the align-
ment input is the change of the local residual v, = (r,,r,,7,)7 defined in the
local track frame at the measurement. If the residual in the global coordi-
nates is r = (r,,7,,7,)7, it can be projected to a local frame with unit axes
U = (Ug, Uy, us)T, ¥ = (Vy,0,,v,)7T and normal n = w = (w,, w,, w,)7, where

[lull = [Jv]| = [Jw]| = 1. One has r, =7, r,=7r-v, ry =7 w and thus
9 Up Uy U,
87” = | Vz Uy Uy | = R'. (1228)
r

Wy Wy W,



The desired derivatives of the local residual with respect to the alignment param-
eters in the global reference frame are obtained using the chain rule as

O(Tuy Ty Tw)T _Orp _ Or Or om/’
O(Az, Ay, Az, Aa, AB,AY)T  da  Or Om’ Oa’

(12.29)

where for 2% one should use Eq. [12.14, We will need only some elements of this

om
matrix of derivatives for the alignment of CDC wires and layers.

An equivalent expression can be obtained using the previous result for align-
ment in the local frame 0r;/0ajoca from Eq. [12.18] and the global-to-local rigid

body parameter transformation O@ica1/Oagiobal:

ory . ory dajgcal

— = 12.
da Qlocal aa’global ’ ( 30)
where
aplocal (RT - RTD)
= 12.31
apglobal 0 R ( )

is defined in Sec. [12.2.3| (using A = global, B = local frame) and the rotation
matrix RT is in fact the transformation matrix from Eq. [12.28] already silently
denoted above.

12.3 Sensor Surface Deformations

The brief history of alignment of the surface deformations of the silicon sensors is
discussed in Chapter [14 The main message is that, in reality, the silicon sensors
are not flat but deformed at a similar scale as the thickness of the sensors—about
50 pm for PXD and sometimes over 300 um for SVD sensors. Neglecting this fact
in the reconstruction and alignment can lead to significant degradation of the
sensor resolution.

We parametrize each silicon sensor surface by two-dimensional Legendre poly-
nomials up to the fourth order. The one-dimensional Legendre polynomials of
interest, shown in Fig. [I12.5] are defined as

Lo(z) =1
Li(z) ==z
Lo(z) = ~(322 — 1)
? 2 (12.32)
Ls(z) = 5(5$3 — 3z)
Ly(z) = ;(35"”4 — 3027 + 3).

They are orthogonal in the interval x € [—1,1]. The orthogonality is impor-
tant for properly separating the different degrees and can be guaranteed in 2D
mathematically if the sensor is illuminated uniformly in at least one of the two
coordinates.
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Figure 12.5: Legendre polynomials up to fourth order.

At each point with local coordinates (u,v) on the sensor, we define the nor-
malized, relative sensor coordinates as
u" = 2u/W
v =2v/L,
where W is the width and L is the length of the sensor. At each point, the local
w-coordinate (w = 0 for a flat sensor) is then generally given as

(12.33)

2D pimjgLizi (") Li(0"), (12.34)
i=2 j=0
where n is the order of the parametrization. This expression evaluates explicitly
for the third order to
w(u",v") = paoLa(u”) + pr1La(u”) L (v") + poaLa(v")
+ p3oLs(u”) + por Lo(u") Li(v") + praLlai(u”") La(v") + posLs(v")
+ paoLa(u”) + pa1 La(u") L1(v") + pagLa(u”) La(v") + przLa(u”) Lz(v")
+ posLa(v"),
(12.35)
where the 3-+4+5 parameters p;; are the coefficients of the surface decomposition
into the Legendre base, shown in Fig.[12.6, and correspond to the actual alignment
parameters.

In the simulation, track finding, and extrapolation, the sensors are assumed
to be flat. To reduce the measurement residual, we shift the local measurement
coordinates during the GENFIT2 measurement construction using a simple ge-
ometric correction. The situation is depicted for the u-dimension in Fig. [12.7]
This approximate method assumes that

o the track curvature can be neglected, and

o the change of the length of the sensor due to the deformation can be ne-
glected, in the sense that the point H in Fig. can be identified with the
local coordinate uy on a theoretically un-deformed sensor by simply moving
it along w.
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Figure 12.6: Base 2D Legendre polynomials corresponding to the decomposition
coefficients and alignment parameters p;;. The rows show from top to bottom
quadratic, cubic, and quartic deformations.

At the aligned flat sensor surface, the track is locally parametrized with pa-
rameters (;1), j—g), 3—5, Up, Up), where the purpose of the subscript in w,, v, is to dif-
ferentiate the estimates from the track prediction and from the actual local hit
coordinates (up,vy). For SVD hits with only one coordinate measured, the pre-
diction from the track is used instead of the hit coordinate. The angles of the
track with respect to the (flat) sensor surface j—g = tan, j—; = tan ¢ can be used

to correct the local hit positions to first order as

up, = up, = up, + w(uy, vp) tan (12.36)
vp — Uy, = Up + w(up, vp) tan ¢, '

where the superscript r denotes the relative normalized local coordinates.

From the above Eqs. [12.35] and [12.36], the derivatives of the corrected track-
to-hit residual vector r = (r, = uj, — u,, 7, = v, —v,)7T with respect to any of the

surface alignment parameters p;; is

Oru, m)T _ (Li(UZ)Lj(UZ)tam/’> _ (12.37)
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Figure 12.7: A charged track (green) crosses the real deformed sensor surface
(red) and creates a nearby hit at point H, with local u-coordinate u;. The track
prediction on the assumed flat sensor surface (blue) has coordinate u,. By shifting
up, — uj,, the track-to-hit residual can be reduced using the track incidence angle
) and the local sensor deformation at the hit position w(u}, v} ), using normalized
relative coordinates, i.e. uj = 2u, /W, where W is the width of the sensor.

12.4 CDC Layers and Wires

In the CDC, the sensitive elements are the ~ 14 x 10® sense wires. The wires
are, to a good approximation, straight-line segmentﬁ. These are defined by
two three-dimensional points—one at each wire end at the respective backward
or forward CDC end-plate. The results of mechanical surveys of the chamber
during construction and installation [21] are used for the initial positions of the
wires as displacements (see Sec. . For each wire, the displaced end-point
positions are denoted (z7, vy, 2;) and (2%, y$, 2}) below.

For the purposes of the CDC alignment, we introduced additional degrees
of freedom to describe alignment corrections for a higher level of mechanical
structures: the layers. Each layer has six alignment parameters
(Axy, Ayp, Ay, Axp_p, Ayr_p, Ads_p). The three former are general shifts and
rotation of the layers at the backward end-plate; the three latter are the differences
between the forward and backward end-plate shifts and rotations.

The alignment corrections for the individual wires are applied on top of dis-
placements and layer alignment corrections. The track-based alignment cannot be
performed for the wire z—positionsﬂ and thus there are four alignment parameters
per each wire: (Axy, Ay, Ax¥, Ay¥).

The layer rotation is performed before shifts due to layer and wire alignment,

4The wire tensions were measured after CDC construction to estimate the effect of gravita-
tional wire sagging in the reconstruction, where for the final estimate, the wire is parametrized
as a parabola.

At least not with this basic method. In general, the resolution in z-direction is for CDC
worse than mechanical survey precisions, and thus the wire z-positions should be fixed to the
best knowledge from the survey.
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Figure 12.8: CDC layer and wire alignment parameters. The aligned wire (ma-
genta) is obtained from the initial (nominal + displacement) wire and layer po-
sitions (gray) after application of shifts and rotations due to the layer alignment
parameters (Axy, Ay, Ay, Axp_p, Ays_p, Ads_y), followed by application of the
wire shift parameters (Axy’, Ay, Axy, Ay¥) for each wire-end on the backward
(left) and forward (right) CDC end-plate.

such that wires are rotated in-layer and not around the origin, although the
difference is fully negligible for small layer rotations and shifts. To be explicit,
the aligned wire end positions (x, ys, 2, 2, Yy, 2¢) are defined aﬂ:

Ty = —l—xg cos Ay, — Z/z? sin A¢p + Axy, + Axy
Yy =+ sin Ay, + yp cos Agy + Ay, + Ay

2y = +Z£

Tp= —I—x(} cos(A¢y + Agyr_p) — y?f sin(Agy + Adyp) + Azy + Axy oy, + Az

Yy = +.T? Sil’l(A(ﬁb + A(ﬁf,b) + y?c COS(A¢b + A(ﬁf,b) + Ayb + Ayf,b + Ay}u

Zp = —I—Z?c

(12.38)

In the track parametrization at a given wire hit, the local coordinate system
is constructed as depicted in Fig. [I11.1} Thus the wires are not aligned in the
same coordinate system as the one used for the local parametrization, unlike
planar sensors. The local track frame is constructed at each wire hit such that
the local (insensitive) v-coordinate points from backward to forward wire-end
and the normal points along the track direction. Therefore the (only) sensitive
coordinate is u.

For the vector (Axy, Ayy, App, Az sy, Ays_p, Aps_)T of layer alignment pa-
rameters, the first three affect the residual equivalently on the backward and
forward end-plate. The influence of the latter three parameters is proportional to

®Note that the angles Agy, Ags_p, are by mistake defined clock-wise in the software, same as
rigid body angles. This wrong sign is then compensated by a wrong sign of the global derivatives
with respect to rotations. The same sign flip is also present for VXD alignment. However, this
non-standard definition (which gets applied after reading constants from payloads) has been
kept for several years for backward compatibility. One must keep this in mind when manually
interpreting the raw parameter values in the alignment payloads.
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the relative z-position of the hit. Therefore, using the elements of the full general
matrix of derivatives %—’; from Eq. |12.29] the derivative of the local u-residual can
be written as

or.,
O(Azy, Ayp, Ady, Ay, Ayp_p, Adyp)T

_ (Ory Ory Ory P Ory ST Ory P Ory
— \0Axz 0OAy OA~y O0Azx 0Ay OAy

(12.39)
where 2" € [0, 1] is the relative normalized z-coordinate of the hit with z-prediction
zp from the track, defined as

Zp — 2
P (12.40)

Zf — Zb
with z;, and zy being the backward and forward wire-end z-position, respectively.
For the vector (Azy’, Ayy’, Ax¥, Ayy)T of the wire alignment parameters, we
align directly the shifts at both wire-ends. Thus similarly to the layers, the

derivatives of the local u-residual for the wire alignment are

or.,
O(Azy, Ayy, Axy, Ayy)T

= (-2NF (-G 5 74

(12.41)
where 2" is defined in Eq.

When wires are aligned together with layers, the additional degrees of freedom
introduced for layer alignment will result in a singular problem, as one can, for
example, compensate layer rotation by an equivalent coherent rotation of the
wires in the layer. Thus, similarly to the VXD alignment hierarchy, a set of basic
wire constraints needs to be introduced, which will be discussed in Sec. [12.6.3]

12.5 1IP Position Alignment

The TP position measured previously from many tracks can (together with its co-
variance) provide an additional strong constraint to the alignment problem. But
this position is itself correlated to the alignment, and thus it might be necessary
to determine corrections also for the IP position in the alignment procedure.

An initial estimate of the IP position b = (b,, b, b,)T and the reconstructed
prediction of a common vertex vV = (v}, vy, vy*)T of (usually two) tracks
form a global 3D measurement residual defined as

r=>b—v"™ (12.42)

We construct the local measurement system for each track with unit axes u =
(Ugy Uy, uz)T, © = (Vg, vy, v,)T and a normal n at the point of the vertex vV*™ such
that the normal coincides with the track direction. The residual in the global
system r = (z,y,2)T can be projected to the local system ¢ = (u = r - u,v =
r-v,w = 0)T using the following matrix

o T
po QWO _ fueuy us) (12.43)
8(55, y7 Z)T Vg ’Uy Uy
The local residual is determined as
(ry,r,))T=Pr (12.44)
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and its global derivatives with respect to the beam spot (IP) alignment parameters

(Aby, Aby, Ab,)T are

O(ry, )T
(Db, Aby, Ab.)T (12.45)

In addition, the local external measurement (2D) covariance is
Viruryr = P VP, (12.46)

where V', is the (3D) IP position covariance matrix in the global coordinates.
This is a completely external input, which must be provided by an estimatd| of
the size of the luminous region ellipsoid and its exact orientation in space.

12.6 Alignment Constraints

In this section, the linear equality constraints on the alignment parameters, in-
troduced in Sec. [11.1.4] are discussed. The constraints basically fall into three
categories:

 Trivial (or basic) constraints remove additional degrees of freedom intro-
duced for alignment of high-level structures. These constraints become
necessary for VXD if ladders and/or half-shells are aligned together with
the sensors and for the CDC if wires are aligned together with the layers.

» Reference constraints define the global reference frame and remove the basic
six undefined degrees of freedom that describe coherent movements of the
whole tracking system. Most of the constraints on the parameters of the
CDC layers fall into this category, as we decided to use the CDC to define
the Belle II alignment reference frame.

e Special constraints remove weakly defined degrees of freedom, which the
alignment procedure cannot sufficiently constrain. In this category, we have
a constraint on the twist of the CDC and various types of constraints on
the parameters of CDC wires, mainly fixing their radial movements.

12.6.1 VXD Constraints

The constraints removing the additional degrees of freedom for alignment of lad-
ders and half-shells can be retrieved from the hierarchy of geometry transfor-
mations. We have already discussed how the rigid-body alignment parameters
of consecutive hierarchy levels are related. A change in a higher-level A will
propagate to all daughter elements of a lower-level B as

da
ACI,B = ﬁAaA. (1247)

7At least a preliminary estimate is needed to assign reasonable weights to the external IP
position measurement (via its uncertainty).
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One can invert this relation and extract the coherent part of translations and
rotation of lower-level structures by simplyﬁ taking an average over all elements
B which belong to A as:

1 N 8aA
Aap = — —Aag. (12.48)
N BeA dag

Such correlated movements must be removed from the solution as we already
represent them by the parameters aa Thus the six constraints that remove the
redundant degrees of freedom of the higher level A will read

Z —(Au, Av, Aw, Aa, A, Avy); = 0. (12.49)

These constraints are generated automatically from the known structure of the
hierarchy and stored transformation matrices %, %. Therefore if both ladders
and half-shells are aligned with the sensors, there will be six constraints for each
half-shell fixing the ladders inside the half-shells. There will be six constraints

needed for each ladder, fixing the average movements of sensors in the ladder.

12.6.2 CDC Layer Constraints

In this section, we will mainly discuss the method of fixing CDC as a rigid body in
space. For this, coherent movements have to be extracted from the combinations
of alignment parameters and set to zero. To fix movements along x and y and
rotation in the x — y plane, one needs the following three constraints:

o Aux,-constraint (shift along z):

55
> Az =0 (12.50)
1=0

o Ay,-constraint (shift along y):
55
> Ay =0 (12.51)

=0

« Agy-constraint (rotation in x — y plane, angle ¢ or ):

55
Y A =0 (12.52)
=0

8This is simple only to first order as rotation and translation generally do not commute.
One can, however, iterate this relation by back-propagating higher-level updates to lower-level
structures using Eq. [12.47 One may even need to update the linearized transformations
between the local systems for substantial shifts and rotations. In practice, we have needed only
a couple of iterations with the former approach so far.
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Figure 12.9: Left: reconstruction of the z-coordinate from stereo and axial hit
pattern at z = 0 projection in the CDC [8§]. Right: schematic projection of axial
wires and wires with a stereo angle (top right) and how the apparent crossing
point of stereo and axial wires (assumed in reconstruction) moves with changing
alignment parameter A¢g, (bottom right), controlling coherent layer rotation at
both end-plates.

Similarly, the rotation around angles o and 7] can be fixed by constraining
the average difference of the relative shifts in y and x between the backward and
forward end-plate. In terms of the already introduced alignment parameters, this
evaluates to:

« Ays_p-constraint (rotation in y — 2z plane, angle a):

55

Y Ayppi=0 (12.53)

=0

o Az _j,-constraint (rotation in z — 2z plane, angle j3):

55

S Azyy; =0 (12.54)

=0

Note that all these constraints could be removed if, for example, a fixed VXD
could be used as an alignment reference. Similarly, if, for example, a fixed 1P
position is introduced as an alignment constraint through IP-constrained decays,
one could remove constraints for shifts in z, y, and z (discussed in the follow-
ing subsection). These variations amount to different definitions of alignment
reference frames.

Z-Offset Constraint

So far, we have only provided constraints that fix the CDC movements as a
rigid body in five parameters. To understand the method to constrain effective
movement in the z-coordinate, it is best to see how the local approximate z-
position of a track can be inferred from the hit pattern in alternating axial and
stereo layers, as sketched in Fig. (left). The stereo hits appear as shifted

9These rotation angles are defined to be around the center of the coordinate system, while the
layer alignment parameters Az ¢_y, Ays_p rather correspond to rotations around the backward
side at negative z and thus amount to a combined rotation and shift (of the CDC center of
mass), which are both unwanted.
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because the track hits different stereo wires along its path. Thus the z-coordinate
of a track can be locally estimated from the shift of axial wire hits in the projection
at z = 0. If a continuous hit pattern is left, the track is close to vertical (tan A ~ 0)
and with zg ~ 0. Only tracks that are passing near the crossing points of stereo
and axial wires, as sketched in Fig. (top right), will leave the hit pattern
undisturbed. In the design geometry, this crossing point occurs for all wires at
z=0.

By inducing a specific rotation pattern to the axial layers, one can syn-
chronously move the crossing points in z by Az. The rotation must occur by
the same amount at both end-plates and thus is related to the layer alignment
parameter A¢,. Consider such a small rotation by A¢, in a specific axial layer
with stereo angle ¢gereo and radius R. As sketched in Fig. (bottom right),
the shift of the crossing point is related to the layer alignment as

Az = RA¢y tan(@sierco) - (12.55)

The same Az must be produced in all stereo layerﬂ. In that case, the total effect
is an effective shift of the center of the CDC in the z-coordinate. If we wish to
remove the combination of alignment parameters resulting in such CDC shifts in
z, we have to introduce the following z-offset constraint:

55
Z Rl tan(¢stereo,l)A¢b,l =0 (1256)

=0

to which actually only the stereo layers contribute as ¢gereo = 0 for axial layers.

Twist Constraint

This last constraint for the CDC layers belongs to the special category and may
not be needed if the track sample contains the necessary information to prevent
momentum biases for oppositely charged tracks. A simple set of tracks from
the IP will not provide such a constraint, and the CDC could be easily twisted
(backward and forward end-plate rotated relative to each other), changing the
momenta of the reconstructed tracks as a function of the polar angle and charge.

Such a kind of twist deformation can be removed from the spectrum of possible
alignment solutions by introducing the twist constraint:

55
> A¢pp = 0. (12.57)
=0

12.6.3 CDC Wire Constraints

The main set of constraints involving alignment parameters of the wires

(Axy, Ayy', Az, Ay¥) is needed when wires are aligned together with the layers.
As we introduced the additional layer alignment parameters describing correlated
wires shifts and rotations, these movements at the wire level have to be removed
from the alignment solution. The correlated wire shifts are removed by two

00therwise, the tracks would not be smooth.
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constraints at each end-plate per every layer L:

backward: »  Azp. =0 (z-shift), > Ay =0 (y-shift),

wire€ L wire€ L
forward: Y Az} . =0 (z-shift), > Ayf.=0 (y-shift),
wire€ L wirec L

(12.58)
To remove average rotations of wires in the layers, the vector of wire alignment
parameters (Am?’/b,Ay}U/b)T has to be projected to the R — ¢ coordinate using
wire angle ¢y wire = ataN2(Yy)f yires T/ fire) at the respective end-plates. This
results in two additional constraints per layer:

backward: Z — sin(qﬁere)Axb wire T cos(qﬁsvire)Aygjwire =0 (¢-rotation),

wiree L

forward: » — sin(gf)ere)Axf wire T COS(Clere)Ayf,wm =0 (¢-rotation),
wire€ L
(12.59)

Radial Constraints

The radial constraints belong to the category of special constraints, as it is gen-
erally very difficult to align the wires in the radial coordinate. A typical physics
track moves in an approximately radial direction, and thus by construction, the
residuals of the wire measurements do not depend on the radial shift of the wires.
We will study the impact of the absence of any radial constraints in the full align-
ment with wires in Chapter [16] Let us here only summarize the different types
of radial constraints one may introduce.

Similarly to removing rotations of wires in layers, one can project the ere
alignment parameters to the radial direction. Using again the wire angle qﬁwwe =
atan2(yp /£ wire> ) ) .wire) 8t the respective end-plates, we define radial constraint
for a set of wires X at backward (b) or forward (f) side as:

Crad<X Slde Z + COS \Sz\ii“ee Am81de ,wire + Sin(gbfhif(iiri)Ay:i)de,wire (1260)

wiree X

Using this notation, we can define a set of two layer radius constraints for
some layer L

C™d(layer L;b) =0

12.61
C™d(layer L; f) =0 ( )

or for more layers (two constraints per each layer). We also define CDC radius
constraints, fixing the average change of the CDC radius at both sides. In such
case, the sums run over all wires in the CDC:

Cd(CDC; b) = 0

C™(CDCs ) — 0 (12.62)

One last version of radial constraints is discussed in the next subsection, where
we split layers into hemispheres.
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Hemisphere Constraints

The last, truly special constraints have been introduced to directly suppress an
observed weak mode in the full alignment with wires (see Chapter [16]). These are,
in fact, variations on the already presented hierarchy constraints fixing average
rotations of wires and average radial movement of wires in a layer. Instead of
fixing the average over all wires in the layer, the wires are split into hemispheres,
for the rotations to left and right and for radial shifts to the upper and lower
hemispheres. Obviously, if such constraints are introduced for a layer L, the pre-
vious constraints for the averages over the whole layer are automatically fulfilled
and thus must be removed if the hemisphere constraints are used.

Using the notation from previous sections, let us first define circular con-
straint for a set of wires X as:

CCH(X; Side) = Z - SiIl( \stlliz)Ax:i]de,wire + COS( \s;/?r(z)Ay:i]de,wire (]_263)

wire€ X

and using the definition of the radial constraint in Eq. we define a set of
eight hemisphere constraints for a layer L:
Cr ({wire € L, cos(¢’;,.) <0}; b) =0
C ({wire € L, cos(¢l;e) <0} f) =0
Cr ({wire € L, cos(¢’,.) >0}; b) =0
Cr ({wire € L, cos(¢l) > 0}; f) =0
(12.64)
Crd({wire € L, sin(¢’,.) <0}; b) =0
Crd({wire € L, sin(¢®,.) <0}; f)=0
Crd({wire € L, sin(¢l,.) > 0}; b) =0
Cd({wire € L, sin(¢L,.) > 0}; f)=0.
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CHAPTER 13

Alignment Software

In this chapter, the alignment method will be described in terms of the soft-
ware implementation. This topic will be discussed only briefly, without aiming
to provide any actual documentation. Just one code example will demonstrate
the user interface to the alignment. However, the importance of this topic should
not be underestimated. In fact, any serious experimental physics work nowadays
requires a lot of time spent on software development. After implementing all the
concepts presented in the previous sections, extensive testing and validation on
simulations and later real data were required. For this work to be practically
useful for physics, it cannot be done separately but needs to be fully integrated
into the complete workflow of the experiment and automated. The author was
the leading alignment developer since the first lines of code, with occasional con-
tributions from other collaboration members.

The Belle II core software framework will be introduced in the following sec-
tions. Its most crucial part for the alignment, the track finding, and reconstruc-
tion, will be described briefly. As the alignment is only one of many detector
calibrations, the general framework for automating all calibration tasks will be
introduced before describing the actual alignment software.

In addition, alignment validation and misalignment will be included in this
chapter. These are slightly less software-oriented topics but had to be imple-
mented along with the alignment procedure itself to exercise it on simulations,
validate its results with MC or real data or estimate its related systematic effects
for physics analyses.

13.1 Belle II Software Framework

The Belle II Analysis Software Framework (basf2) [101] provides a foundation for
practically all software-related tasks of the Belle II experiment, from GEANT4
[99] simulation and detector response modeling (digitization) to reconstruction
and physics analysis. It has a modular design, and its core features are written
in compiled C++ (C++17 standard). The user interfaces and many additional
functionalities use Python code with bindings to the compiled layer. The basf2
is divided into external software, utility tools, and more than 30 packages with
experiment-related code. Millepede II is part of the external software provided
with the framework.

The main task of HEP frameworks is efficient event-level processing, where
large amounts of experimental data are split into individual triggered events,
which need to be simulated, reconstructed, calibrated, and analyzed. In the
event loop, the building blocks providing well-defined tasks, called modules, are
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executed in the order given by the user. This order does not need to be strictly
linear. The user puts the modules in a path, and depending on an optional return
value of any of the modules; this path can be split such that some modules
are executed only conditionally. This is illustrated in Fig. [13.1. The modules
exchange mutable data via a DataStore based on ROOT I/O functionalities
providing object persistence, streaming, and storage.

basf2.Module basf2.Path
\ e

[ Data Flow

/‘-HH E HE_ H_’ k%(Kill

basf2.Module conditions

> DBStore: anditions Qata

; Execution flow ‘¥ ¥
T T T T T T
Module Module Module Module
#1 4, #2 4, #3 4, #4 4.\
Path T A A A

Figure 13.1: Schema of basf2 paths with modules and conditional branches (top)
and interaction of modules with the common DataStore and conditions database
(bottom).

In addition to event data, the processing also needs many other inputs, which
may depend on time and conditions during the experiment operation. This condi-
tion data is stored in a database. The database directly stores the C++ objects
with the conditions, like calibration or alignment constants, called payloads.
Each such payload is assigned an Interval of Validity (IOV), which defines the
range of experiment and run numbers where it is supposed to be valid. The set of
IOVs and payloads are accumulated for all possible condition types in a global
tag. FEach global tag (GT) has a unique identifier. Global tags can be chained
together such that if no valid payload is found in the GT with the highest priority,
other GTs are searched for a valid set of calibration constants.

A standard reconstruction path in the current production has over 100 mod-
ules. In the next section, we will discuss only the most relevant part for the
alignment: hit and track reconstruction in the CDC and VXD. Naturally, the
reconstruction continues to the outer detectors and is also performed for other

particles, which do not leave any signal in the tracking detectors, like photons in
the ECL or K? mesons in the KLM.
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13.2 Belle II Track-Finding and Tracking

To even start any alignment studies, one needs to find the particle trajectories in
the reconstructed hit patterns. The process of track finding follows after initial
unpacking (or simulation of particle propagation and detector response on MC)
and preliminary hit level processing, like masking of hot channels and clustering,
all provided by the respective modules from the sub-detector packages. The
tracking chain [8§] is highly modular. Its simplified schema is shown in Fig.[13.2

13.2.1 Tracking Inputs

The PXD hits, which enter the full tracking chain, are determined by Regions
of Interest (ROI), provided by the HLT with preliminary tracking without the
PXD. The neighboring individual pixel hits with a charge above a given threshold
are merged into clusters. The charge of the cluster and the best estimate of the
particle intersection with the sensors are provided to the tracking.

In the SVD hit reconstruction, a similar clustering procedure is employed at
the strip level, where the additional time and signal wave-form information can
be utilized to improve signal and off-time beam background discrimination.

In the CDC hit reconstruction, the front-end electronics providing analog
signal digitization with a time resolution of ~ 1 ns is used to measure the delay
from the trigger signal to the time of arrival of the drift electrons to the sense
wires and the read-out. Assuming the particle propagates at the speed of light,
the drift time of the electrons to the wire can be estimated and converted to drift
length using a calibrated x —t relation. Additional amplitude information related
to the unit energy loss of the particle is used for dF/dx particle identification.

CDC Hits

CDC

SVD

SVD Clusters

Remaining
CDC Tracks SVD Clusters

7 v
Combined | SVD Tracks SVD

Fit Standalone

N

Figure 13.2: Simplified schema of the Belle II tracking chain with modules in blue
and intermediate DataStore objects in white boxes. [8§]
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13.2.2 CDC Track Finding

After initial CDC hit filtering to suppress background hits, CDC track finding
follows. This step is performed in two different approaches whose results are later
combined (merged). The global CDC tracking-finding is based on the Legendre
transformation and is mainly aimed at the reconstruction of tracks from nearby
the interaction point. The algorithm starts in the R — ¢ plane with axial wires,
where every CDC hit is represented by a drift circle. A transformation into the
conformal plane of plausible circles crossing the origin and being a tangent to
each of these drift circles is performed. The result is a plot with many sine-like
functions. In this conformal mapping, tracks are found as common intersections
of these functions (whose coordinates correspond to the track parameters). This
is iterated with the previously found and assigned hits being removed. A fast
circle fit is performed, and additional merging of compatible tracks is done, with
possible hit reassignment or attachment of unassigned hits. Finally, the stereo
hits are added to the tracks by similar procedures, only now the tracks are straight
lines in the appropriate conformal space, where the intersections correspond to
the helix parameters z; and tan A [88].

The local CDC track finding approach complements the global approach by
searching for tracks without assumptions about their origin. It is based on a
weighted cellular automaton that searches for connected hits in CDC super-layers,
called segments. Compatible segments are combined into tracks, with weighting
based on x? of a circle fit or a linear fit when stereo hits are combined.

At the merging stage, tracks found in the global approach are used as a
baseline, and segments from the local approach can be added using a multivariate
method trained on simulations to discriminate between wrong and good matches.

13.2.3 Tracking for SVD and PXD

The resulting tracks from the CDC are extrapolated to the SVD by Combinato-
rial Kalman Filter (CKF) [88], which starts from an initial seed and iteratively
extrapolates inwards, looking for compatible SVD hits. For tracks that do not
reach the CDC or leave only a few CDC hits, a standalone SVD track finding
algorithm is used. The inputs are 3D reconstructed global positions of the SVD
hits. Connected graphs are created with compatible hits, determined using a map
of compatible sectors, and trained on simulations. This significantly reduces the
initial combinatorics. A cellular automaton is applied to the graphs, which yields
plausible paths, forming track candidates. As a final step, the final collection of
tracks is retrieved by selecting the best non-overlapping candidates.

Once the SVD hits are attached to the CDC tracks, these tracks are merged
with CDC-only and SVD-only tracks and a combined fit by a Deterministic An-
nealing Filter (DAF) is performed [88]. DAF is used instead of a standard Kalman
Filter (on which it is based), as it allows additional down-weighting of bad mea-
surements. This is very important for left/right passage disambiguation for the
CDC hits as the wrong side hits are down-weighted. In fact, DAF is used at multi-
ple stages in the tracking chain to yield the best estimate of the track parameters.
These estimates are provided by GENFIT2, already discussed in Sec. which
is interfaced with the tracking. All track finding and fitting algorithms operate on
a common DataStore object representing a track candidate and its fitted version,
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called RecoTrack.

In the final stage of the track finding, the PXD hits are attached to the
RecoTracks using CKF, and the final track fit is performed.

13.2.4 Tracking Output

Each RecoTrack can be an input to the alignment framework. The resulting
weights from DAF are used to choose the correct left/right side for each CDC
hit, such that only a single measurement is added at any arc length of the GBL
trajectory. This is a general design requirement of GBL. For SVD hits, which usu-
ally come as two individual 1D measurements at the same point of the RecoTrack,
these must be first combined into a 2D measurement. For slanted SVD sensors,
this also requires a non-diagonal covariance matrix, which encodes the correlation
of the two non-orthogonal strip hits.

The chain of the modules can also be reorganized for the reconstruction of
cosmic ray tracks. Each RecoTrack is extrapolated to the origin in the standard
reconstruction chain to determine its helix parameters and construct a compact
high-level Track object, which is the input of further reconstruction and physics
analyses. For most use-cases, the hit-level information is pruned to save disk
space. Alignment, however, needs complete hit-level information.

It should also be noted that a particle hypothesis is required for track extrap-
olation and fitting. The default particle hypothesis is a pion, the most commonly
produced particle. In alignment, if the inputs are directly the RecoTracks, we
instead assume the muon hypothesis. This is correct for cosmic ray tracks and
di-muons. For hadron and off-IP samples, a mix of particle species is present, but
the effect of using incorrect mass can be mostly neglected on average.

13.2.5 Vertexing

Finally, a very common procedure after the tracks are found is the decay recon-
struction and vertex fitting. Several options are available in basf2. The default is
TreeFitter [102], providing a global decay chain fit that allows to include some
additional constraints, not only on particle masses but also on lifetimes, allowing
to, e.g., include K9 decay into the vertex fit. Naturally, the vertex fit, which
requires two or more tracks to meet at a single point (the vertex), is the most
common. In addition, one may introduce more constraints stemming from the
underlying physics process knowledge, e.g., an invariant-mass constraint or an IP
profile constraint, which includes information about the probability distribution
of the vertices coming from the primary interaction region. For alignment, the
RAVE [103] vertex fitter is used for di-muon decays. After the vertex fit, the
helix parameters of the daughter particles can be updated. This updated set of
parameters is used as a seed for constructing the GBL reference trajectory instead
of the original track seeds provided by the track finding. These are used only in
case plain RecoTracks are the input of the alignment.
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13.3 Belle II Calibration Framework and Au-
tomation

A dedicated basf2 calibration package with a subset of tools known as Cali-
bration and Alignment Framework (CAF) was introduced to automate common
calibration-related tasks and allow developers (usually physicists) to concentrate
on algorithm development. The building blocks for each particular calibration
included in the CAF are

o Collector module, aggregating calibration-specific data and executed in
the event loop, and

e Algorithm class, which contains the logic of the calibration and is exe-
cuted over the collected and merged data.

Both are implemented in C++ with Python bindings exposed, such that most of
the CAF code devoted to workflow management can be written in Python.

The CAF takes care of the parallelization of the data collection step. Different
back-ends for batch submission provided by computing clusters are supported, as
well as a local back-end for testing and development. The calibration developer
should provide the collector and algorithm code and a basf2 path with neces-
sary pre-processing before data can be retrieved by the collector, typically with
standard reconstruction modules.

The individual calibrations are typically dependent on each other, and the
CAF takes care of the correct execution order. In addition, the databases and
payloads are managed by the CAF, as well as possible iterations, which can be
requested by the algorithm.

BeHe Il Automated Calibration System  Database Contents~  Processing~  MCrd Processing~ ~ FAQ~  External~ Tadeas Bilka ~
bucket27 (BIIDP-4949):
Local Calibrations Status: [[EEZ)
PXD SVD CDC + Tracking ECL ARICH ToP TRG Magnetic Field Structure and Geometry Fill Pattern VXDAlignment Reset

Raw Data Calibrations Status:

TOP pre-tracking calibration KLM alignmnent ~PXD hotdead pixel calibration ~KLM channel status VXD and CDC Alignment  Full VXD and CDC Alignment  CDC Tracking ARICH channel masks ~ CDC TO Calibration with MP2  caf_svd_time

Data Production Tasks Status:

HLT hadron to cDST HLT gammagamma to cDST HLT bhabha_all to cDST HLT offip to cDST HLT radmumu to cDST HLT cosmic to cDST HLT mumu_tight_or_highm_calib to cDST

Data Driven Calibrations Status: [[f25)

BeamSpot Calibrations ecl_energy KLMtime ECL crystal and crate time calibrations and validations  CDC dedx TOP p king calibration Calibrat PXD gain calibration ~ecl_edge  KLM strip efficiency ~ec_leakage:

Figure 13.3: A snapshot of the Belle II Airflow-based calibration website shows
the current automated calibration status in the prompt processing of one calibra-
tion block (bucket 27) after the alignment task has finished.

The high-level automation of all calibration tasks is managed by the Python-
based Apache Airflow [104] platform for workflow scheduling and monitoring.
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Calibration is an Airflow task that creates new conditions by producing payloads
and their corresponding IOVs. The calibration workflow is separated into four
stages:

1. Local calibrations, which are independently provided by the sub-detector
groups. These contain mainly operating conditions but also initial calibra-
tions, like masking of hot or dead channels.

2. Raw data calibrations, which require full access to the data at the hit level.
Before alignment, the CDC tracking calibration, described below, is exe-
cuted. Only then the alignment of the CDC and VXD can run, followed by
the alignment of the KLM, which is also done using the alignment frame-
work and Millepede II. This, like the following calibrations, rely on properly
calibrated tracking detectors.

3. Data production for high-level calibrations, which run over all data and
reconstruct it again for storage in a final format, known as calibration DST
(¢cDST). In ¢DST, the usually available information for high-level physics
analysis is accompanied by additional data objects useful for further cali-
brations and validations.

4. Data-driven high-level calibrations use the ¢DST information without the
need for any additional data reconstruction and thus are usually very fast.
Examples are calibration of the IP size and position, the boost vector, or
the CDC dFE/dz calibration.

The calibrations are submitted by experts from a convenient web interface,
which allows selecting input data and configuring the prepared calibration tasks.
Each task executes a CAF instance, which can be composed of multiple dependent
calibrations. The list of all the calibration tasks currently present is illustrated

in Fig. [13.3

13.3.1 CDC Calibration

Alignment relies upon a reasonable calibration of the CDC unless only a stand-
alone VXD tracking and alignment is performed. In the CDC hit reconstruction,
initially, the drift time Ty, of the electrons needs to be derived, which is related
to the TDC count when the signal arrives in the readout electronics as

Tdrift - TO - Tevent - TTOF - TpI‘Op - ﬂw —a- TDC, (131)

where T is a constant offset per channel (wire), which needs to be calibrated first.
Teovent is the event time of the trigger, synchronized with the TDC clock, Trop is
the estimated track flight time from the IP (or a reference plane for cosmic rays)
to the wire, T}, is the propagation time of the induced signal along the sense
wire to the backward end-plate |21], T}, is correction for the time-walk effect,
which is a function of the hit charge in values of AD(| and a = 0.98 ns/count
is TDC clock resolution. CDC calibration proceeds in iterations with multiple
reconstructions of the tracks. After initial T corrections are converged, the x —t

1Usual parametrization is Ty, o 1/v/ADC.
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relation, necessary to translate Ty, into drift length and position residual with
respect to a fitted track, is calibrated. This is followed by calibration of position
resolution and the time-walk corrections. Multiple passes may be needed for some
steps or possibly for the full chain.

CDC tracking calibration is very time-consuming—it usually takes about two
days on the computing cluster. This is naturally caused by the large number of
constants to be derived. There are about 14 x 103 T; constants, one per wire.
The time-walk corrections are parametrized per each of 299 front-end readout
boards. The x —t relation is parametrized by a 5th order Chebyshev polynomial.
Near the cell boundary, the parametrization is replaced by a linear function. The
x —t relations are determined separately for each layer, side (left or right passage
of track w.r.t. wire), incident angle «, and polar angle 6, see also Sec.
Also, the position resolution is parameterized separately for each layer, side, and
different incident angles [21].

13.3.2 Buckets and Prompt Calibration Automation

The initial purpose of the fully automated calibration in Airflow was to provide
preliminary constants for the experiment data in a timely manner. This so-called
prompt calibration loop is executed over data blocks, known as buckets. A
bucket should ideally span several consecutive days with stable operating condi-
tions. In practice, the buckets are currently longer, usually corresponding to two
weeks of data-taking between each two maintenance days. The integrated lumi-
nosity target is 9 fb~! per bucket, but occasionally smaller buckets are processed.
Much more often, more data is collected, and the bucket is pre-scaled to 9 fb!
equivalent of data.

The automated prompt calibration has been used since the end of 2019, and
over 30 buckets have been processed so far. In addition, the Airflow infrastructure
is also partially used for large data reprocessings, which usually happen once
per year.

13.4 The Belle II Alignment Package

The alignment package, developed and maintained by the author, provides the
complete implementation of the presented method, additional tools, and the in-
frastructure to efficiently and reliably apply the method to simulated or real data.
One of the most considerable benefits is the very tight integration. For exam-
ple, alignment uses exactly the same inhomogeneous magnetic field, energy loss
estimation, or extrapolation methods as the full official reconstruction. This is
possible because we previously integrated GBL into GENFIT2, which in turn is
tightly integrated into basf2 tracking. This integration is partially experiment-
independent. One can replace the geometry and interfacing detectors and run
the alignment (properly configured). This can be used, for example, for beam
tests or studies of future vertex detector upgrades.
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13.4.1 Core Components

The core of the alignment package is the interface, which calculates the global
derivatives with respect to the alignment parameters for every measurement used
to construct the GBL trajectory. The classes that translate the local hit coor-
dinates into measurements on virtual GENFIT2 planes are called RecoHits—for
example, PXDRecoHits or CDCRecoHits. In the alignment package, special classes
derive from those, as well as from abstract base class, which allows passing global
and local derivatives to the GBL trajectory construction.

Another key component hidden from the user is a number of generic C++
classes to handle different types of payloads and standardize the access to the
various alignment and calibration constants, calculation of global derivatives,
and management of possible time-dependence. In fact, in developing this in-
frastructure, the major challenge was to coordinate work across several mostly
independent groups and the ways their software packages and interfaces were or-
ganized. Beyond the alignment constants discussed in this thesis, we have imple-
mented a number of other calibrations and alignments. In particular, alignment
for EKLM and BKLM, as well as calibration of a number of CDC parameters,
are supported. While KLM alignment is used in production, it is performed af-
ter the VXD and CDC alignment, not simultaneously. All CDC calibrations are
currently experimental in different stages of testing (see also Chapter , and
currently, Millepede II is not used for any of the CDC calibrations introduced
above.

From the CAF point of view, the method is integrated into the
MillepedeCollector module and the MillepedeAlgorithm class. Prior to the
collector, a standard (or cosmic) reconstruction must be executed without hit
pruning. The collector loops over RecoTracks in arrays specified by the user or
RecoTracks related to particles from particle lists or decays, which must be pro-
vided by the user by putting appropriate modules to the pre-collector path. For
each such track or decay, a simple or combined GBL trajectory is constructed
and fitted to obtain the p—value, on which the user can impose a cut. Ac-
cepted trajectories are written to binary files to be used by the algorithm. The
MillepedeAlgorithm prepares the configuration files for Milepede II, executes
the external tool over the collected binary files, and processes the output into
payloads by updating alignment parameters determined previously.

13.4.2 Code example

From the CAF user perspective, much of the details are hidden, and a relatively
simple but highly configurable Python interface is provided. For easier config-
urations, fixing parameters, or adding constraints, several utility functions and
classes are provided. A much larger configuration space opens with unlimited cat-
egories of input data samples. Every data sample is usually provided by a separate
collection. A collection is a set of jobs with the same pre-collector path and col-
lector configuration. The collector supports single trajectories (also from cosmic
rays, including those without magnetic field) as well as vertex-constrained decays.
Further supported is the IP constraint, which adds the knowledge of the primary
IP to the alignment. In addition, experimental support was added for two-body
decays to include an invariant mass constraint. This can be combined with the
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IP constraint. A full four-momentum constraint, which utilizes the knowledge of
machine boost and invariant mass and could be used for eTe™ — u*u~ events,
was also developed.

Let us demonstrate the features of the alignment package by a realistic ex-
ample of a user configuration script (adjusted from an actual production script),
which could be executed by the CAF and performs full-scale alignment with over
60 x 10? free global parameters. The configured calibration to be executed (also
demonstrated) is created by a single function call with a number of parameters.
The example code follows in Listing [13.1

import

millepede_calibration as mpc

di—muon_path = create_std_path ()

fillParticleList (?mu+4:good”, ”"p > 1 and muonID > 0.9”, path = di—muon_path)

reconstructDecay (" Upsilon (4S) :mumu —> mu-+:good mu—:good”, "9 < M and M < 11”7, path = di—
muon_path)

raveFit (?Upsilon (4S) :mumu”, 0.0, daughtersUpdate=True, path=di—muon_path)

cal = mpc.create (
name='VXDCDCalignment ’ ,

dbobjects=[’VXDAlignment’, ’*CDCAlignment’,’BeamSpot’],
collections=[
mpc. make_collection (”cosmic”, path=create_cosmics_path (), tracks=["RecoTracks”]),
mpc. make_collection (”hadron”, path=create_std_path (), tracks=["RecoTracks”]) ,
mpc. make_collection (”"mumu”, path=di—muon_path, primaryVetices=[”Upsilon (4S) :mumu”])
1,
tags=["data_reprocessing_prompt”],
files=dict (hadron=[], cosmic=[], mumu=[]) ,
timedep=][
((alignment . parameters.beamspot () ,
[(0O, run, 0) for rum in range(0, 100])),
((alignment . parameters. vxd_-halfshells (),
[(0O, run, O0) for rumn in range(0, 100, 10]))
1,
constraints=|
alignment.constraints. VXDHierarchyConstraints(type=2, pxd=True, svd=True),
alignment . constraints. CDCLayerConstraints(z_-offset=False, twist=False),
alignment.constraints . CDCWireConstraints(layer_rigid=True, layer_radius=[53],
cdc_radius=True, hemisphere=[55])
I
fixed=
alignment . parameters. vxd_sensors (rigid=False, surface2=False,
surface3=False, surface4=True)
commands=]|
"method decomposition 6 0.0017”,
”scaleerrors 1.7],
params=dict (
minPValue=0.00001) ,
)
cal_fw = CAF()
cal_fw.add_-calibration (cal)
cal_fw .backend = backends.HTCondor ()
cal_fw .run ()

Listing 13.1: Alignment script example.

Let us explain it by individual parts, identified by the line numbers:

Line (1) only includes the basic import. Other needed imports are not
shown to keep the example shorter.

Lines (3—6) demonstrate how a special track sample, in this case, IP-
constrained di-muon events, can be created. The definition of create_std_path
is not shown, but only the basic data unpacking modules and standard (or
cosmic for create_cosmic_path below) reconstruction modules are added,
followed by one final DAF fit. The user then can fill a particle list and per-
form decay reconstruction and vertex fit using standard framework utility
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functions from the analysis package. The final particle list of the mother
particle can be passed as alignment input, as well as the individual particle
lists, identified by unique names. Charge conjugation is always imposed in
the analysis package, so the reconstruction of p™ means that also corre-
sponding p~ particle list is created.

 Lines (10-11) create a fully configured Python Calibration class with a
unique name using a single function call configured by several arguments,
discussed below.

« Line (13) defines the payloads whose constants should be calibrated. All
constants in the given payload are subject to alignment by default. The
user can limit the number of parameters via the fixed argument, described
below. The possible options which correspond to payload names are:

— VXDAlignment, which enables alignment of all sensor, ladder, and half-
shell parameters for VXD,

— CDCAlignment, which enables alignment of the CDC layers and CDC
wires

— BeamSpot for alignment of the IP position in case some decays with
primary beam constraint are used as input (see below),

— CDCTimeZeros for calibration of CDC Tj per each wire,

— CDCTimeWalks for calibration of the time-walk corrections per each
front-end board,

— CDCXtRelations, which allows still fully experimental calibration of
the = — t relations,

— BKLMAlignment and/or EKLMAlignment, which enables rigid body align-
ment of the BKLM and EKLM modules.

o Lines (15—19) define the input data for alignment, in this case in the form
of three collections with standard data samples introduced in Sec. An
alignment collection is defined by a unique name, the pre-collector path,
and the name of input arrays for alignmentﬂ These inputs can be

— tracks for single GBL trajectories created from the RecoTracks,

— particles for single GBL trajectories created from the RecoTracks
assigned to user-defined reconstructed particles,

— vertices for composed GBL trajectories with a vertex constraint cre-
ated from the RecoTracks of all daughters for each mother particle in
the list,

— primaryVertices, which in addition adds the primary IP constraint
and allows for alignment of the IP position,

2 And optionally specific configuration options for the given collector
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— twoBodyDecays and their several variationg’, which work only for de-
cays into two same-mass particles of type V® — ¥~ and automati-
cally add an invariant mass constraint based on the mass of the mother
particle from the EvtGen table.

o Line (21) defines the input global tags, which contain the set of initial
calibration and alignment constants.

o Line (23) is to provide the list of input file names per each collection defined
above.

 Lines (25-30) demonstrate an advanced feature to define time-dependent
parameters. This is achieved by increasing the number of global parameters
by the corresponding number of blocks. The boundaries of these blocks can
be defined by 3-tuples with experiment, run, and the event number. In
this particular example, the three parameters for BeamSpot (IP position)
alignment (x,y, z) will be determined for every run from 0 to 100, while the
alignment of the 24 parameters for rigid body alignment of the four VXD
half-shells is done every ten runs. For each half-shell alignment block, a new
set of 24 constraints is needed to fix the average movement of sensors with
respect to half-shells in each given interval. The time-dependent constraints
are generated automatically. All parameters, including the time-dependent
ones, are determined in the simultaneous global fit. This feature is very
powerful and potentially useful but requires prior explicit configuration with
a good knowledge of the input data. Automating such a time-dependent
configuration will require additional development in the automated Airflow
workflow if used in the future.

 Lines (32—-36) define the sets of constraints to be included in the solution.
Several Python classes implement the linear equality constraints defined in
Sec. [12.6] The type=2 for VXD constraints means sensors are placed into
half-shells (ladders are not used). Special constraints are used for layer 53
and CDC radius, and for layer 55, the hemisphere constraints are active.

o Lines (38-40) define fixed parameters. In this particular example, only
the highest-level surface deformations for all VXD sensors are fixed. This
is mostly used to exclude entire sets of parameters but can also be utilized
to fix individual parameters, e.g., to define alignment reference (instead of
constraints).

o Lines (42—44) allow to pass (or override default) configuration commands
to Millepede II. In this case, the decomposition method with a minimum
of six iterations for outlier rejection and down-weighting and convergence
limit of 0.001 is used for the solution. The parameter scaleerrors has no
effect when set to 1 but can be utilized for preliminary alignment in case of
very large misalignments to scale the measurement errors.

3For example primaryTwoBodyDecays, which implements the full four-momentum kinematic
constraint together with the IP-constraint
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o Lines (46—48) allow to set or override default parameters common to all
collector modules. Here the p-value of the GBL fit performed on each trajec-
tory (single or combined) is required to be larger than minPValue = 0.00001.
Collection-specific configurations can be set during collection creation.

 Lines (51-54) add the created Calibration object to the CAF and execute
it, using the HTCondor back-end.

With proper data as input, this script will span many collector jobs, typically
one per input file in each collection. After all collector jobs finish, their output
is passed to the algorithm, which runs Millepede IT and produces the updated
payloads from the line (13). In case the solution method also provides parameter
error estimates o, we also compute the normalized sum of parameter pulls

1 N
S = N > Adi/o? . (13.2)

For S > 1 or max; |a;/0,,| > 10, iterations with full re-running of the collectors
using the just determined constants are requested. The CAF will iterate until
the convergence criterion is fulfilled or the maximum number of iterations (by
default 5) is reached.

13.5 Alignment Validation

In this section, we shall briefly discuss various alignment validation methods. For
MC tests, we can directly validate the alignment quality by looking at the final
payloads. For data, the only way to estimate the goodness of the alignment is
to utilize multiple methods that cross-check the real performance of the tracking.
A variety of methods exist, but we will only mention those really developed and
applied to the Belle IT data. More details can be found in Chapter [I4] and [17], or
in the corresponding references.

Validation with Residuals

Validation methods based directly on the track-to-hit residuals can be divided
into two categories: those that do not need track information (like its incidence
angle) and those that utilize the track parameters.

The former methods only use the average residuals collected in each sensor
(or integrated over groups of sensors). Depending on how long the range of the
data is accumulated in each such distribution, the method becomes sensitive to
effects happening at different time scales. From a physics point of view, the
total accumulated dataset is usually used, and thus most stochastic effects will
be averaged, only contributing to a worse resolution and with some probability
to some small systematic deformationﬁ. By evaluating average residuals from the
sensors over such a large dataset, one can estimate the average statistical precision
of the alignment. An example for data of one bucket is shown in Fig. [13.4]

4With N sensors randomly displaced with a fixed misalignment of statistical precision o,
the average size of the expected coherent movement should be roughly proportional to o/v N
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Figure 13.4: Histograms of the medians of distributions of track-to-hit residuals
in u (left) and v (right) from all VXD sensors for real data of bucket 14 with
default prompt alignment (red), the same data after run-dependent alignment of
the VXD half-shells (blue, denoted as ‘realig’) and MC simulation (with one more
PXD sensor, no background) misaligned using day-to-day alignment difference
from data (black). The number of entries (sensors), the mean u, and the RMS
denoted as o of the medians are shown (in pm).

compared to a case with an improved alignment and to an MC simulation with
misalignment, derived from a day-to-day alignment difference. The statistical
alignment precision estimated with this method is around 1 ym and 2 pm for the
R — ¢ and z directions, respectively. However, such a method does not allow full
decoupling of the alignment degrees of freedom contributing to the sub-optimal
residuals.

Increasing the time resolution of the method by using smaller blocks of data
allows for observing the evolution of the residuals. We devote Sec. to these
residual-based methods and their results.

The second class of methods utilizes the information about the coordinates
of the track intersection with the sensor and its incidence angles. This allows
us to extract additional information and perform validation of almost all VXD
sensor alignment parameters [105] (also as a function of run), including sensor
deformations, which can be directly monitored. This method and some of its
results are briefly discussed in Chapter [14]

One additional method explored at Belle IT is based on overlap residuals [106],
created by tracks crossing a VXD layer twice, where the sensors overlap. This
method can detect and distinguish some weak mode misalignments, and its results
for cosmic data are briefly demonstrated in Chapter |14}

Validation with Cosmic Rays

Muons from cosmic rays constitute a unique validation data sample. In the
standard method employed for the vertex performance evaluation and alignment
checks, used at both BaBar [70] and Belle [16], each cosmic track is split at the
POCA to the origin. Each of the two arms is then reconstructed separately.
The differences in the two arms’ helix parameters can be used to measure detec-
tor resolutions. Their correlation to the helix parameters can be used to study
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Figure 13.5: Difference of the reconstructed helix parameters of the upper and
lower cosmic arm in the prompt alignment data of exp 12 (black) and MC with
a model of prompt misalignment (red) as a function of helix parameters.

systematic misalignment.

In Fig. [13.5, we show the correlations of cosmic helix parameter differences
as a function of the helix parameters themselves. In this particular example, one
set of points comes from real data (prompt alignment) and the second from MC
simulation with misalignment, extracted from the difference between prompt and
reprocessing alignment. We discuss this method and the improvement due to the
reprocessing in Chapter [I7] Notable are the correlations in the upper two rows

with vertex parameter differences, which are nicely reproduced by the misaligned
MC.

Validation with Di-muon Events

Muons from ete™ — putu~ events, as well as, e.g., electrons from Bhabha scat-
tering events ete™ — eTe™ constitute relatively high momentum, experimentally
clean, low-background samples. The tracks from these events are back-to-back in
the CM frame and originate from a common interaction vertex. This knowledge
can be exploited to compare the expected helix parameters of the two tracks,
similarly to the cosmic validation. We devote Sec. to this method.

Validation with Physics Analysis

The alignment shall also be validated at a much higher level by checking physics
performance. These checks currently have the disadvantage that a long time range
must be accumulated for sufficient statistics and that they usually depend also
on the quality of other calibrations or on the level of data/MC correspondence.
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Various analysis groups have performed multiple such cross-checks. Namely,
studies of the estimated particle lifetime dependence (currently at least for D°,
DT, AT) on the data-taking period, azimuthal or polar angle, etc., constitute an
important check of possible alignment systematics. None of these checks revealed
any statistically significant deviation from expectations with the available dataset,
except for problems with early data, which have been fixed, see Chapter
With much more data in the future, more subtle details could be resolved, and
such lifetime analyses could serve as a standard validation tool for alignment
performance evaluation.

13.6 Misalignment

In this section, we first discuss the implementation of the detector misalignment at
the simulation and reconstruction level and its evaluation and visualization using
a couple of typical examples. Afterward, the actual misalignment configurations
are discussed, with emphasis on residual misalignment scenarios used for the
estimation of the systematic uncertainty due to alignment in physics analyses.

13.6.1 Simulation of Misalignment

The geometrical configuration of sensitive elements of a real detector can never
be known exactly. In other words, the detector is misaligned. If the misalignment
is sufficiently large, physics performance can be degraded. In real data, the mis-
alignment is for free, and we aim to reduce it. However, in the basf2 GEANT4
[99] simulations, the detector is assumed ideal for technical reasons. If misalign-
ment is applied to the simulation, the sensitive volumes could start to overlap
with the support structures, which is not allowed for a reliable simulation.

Despite that, the concept of displacement was introduced. Displacement
means a difference from the design geometry directly at the simulation level. If
such displacement is implemented, the geometry needs to be checked for overlaps,
and these need to be (somehow) resolved. Currently, displacements are only used
for CDC wires, using information from a mechanical survey [21]. The VXD is
always simulated in the design position.

A correct simulation of misalignment on top of a design geometry should take
into account, for example, edge effects, where some hits get lost (or should be
added) to a misaligned sensor. This would require modification of the simulation
result at the level of individual digits, even before track-finding. We have not
implemented this approach. Instead, the misalignment is simulated by using
incorrect non-zero alignment payloads in the reconstruction (both track finding
and track fitting are using alignment-corrected sensor positions). Thus the correct
final alignment result in MC tests should be exactly the nominal geometry
(design + displacements), i.e., zeros for all alignment parameters. The difference
to the ideal result is called residual misalignment. Such an approach makes
the check of the alignment result rather trivial.

The task of the alignment method on MC is then to bring the alignment
constants as close to zeros as possibldﬂ. Exactly the same approach is used to

5Ideally, the level of residual misalignment on simulation should also correspond to that in
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correct for misalignment with real data. But with real data, the expected result
is, of course, non-zero, as the source geometry is not nominal.

13.6.2 Evaluation and Visualization of Misalignment

value

o
Shifts [um]

Figure 13.6: Ring-plot visualization of the residual misalignment for VXD sensor
shifts from an MC test of the baseline alignment without constraints (top) and
after transformation into constraints’ reference frame (bottom), where sensors
and half-shells are aligned together and the coherent movements are absorbed
into half-shell parameters, shown as histograms in Fig. [13.7

One drawback for the evaluation of the resulting residual misalignment occurs
in the (typical) case when linear equality constraints are used. With constraints,
the alignment parameters are expressed in a different reference frame. As an
example, consider a situation where the misalignment resulted in an average
total shift of the sensors in the local v coordinate (which points along the global
z direction). For a hierarchy where sensors are placed in half-shells, the alignment
is restricted, such that this average over sensors cannot change. Thus it has to
move the half-shell along z in the opposite direction. After (successful) alignment,
the absolute position of the sensors will be close to the nominal, but the actual
parameters in the payloads will be non-zero. We can we discuss the residual
misalignment only after we correctly interpret them and combine the corrections
for sensors and half-shells.

Therefore, one needs to do some additional calculations to interpret the resid-
ual misalignment, or one can already do this transformation before the misalign-
ment is applied. In the latter case, we say the misalignment respects the con-
straints. We are mainly using this latter approach as we find it more convenient

data. This is, however, pretty much impossible to guarantee, and the goodness-of-alignment
must be evaluated using performance studies. Relying entirely on MC simulation is not suffi-
cient.
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to aim for numbers as close to zeros as possible in the payloads after MC align-
ment tests. Both approaches are equivalent, and the necessary transformations
are achieved by iterative application of Eq. and Eq. [12.47, which allows
solving for parameter values, which satisfy the constraints in Eq.
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Figure 13.7: Histograms of residual misalignment for shifts of the VXD sensors
(top) and half-shells (bottom) from an MC test of the baseline alignment with-
out using constraints (black) and after transformation into constraints’ reference
frame (red), where sensors and half-shells are aligned together, and the coherent
movements are absorbed into half-shell parameters. Note that the black distri-
butions in the bottom plots would be identically zeros. The number of entries
(sensors or half-shells), the mean p, and the RMS denoted as o of the residual
misalignment distributions are shown (in pm).

As an example, residual misalignment from an alignment MC test (baseline
alignment with cosmic rays and single tracks from BB events), where the de-
tector was intentionally misaligned as a telescope (250 pum of initial amplitude),
is shown in Fig. |[13.6| This is an example of so-called ring plots, in which val-
ues of alignment parameters for all VXD sensors can be visualized. Sensors are
organized into six concentric layers, where the ladder numbers are shown. The
sensors in each ladder are shown from the most forward (inner-most) to the most
backward. The slanted SVD sensors have a larger area, which might be slightly
visually misleading. One also clearly sees that only four PXD sensors are installed
in the second layer, in ladders 4 and 5.

After the alignment (with multiple iterations), where the sensors were aligned
individually with respect to the CDC (and each other) without constraints, we
observed residual misalignment with a scale up to 16 pum for sensor shifts. One
can directly see in Fig. that there is a global shift of all sensors towards
+v (+z in the global system). After transformation to the system of half-shell
constraints, we can see the dominant pattern is gone, and the actual scale of the
misalignment at the sensor level (relative to half-shells) is only in the range of
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Figure 13.8: Residual misalignment for six CDC layer parameters plotted as a
function of the layer number from an MC test of the baseline alignment.

The histograms of the rigid body parameters corresponding to the shiftsf| of
the sensors and half-shells are shown in Fig. From these figures, we can
read the global shifts absorbed into the half-shell parameters. Their mean pu is
the systematic global offset caused by a weak mode in the CDC layers, causing the
vertical deformation responsible for the global residual shift in y of about 8 um.
This can also be clearly seen in our typical representation of the CDC layer
alignment parameters. The corresponding residual misalignment of the CDC
layers is shown in Fig. [13.8] The parameter controlling the vertical movement
at the backward end-plate Ay, (forward end-plate moves coherently as Ayy_y is
close to zero) shows a clear slope, and layer zero is lower by ~ 10 um. The VXD
half-shells directly follow this deformation at the inner part.

Similarly, the global shift in z by about 14 um is a typical weak mode. Such
global offsets are irrelevant for physics at this scale. These only represent the
absolute systematic error in the determination of the center of the detector from
tracks with respect to the reference system defined by the CDC constraintg’| We
will return to the systematic biases and weak modes in Sec.[15.2.Tand Sec. [15.4.2]

The systematic precision of the relative half-shell position determination can
be estimated from the RMS in Fig. (denoted as o) to be an order of magni-
tude better, about 1 pum.

13.6.3 Misalignment for MC Studies

We have developed utilities for the generation of misalignment for two basic types
of MC studies:

 to test the alignment procedure and its ability to recover from misalignment,
and

6Rotations are not very interesting in this case, they change only marginally after the trans-
formation.

"With a CDC radius of about 1 m, these ~ 10 ym systematic alignment errors translate to
a relative precision around 10 ppm in the determination of the CDC center from (cosmic and
collision) tracks.
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« to study effects of various types and levels of misalignment on the tracking
and physics performance.

Since the first data arrived, we have produced several special misalignment sce-
narios for estimating alignment systematics, discussed in the next section. In
addition, we could also use the total derived misalignment from data as a starting
point for the alignment tests on MC. This misalignment or its variants represent
the most realistic estimates of the starting geometry after detector construction.
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Figure 13.9: The name, generating expression and schematic visualization for
nine classical weak modes, where sensors are misaligned in radial, R — ¢ or z
direction, depending on their cylindrical coordinates.

Two main categories of misalignment can be distinguished and generated in
the alignment package:

o Random misalignment, where misalignment for each parameter and, e.g., a
sensor is drawn from a normal or uniform distribution. Random misalign-
ments can be resolved by a single Millepede II iteration even at a level of
200 pm or larger, which was verified on MC.

o Systematic or weak mode misalignment, where long-range coherent defor-
mations are introduced. Following the work of BaBar, and CMS
, , we introduce nine classical categories of systematic misalignment
for the VXD, typical for a detector with cylindrical symmetry in a solenoid
magnetic field and tracks coming from IP, illustrated in Fig. [13.9

In addition, one can generate global misalignments of the VXD half-shells or
CDC layers, or any parameter at will by modifying the payloads.
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Systematic misalignment is the most challengingf} While from sensor to sen-
sor, the residual misalignment is small, the total effect over all sensors can lead to
a systematic deformation causing biases in estimated track parameters. The clas-
sical weak modes correspond to the invariant modes of the y? for tracks coming
only from the origin. For example, radial expansion can cause bias in estimated
particle momenta or particle lifetimes, as the detector appears smaller/larger.
Similarly, z-expansion modifies the total z scale, crucial for time-dependent CP-
violation measurements.

In the past, the effects of these systematic misalignments at larger scales
(around 200 pm usually) were studied for their physics impact, as well for the
possibility of identifying them with some validation methods, like the overlap
residuals. In Chapter [I5] it will also be demonstrated that our alignment method
can recover from such misalignments, but sometimes iterations are needed, even
for systematic misalignments small in scale with respect to random misalign-
ments, recoverable easily in a single alignment step.

13.6.4 Misalignment for Physics Analyses

One important task of the author was to provide methods for the evaluation of
alignment-related systematic uncertainties for physics analyses. Naturally, the
alignment cannot be absolutely perfect, and for example, for lifetime measure-
ments, it can be a major source of systematic uncertainty.

The recommended procedure is to generate and simulate analysis-specific sig-
nal decays and reconstruct them with different misalignments applied on MC.
The parameters of interest shall be extracted from the complete (signal-only)
analysis, typically using a maximum likelihood estimate. The difference between
the result with nominal geometry (without misalignment) is then taken as the
systematic error corresponding to a given misalignment scenario.

It should be noted that maximum likelihood fits might be potentially sensitive
to variations in the event content in the likelihood function. With different mis-
alignments, some particular requirements, e.g., on the track quality, could lead
to different events entering the likelihood calculation for different misalignments.
This could lead to over-estimation of the alignment systematics when it is not
statistically significant. The simplest solution to this problem is a simulation of
a significantly larger MC sample than what is expected for real data. In this
approach, the statistical error on MC can be brought down such that systematic
deviations due to misalignment become statistically significant.

We introduced three complementary types of misalignment scenarios recom-
mended for alignment systematics estimation on MC:

1. Residual misalignments from MC studies, which are results of exercising
the alignment algorithm on a misaligned detector. These (we provide sev-
eral options) misalignment scenarios should represent the precision of the
alignment method itself.

2. Day-to-day misalignment, which was extracted from real data, when a dif-
ference of alignment constants determined from two consecutive days in

8 Apart from distortion stemming from systematic effects due tracking or detector mis-
modeling, which are not weak modes.
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Figure 13.10: Histograms of the residuals misalignment for all alignment param-
eters in the model of prompt misalignment (black) and for the day-to-day align-
ment difference extracted from data (red). Wires (last row) are only misaligned
in the prompt misalignment model.

2020 was taken. This misalignment, partially visualized in Fig[I3.11] rep-
resents the typical scale and distribution of effects, which can be easily left
uncorrected even after the reprocessing, especially at lower luminosities.
Besides a large bowing in the se