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Abstract

In this work, we study the performance of the charged kaon and pion identification at the Belle 11
experiment. The analysed data set corresponds to an integrated luminosity of 404 fb~!, the data
were collected from 2019 to 2022 and are compared with Monte Carlo simulation. Efficiencies and
mis-identification rates of kaons and pions are measured using a sample of DI — ¢(KTK~)x™,
they are defined as the ratio of signal yields after and before applying the identification selection
to particle tracks. The signal yields are determined from fits to the invariant mass distributions of
the resonances involved. Several preselection criteria are applied to reduce the background. The
identification observables are studied as a function of the main kinematic variables: momentum p and
cos 6. Furthermore, we measure the corresponding charge asymmetries and make a comparison of the
results obtained from both real data and simulation. The goal is to determine whether the experimental
data show significant charge asymmetries compared to those observed with the simulation. This study
describes the performance of global particle identification at Belle II. In addition, we discuss the
inclusion of calibration weights and evaluate the performance of individual sub-detectors.

In questo lavoro, si studiano le prestazioni di identificazione di kaoni e pioni carichi nell’esperimento
Belle II. L’insieme dei dati analizzati corrisponde ad una luminosita integrata di 404 fb~!, i dati sono
stati raccolti dal 2019 al 2022 e sono confrontati con la simulazione Monte Carlo. Le efficienze e i tassi
di errata identificazione di kaoni e pioni sono misurati utilizzando un campione di D} — ¢(KTK ) 7,
e sono definiti come il rapporto tra gli eventi di segnale dopo e prima ’applicazione della selezione di
identificazione alle tracce di particelle. Gli eventi di segnale sono determinati da fit delle distribuzioni
di massa invariante delle risonanze coinvolte. Vengono applicati alcuni criteri di preselezione per
ridurre il fondo. Le osservabili di identificazione sono studiate in funzione delle principali variabili
cinematiche: quantita di moto p e cos . Inoltre, si misurano le corrispondenti asimmetrie di carica e
si confrontano i risultati ottenuti dai dati reali e dalla simulazione. L’obiettivo ¢ determinare se i dati
sperimentali mostrano asimmetrie di carica significative rispetto a quelle osservate con la simulazione.
Questo studio descrive le prestazioni globali di identificazione delle particelle a Belle II. Inoltre, si
discute I'inclusione dei pesi di calibrazione e si valutano le prestazioni dei singoli rilevatori.



Contents

Motivation and theoretical framework

1.1 Introduction . . . . . . . . . . .

1.2 The Standard Model . . . . . . . . . . .
1.21 The CKM matrix . . . . . . . . . . . . e
1.2.2 CP violation . . . . . . . . . . e e

SuperKEKB and Belle 11

2.1 The SuperKEKB collider . . . . . . . .. ... .

2.2 Physics program of Belle IT at SuperKEKB . . . . ... ... ... ... ... .. ...

2.3 The Belle Il detector . . . . . . . . .. ...
2.3.1 Vertex Detector (VXD) . . . . . . ...
2.3.2  Central Drift Chamber (CDC) . . .. ... ... ... .. ... ... ......
2.3.3 Particle Identification (PID) . . . . . . .. ... ...
2.3.4  Electromagnetic Calorimeter (ECL) . . . . ... ... ... ... .......
2.3.5 K and Muon detector (KLM) . . . . ... ... ... ... ... .. ...
2.3.6  Trigger . . ...

Charged particle identification

3.1 Charged particle identification model . . . . . . . . ... oo
3.1.1 TOP likelihood . . . . . . . . . . e
3.1.2 Likelihood from other sub-detectors . . . . . .. .. .. ... ... .......
3.1.3 Global, binary and re-weighted likelihood ratios . . . . . . . .. ... ... ...

3.2 Efficiencies, fake rates and charge asymmetry . . . . . . ... .00

Introduction to the analysis of the D — ¢(KTK~) 7" decay

4.1 Signal and background sources . . . . . . . ..

4.2 Data and Monte Carlo samples . . . . . . . .. ... L

4.3 Reconstruction . . . . . . . . . e

4.4 Signal extraction . . . . . . . ..o
441 Fitmodel . . . . . L
4.4.2 Fitvalidation . . . .. ..o

4.5 PID efficiency and mis-ID rate . . . . . .. ...

Global PID performance and charge asymmetries

5.1 Kaon identification efficiencies and pion mis-ID rates . . . . . . . . .. ... ... ...

5.2  Pion identification efficiencies and kaon mis-ID rates . . . . .. .. ... ... ...

5.3 PID performance and charge asymmetries in bins of kinematic variables . . . . . . . .
5.3.1 K-ID performance and charge asymmetries in bins of momentum . . . . . . . .
5.3.2 K-ID performance and charge asymmetries in bins of cosf . . . . .. ... ..
5.3.3 7-ID performance and charge asymmetries in bins of momentum . . . . . . . .
5.3.4 7-ID performance and charge asymmetries in bins of cos@ . . . . . . . ... ..

5.4 Identification performance for different PID criteria . . . . . . . . .. ... .. ... ..

5.5 Summary ... .o e e e

20
20
21
22
23
24

26
26
27
27
28
28
29
31



Contents

6 PID performance with weights and charge asymmetries 66
6.1 Average identification performance . . . . . . . .. ..o Lo 66
6.2 PID performance and charge asymmetries in bins of kinematic variables . . . . . . .. 68

6.2.1 K-ID performance and charge asymmetries in bins of kinematic variables . . . 68
6.2.2 7-ID performance and charge asymmetries in bins of kinematic variables . . . . 69
6.3 Identification performance for different PID criteria . . . . . . . . ... ... ... ... 71
6.4 SUmMMATry . . . ... 72

7 PID performance with binary likelihood ratios and charge asymmetries 73
7.1 Likelihood-based selection . . . . . . . . . .. . . oo 73
7.2 Analysis by PID selection on the binary likelihood ratio for the TOP . . . . . . . . .. 74

7.2.1 K-ID performance and charge asymmetries in bins of kinematic variables . . . 76

7.2.2 7-ID performance and charge asymmetries in bins of kinematic variables . . . . 77

7.2.3 Identification performance for different PID criteria . . . . . . ... ... ... 79

7.3 Analysis by PID selection on the binary likelihood ratio for the CDC . . . . . . . . .. 82
7.3.1 K-ID performance and charge asymmetries in bins of kinematic variables . . . 84

7.3.2 m-ID performance and charge asymmetries in bins of kinematic variables . . . . 85

7.3.3 Identification performance for different PID criteria . . . . .. ... ... ... 87

T4 SUMMATY . . . . o o o e e e 88

8 Conclusions 89
Bibliography 91

Acknowledgements 94

ii



Chapter 1

Motivation and theoretical framework

1.1 Introduction

The Standard Model (SM) provides a precise description of elementary particles and their interac-
tions. Despite the high precision of the experimental results that prove the validity of SM, there are
many fundamental questions still unsolved. Among them there is the matter/anti-matter asymmetry
observed in the universe [1]. CP violation, discussed in section 1.2.2, is a necessary condition for the
evolution to a matter-dominated universe, however the CP violation predicted by the SM is several
orders of magnitude too small to explain the observed asymmetry. Furthermore, the flavour mixing
Cabibbo-Kobayashi-Maskawa matrix is roughly diagonal and the origin of this hierarchy is unknown,
since its elements are free parameters of the theory. This may suggest the presence of some new flavour
symmetry that exists unbroken at higher energy scales. Many new physics theories, including new
particles and processes, have been proposed to explain the effects not described by the SM.

Experiments in high-energy physics are designed to address the unsolved questions through searches of
New Physics (NP) using complementary approaches. At the energy frontier, the Large-Hadron-Collider
(LHC) experiments [2], [3], [4] allow to directly search for NP effects in proton-proton collisions at
the TeV scale. At the intensity frontier, signatures of NP can be observed through measurements of
suppressed flavour physics reactions or from deviations from SM predictions. This is the approach of
the Belle II experiment, introduced in chapter 2, which measures many processes with unprecedented
precision and allows to appreciate any potential discrepancies due to new particles and processes
occurring at mass scales greater than those achieved by the LHC.

The Belle II experiment is currently taking data at SuperKEKB ete™ collider. One of its main goals
is the study of matter/anti-matter asymmetries in the decays of B and D mesons. The studies of CP
violation phenomena show the different behaviour for matter and anti-matter, and time-dependent
analyses allow to precisely measure fundamental parameters of the SM and to search for NP.

For many CP violation studies we compare probability amplitudes of particles and anti-particles decay
processes, therefore it is necessary to determine the flavour of the mesons (whether they are B (D)
or B (D)), even if their decay chain can not be fully determined. Particle tracking and particle
identification (PID) are crucial information for reconstructing flavours and conducting CP violation
studies, in particular excellent pion and kaon separation capabilities are required. Particles and
anti-particles behave differently in their detection and we expect different performance results in the
determination of PID efficiencies, for example depending on the charge. These spurious asymmetries
arising in the interaction of particles with the detector material, must be under very firm control
because they impact the sensitivity of the experiment to CP violation asymmetries and their related
systematic uncertainties must be considered.

Identification performance of charged kaons and pions, measuring identification efficiencies and mis-
identification rates, are usually studied using D** — D°(K~7+) 7+ decays [5], which is a relatively
clean sample and charged pions and kaons can be obtained with minimal selection criteria. An
alternative sample is D — ¢(K K~ ) 7w and its conjugated mode. This topology allows to study the
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identification efficiencies of the positive and negative kaons from the same sample, and also to study
the identification efficiencies of the accompanying pion, regardless of the charge asymmetries arising
from the rest of the event. The goal of this work is to evaluate the PID performance at Belle II using
Df — ¢(KTK~ )7t as a control sample, and to provide a measurement of the charge asymmetries
in the identification of charged pions and kaons. Specifically, the PID efficiencies are studied as a
function of the main kinematic variables, for both real data and Monte Carlo simulation. Our study
aims to compare the performance of global identification with that of the Time Of Propagation detector
alone, the main PID device that covers the Belle II barrel region. We also evaluate the performance of
the Central Drift Chamber detector alone, the main tracking device. Possible discrepancies between
experimental data and simulation results are investigated to determine whether they arise from a
detection effects of the PID system or whether they originate from the tracking of charged particles.

1.2 The Standard Model

The Standard Model is the theory describing the interaction of particles through the strong, weak
and electromagnetic fundamental forces (gravitational force is neglected). The particle content of the
theory is summarized in Fig. 1.1. There are twelve fermions, six leptons and six quarks, categorized in
three generations. For each particle of matter (the fermions) there is the corresponding anti-matter
particle. The force carriers are the spin-1 gauge bosons, namely the photon, the gluons and the W=+
and Z° bosons. Finally, there is the Higgs boson H, the particle associated to the Higgs field.

three generations of matter interactions | force carriers
(fermions) (bosons)
| 1l 1]
mass | =2.2 MeV/c2 | | =1.28 GeVic? 0 =173.1 GeV/c2 | /'827 =124.97 GeV/c?
charge | % X % % 0 < ol 0
M up { charm || top gluon higgs
| ¢
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X |- =75 \ % 0 d
'@ |9 (@ || ®
<
2 M down k strange | bottom photon
o . )
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L ) g ;
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Figure 1.1: Elementary particle content of the Standard Model.

The SM Lagrangian can be written as the sum of two components

Lsm = Lqep + Lew (1.1)

where Lqcp is the Quantum-Chromo-Dynamics Lagrangian, describing strong interactions and in-
variant under local SU(3), transformations, and Lgw is the Electro-Weak Lagrangian which in-
cludes electromagnetic and weak interactions (both neutral and charged current) with symmetry group
SU(2); ® U(1)y. An important ingredient of the theory is the possibility of spontaneous symmetry
breaking of the gauge group into a smaller group. This spontaneous symmetry breaking plays a key
role in the Higgs mechanism: gauge bosons and fermions interact with the Higgs field acquiring their
mass. The choice of the ground state breaks the SM symmetry group
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Gem = SU(3)C &® SU(Q)L (9 U(l)y
into
GRP = SUB)e ® U(1),,,

resulting in three massive bosons W+ and Z9, eight massless gluons and a massless photon.
The interaction of fermions with the Higgs field is described by the Yukawa term of the SM Lagrangian,
that, considering only the quark terms, reads

Ly =-QjYLed) — Q) Yidu}, + hec (1.2)

where Y% are the complex 3 x 3 Yukawa matrices, ® is the Higgs field and ® = iop® where oy is
the Pauli matrix, i and j are flavour indices. Q! are the left-handed SU(2); doublets, u} and d}
are the right-handed SU(2), singlets in the weak-eigenstate basis. After symmetry breaking, when
the Higgs field acquires a vacuum expectation value (®) = (0,v/A/2) (v = 246 GeV), it is possible to
diagonalize the Y matrices by means of four unitary matrices Vg:dR. We pass to the mass basis, with
fermion masses v
Mﬁiag - ﬁ V£ gl V]J;T

where f = u,d. This change of basis does not affect the other fermionic sectors, with the exception of
the weak charged current interaction sector: here the interaction is among u-type and d-type fermions
and the unitarity property of the transformation can not be exploited. The charged current interaction
Lagrangian in the mass basis reads

mass 9 [ —iqyrij + 57
LCC :—% uLVC%{MW dlj% -+ hC] (13)

where the flavour mixing matrix Vognv = VEVIC? has been introduced.

1.2.1 The CKM matrix

The Cabibbo-Kobayashi-Maskawa (CKM) matrix [6] is a 3 x 3 unitary matrix with flavour mixing
properties that gives the relation between the weak eigenstates and the mass eigenstates

Vud VuS Vub
Vekm = | Vg Ves Vi
V;d V;fs V;Sb

A general n x n complex matrix is specified by 2n? real parameters, then the request of unitarity
(VVJf = Vv = 1) removes n? free parameters. With n quark generations we are free to redefine
2n — 1 phases of the quark mass eigenstates. Therefore, the physically meaningful parameters are
2n? —n? — (2n — 1) = (n — 1)2. For n = 3 quark generations, the physics of the CKM matrix is
determined by four real parameters: three mixing angles and one irreducible phase. We are left with
one complex phase that can not be removed by a redefinition of the quark fields, this irreducible phase
is responsible for CP violation in the SM.

The standard parameterization of the CKM matrix is obtained as the product of three rotation
matrices, one of which contains the complex phase §

1 0 0 Cc13 0 813671.6 C192 sio O
Vokm = [0 co3  s23 0 1 0 —s12 c12 0] =
0 —S823 (€23 —81361'(s 0 C13 0 0 1 14
€13C12 C13512 s13e”% (14)
= | —cass12 — sa3s13€Pc1a  casern — sa3s13€s12 Sazcin
S23812 — C23813€"0C1a —S23C12 — Cags13€0s12  Cascis
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where 0;; are the mixing angles between the i-th and j-th generation, and ¢;; = cos0;;, s;; = sin 6;;.
The rotation angle between the first two generations, 612, is known as the Cabibbo angle.

From experimental observations |V, ,|> < |V, |* < |V,,|* (alternatively s13 < s23 < s12 < 1), and it
is convenient to exhibit this hierarchy introducing an expansion. By defining

S12 = A 5923 = A)\2 8136_i(S = A)\g(p — i’l7)

the Wolfenstein parameterization [7] of the CKM matrix is

1—A2)/2 A AX3(p — i)
Vekm = - 1—\2/2 AN2 + 00\ (1.5)
AN(1 — p—in) —AN? 1
The unitarity of the CKM matrix
> ViVii =i (1.6)
Jj=u,c,t

leads to nine distinct complex relations among the matrix elements. The six relations with i # k can
be represented geometrically as six unitarity triangles (three independent) in the complex plane. The
length of the sides of these triangles is related to the magnitude of the different CKM matrix elements
and the angles are related to the CP violation in the decay of quarks and anti-quarks. Therefore,
measurements of the different sides and angles allows to constrain the CKM matrix.
The system of B mesons is particularly interesting for CP violation measurements because a sizable
CP violation is expected in the b sector. The unitarity triangle particularly relevant for the study of
B physics is

VaaVao T VeaVa + ViaVip = 0 (L.7)

Since the terms are of the same order in A (i.e. A?), this equation defines a non-degenerate triangle
shown in Fig. 1.2. Usually, the sides are rescaled and rotated so that one of them lies on the real axis
and two of its vertices have coordinates (0,0) and (1,0). The amount of CP violation generated by the
CKM matrix can be determined by the coordinates (p,7) of the upper vertex, related to (p,n) by

A2 A2
p=np(1-2 n=nl1-2
p=o(1-%5)  a=n(1-%)

The angles of the unitarity triangle are related to the elements of the CKM matrix through the
relations

vV Vi V. Vi v Vv
¢1=5=arg<0d Cb) ¢2=a=arg<vtdvtf) ¢3=V=arg<"d “b)
ud "’ ub

ViaV VedVe

Vea Ve

(0,0) (1,0)
Figure 1.2: The unitarity triangle.

In Fig. 1.3, the current results for the unitarity triangle parameters are shown. The Belle II experiment,
described in chapter 2, aims to collect a BB sample corresponding to 50 ab™!, allowing to precisely
measure the unitarity triangle. In Fig. 1.4 the expected precision on the unitarity triangle parameters
with 50 ab~! is shown.
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Figure 1.3: Current constraints on the (p,7) plane [8].
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Figure 1.4: Unitarity triangle fit extrapolated to 50 ab™* [9].

1.2.2 CP violation

Symmetries are a very important concept in physics since the invariance of physics equations under a
certain transformation is connected to conservation laws by the Noether theorem.

In particle physics there are three important discrete symmetries: parity (P), charge conjugation (C)
and time reversal (7). The parity operator P action generates an inversion of the spatial field coordi-
nates © — —Z. The charge conjugation operation C' changes the sign of all charges. The time reversal
operation T generates an inversion of the time coordinate ¢t — —t.

P and C are good symmetries of the strong and electromagnetic interactions, while the weak interac-
tions violate P, C' and CP. The parity violation was firstly observed in 1957 in the 3 decay of %°Co [10],
the charge conjugation violation was determined from neutrino helicity measurement by studying the
electron capture in '%2Eu [11]. CP violation was then observed in the neutral kaon system, with the
detection of the unexpected CP violating decay K; — w7~ [12]. The SM accounts for CP violation
in the weak sector through the presence of a complex phase in the three-generations flavour mixing
CKM matrix, introduced in 1973 by Kobayashi and Maskawa [6]. In 2001, the observation of CP
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violation in the B meson system by the Belle and BaBar experiments provided a clear proof of the
Kobayashi and Maskawa scheme for CP violation in the SM [13], [14]. Furthermore, CP violation
has been observed in BY decays [15] and, more recently, in charm decays [16]. Future measurements
of CP violation in K, D, B, and B? meson decays will provide additional constraints on the flavour
parameters of the SM, and might be sensitive to contribution from NP.

In the SM there are three types of CP violation effects that can occur in the quark sector:

e Violation in decays (or direct CP violation)
Let M be a meson decaying into the final state f. If CP were conserved, the probability of
M — f should be equal to the probability of M — f, where M is the anti-meson and f the
conjugate state of f. Instead, in the direct violation of the CP symmetry the two probabilities
are not equal. If we call Ay and A 7 the decay amplitudes, we can define the CP asymmetry

A2 - AR

_4 1.8
AP 4P (18)

f

This type of CP violation can be observed in both neutral and charged B mesons, for example
in B — K+ 7~ decays [8].

e Violation in mixing (or indirect CP violation)
It happens when the eigenstates of the free Hamiltonian are not CP eigenstates. The probability
of a MY to oscillate into a MY is different from the probability of the conjugate process, oscillation
occurs because mass and flavour eigenstates are different. The indirect CP violation can be
measured via the asymmetry of the “wrong-sign” semileptonic neutral meson decays M, M0 —
(= X7 induced by oscillations
(M°

(t) = X)) —T(MO ()= ¢~ XT)

Asp, = — =20 phys (1.9)
DMy () = £+ X ) +T(MY (1) = £~ XTF)

It is a small effect that has been observed in the neutral kaon system. Note that this asymmetry
of time-dependent decay rates is actually time-independent.

e Violation in the interference between decays with and without oscillation
This type of CP violation is due to the interference of the decay without mixing M" — f and
the decay with mixing M? — M°® — f. This effect can be observed in decays to final states
common to both M? and MY. For final CP eigenstates fcp, we can define the time-dependent
asymmetry

A (0) T(Myo(t) = fop) — T(MYy, ()= fop) (1.10)
f = s '

o F(]\I(I:J)hys(t)_> fCP) + I_‘(‘]\Jghys(t)_> fCP)

This CP asymmetry can be very large and can be cleanly related to CKM angles. This type of
CP violation was observed for the first time in 2001 by the Belle and BaBar experiments in the

decay of B, BY to the CP eigenstate J/p K° [13], [14].

All of the observed CP asymmetries are consistent with the SM predictions of CP violation in the
quark sector. Similar effects could also occur in decays of baryons, but have not yet been observed.
Given that neutrino masses and lepton mixing have been established, it is expected that CP is violated
also in the lepton sector. Discovering CP violation in the lepton sector is one of the main goals of
current and near-future experiments. CP violation has not yet been observed in processes involving
the ¢t quark, nor in flavour-conserving processes. For these, any significant observation would be a
clear indication of physics beyond the SM.

The B system provides the ideal environment for measurements of CP violation, indeed the effects
observed are larger. Studies of charmless hadronic B decays give access to the angle a/¢9, the least
known angle of the CKM unitarity triangle, and probe contributions of NP in processes mediated
by loop decay amplitudes. Charmless B decays are decays not mediated by b — ¢ transitions, the
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underlying quark level transitions are the tree level b — u and loop level b — d, s transitions. The
most promising determination of a/¢9 relies on the analysis of multiple isospin-related B — 7m decays
(B — 7979 Bt — 7t7% and B — 777~) [17]. In addition, isospin symmetry can be employed to
build sum-rules, i.e. linear combinations of branching fractions and direct CP asymmetries, to test SM
predictions. For the set of B— K decays (B — K+t7n~, Bt — Kz, Bt — K*7° and B’ — K%z0)
there is a reliable and sensitive test based on comparing the observed value of the sum-rule and the SM
expectation [18]. Belle II is the only experiment capable of measuring jointly, and within a consistent
experimental environment, all the isospin-related decays.

In these studies, particle identification of hadrons with opposite charges plays a very important role
because the PID performance of pions and kaons affects directly the sensitivity of CP asymmetry mea-
surements, and related corrections and uncertainties must be estimated. In particular, the measured
asymmetries

A = Acp + Adet

are the sum of the genuine CP asymmetry Acp and the instrumental asymmetry Aget due to differences
in interaction and reconstruction probabilities between particles and anti-particles [19]. We estimate
the instrumental asymmetry for charged pions and kaons using control modes, i.e. Dt — Ko7t
and D — K~rt. Therefore, it is crucial to have an excellent identification performance and a
comprehensive understanding of charge dependent efficiencies, and their related asymmetries, through
the study of control samples, such as D — ¢(K+TK ™) n™.



Chapter 2

SuperKEKB and Belle 11

2.1 The SuperKEKB collider

SuperKEKB is an asymmetric-energy electron-positron collider located in Tsukuba, Japan, con-
structed by upgrading the KEKB B-Factory. The design luminosity of SuperKEKB is 6-10%% cm 257!
(30 times higher than that achieved by KEKB) and the goal is to accumulate an integrated luminos-
ity of 50 ab~! [20]. The high luminosity is achieved increasing the beam currents and significantly
reducing the beam size at the Interaction Point (IP) with the use of the nano-beam scheme. During
Phase IIT of SuperKEKB in early 2019 until mid-2022, the Belle II detector has recorded a total inte-
grated luminosity of the order of 400 fb~!, while the maximum instantaneous luminosity achieved is
4.65 - 103 cm~2s7! [21]. In Fig. 2.1 the recorded luminosity profile is shown.

Belle Il Online luminosity Exp: 7-26 - All runs

7.5 17 integrated iuminosity
—_ mmm Recorded Weekly /
T r 1 F 400
2o 15.0 - J CRecorded dt =427.79[fb™"] —_
[ | %
g s z
g i F 300 §
> 10.0 E
~ =l
& 3
= 7.5 200 *g
E 5.0 1, %
= 2
= 100 ©
k]
S 25

0.0 - -0

Q&,ii%@%@% S “@g&% 5 “’ﬁ?&“@i&%%% e

Date Updated on 2022/06/22 18:14 ST

Figure 2.1: Total recorded integrated luminosity before Long Shutdown 1 [22].

The SuperKEKB configuration is shown in Fig. 2.2. The collider complex consists of a 7 GeV electron
ring (HER, High-Energy Ring), a 4 GeV positron ring (LER, Low-Energy Ring), and an injector linear
accelerator (LINAC) with a 1.1 GeV positron Damping Ring (DR). The SuperKEKB accelerator has
the capacity to deliver ete™ collisions in the center-of-mass energy range from just below the Y(19)
(9.46 GeV) to just above the Y(65) (11.24 GeV). The vast majority of data are taken at the center-
of-mass energy /s = 10.58 GeV corresponding to the T(4S5) resonance, the lightest that can decay
strongly to a pair of B mesons. The asymmetric beam energies provide a Lorentz boost to the center-
of-mass system with Sy= 0.28. As a consequence, the B or D mesons produced in the collision travel
an appreciable distance before decaying, allowing to precisely measure lifetimes, mixing parameters
and CP violation.
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Figure 2.2: Schematic view of SuperKEKB [20].

2.2 Physics program of Belle 11 at SuperKEKB

The primary physics goals of Belle II are to search of NP in the flavour sector at the intensity frontier,
measuring many processes with unprecedented precision and allowing to appreciate discrepancies with
the SM predictions due to new particles and processes occurring at mass scales higher than the ones
reached by the LHC.

As a next generation flavour factory, one of the questions addressed by the Belle II experiment is
the explanation of observed matter/anti-matter asymmetries. New insights into the presence of new
CP violating phases will come, for example, from measurements of time-dependent CP violation in
penguin transitions of b— s and b— d quarks. Furthermore, the measurement of flavour transitions
to 7 leptons, such as B— 7v and B— D™ 7 v, will allow to search for charged Higgs bosons, that
are predicted to exist by many extensions of the SM. Left-right symmetry and the presence of new
flavour changing neutral currents from physics beyond the SM are investigated measuring processes
such as b— sv v transitions and precisely measuring b— d, b— s and ¢— u transitions. The decays
of 7 leptons are studied to search for sources of lepton flavour violation beyond the SM. Moreover,
besides the measurements in the flavour sector, Belle II is sensitive to dark matter looking at missing
energy decays and it will contribute to the study of quarkonia. These analyses require a detector with
good detection capabilities for all neutral and charged particles, and excellent particle identification
(PID) capabilities. In the next section 2.3 a detailed description of the Belle II detector is given.

The main competitor of the Belle IT experiment is LHCb [4] at LHC, where the B and D mesons
are produced in proton-proton collisions at a centre-of-mass energy of up to 14 TeV, allowing the
collection of larger statistics. However, the advantages of the Belle II experiment at SuperKEKB are
the relatively clean environment of the eTe™ collisions compared to the hadronic environment, the full
solid angle detector coverage and the possibility of completely reconstructing the final states.

2.3 The Belle II detector

The Belle II detector is designed for the SuperKEKB collider and it is optimized to operate at a
higher event rate and reduced center-of-mass boost with respect to its predecessor Belle. It is a
system of multiple sub-detectors, each optimized to reconstruct some specific features of the collision
final states. The detector has a cylindrical structure around the beam pipe (z-axis), while it has a
significant forward-backward asymmetry to improve the solid angle acceptance in the boost (forward)
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2 SuperKEKB and Belle II

2.3.1 Vertex Detector (VXD)

The innermost component of the Belle II detector is the Vertex Detector (VXD), and it comprises
two devices: a silicon Pixel Detector (PXD) and a Silicon Vertex Detector (SVD), with altogether
six layers around a 10 mm radius Be beam pipe. The first two layers are instrumented with pixel
sensors, while the outermost four are strip detectors. The polar angle acceptance ranges from 17°
to 150°. Efficient track reconstruction is of great importance since flavour physics final states are
mostly composed of charged particles and analyses rely strongly on precise measurements of their
momenta and the decay positions of their long-lived parent particles. The main purpose of the VXD
sub-detector is to measure the B decays vertices for the measurement of CP asymmetries.

Pixel Detector (PXD)

The PXD is composed of two layers of pixelated sensors with DEPFET (DEPleted Field Effect Tran-
sistor) technology which allows for very thin (50 pm) sensors and fine granularity. The pixelated
sensors have been chosen to sustain the higher hit rate due to the shorter distance from the IP and
the higher luminosity with respect to Belle. The solution of using pixelated sensors rather than strips
for the innermost layers allows to keep a much smaller detector occupancy, defined as the fraction of
channels hit in each triggered event.

The layers are placed at 14 mm and 22 mm from the IP. The inner layer consists of eight planar mod-
ules (“ladder”), each with a width of 15 mm and a sensitive length of 90 mm. The outer layer consists
of twelve modules with a width of 15 mm and a sensitive length of 123 mm. A schematic drawing of
the sensor arrangement is shown in Fig.2.4. The active area of each ladder is segmented into 250 x
768 pixels with sizes ranging from 50 x 55 um? in the center of the inner layer to 50 x 85 um? in the
outer layer.

The DEPFET is a semiconductor detector concept that combines detection and amplification within
one device. The DEPFET pixel consists of a depleted silicon bulk with a special potential structure
and a FET on top. Electron-hole pairs are generated by traversing ionizing particles inside the sen-
sor bulk. While holes drift to the backside, electrons are collected in the potential minimum of the
so-called “internal gate”.

Figure 2.4: Schematic view of the geometrical arrangement of the sensors for the Belle I PXD. The light grey
surfaces are the sensitive DEPFET pixels [24].

Silicon Vertex Detector (SVD)

Good characteristics for a vertex detector are low mass, high precision, immunity to background hits,
radiation tolerance and long-term stability. The SVD of Belle II is designed with silicon strip sensors
to avoid the huge channel count of pixels without compromising the vertex-detection capability of
detector. The SVD also provides standalone tracking and particle identification via the measurement
of ionisation energy loss.

The sub-detector is composed of four layers placed at 39 mm, 80 mm, 104 mm and 135 mm from the
IP. These layers are equipped with DSSD (Double-sided Silicon Strip Detector) sensors, which perform
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2 SuperKEKB and Belle II

the vertex measurement and low-momentum tracking together with the PXD. The total of 172 DSSD
sensors are distributed, from lowest to highest radius, in seven, ten, twelve, and sixteen ladders with
two, three, four, and five sensors, respectively. The material budget average per layer is 0.7% of the
radiation length Xy. Diamond sensors are installed on the beam pipe for radiation monitoring and to
trigger fast beam aborts. A longitudinal schematic view of the SVD is shown in Fig. 2.5.

$310 mm

935 mm

O Diamond radiation sensors

Figure 2.5: Schematic view of the Belle IT Silicon Vertex Detector (SVD) [25].

Each DSSD sensor is based on an n-type bulk between 300-320 um thick, equipped with implanted
p- and n-doped sensitive strips on opposite sides. The metal strips for the readout are AC coupled
on top of the implanted strips, separated by a dielectric SiO9 layer, and alternated with strips which
are not readout (floating strips). Along the sensors, strips are arranged in perpendicular directions on
opposite sides in order to provide 2D spatial information: the p-side strips, orthogonal to the beam
axis, measure the r-¢ direction, instead the n-side strips provide information on the z coordinate
along the beam line. Small rectangular sensors are used for the third layer, while the other layers
are equipped with large rectangular sensors in the barrel region and slanted trapezoidal ones in the
forward region. In total, the SVD covers an active area of 1.2 m? and has 224,000 readout strips.

2.3.2 Central Drift Chamber (CDC)

In the Belle IT detector, the Central Drift Chamber (CDC) plays three important roles. First, it
reconstructs charged tracks and measures their momenta precisely. Second, it provides particle identi-
fication information using measurements of energy loss within its gas volume. Low-momentum tracks,
which do not reach the particle identification devices, can be identified using the CDC alone. Finally,
it provides efficient and reliable trigger signals for charged particles.

When a charged particle traverses the CDC volume, it ionizes the gas inside the chamber, freeing
electrons and positive ions from gas atoms. An applied electric field then moves these charges toward
the sense wires, where high field gradients cause an abrupt acceleration with secondary ionization
that induces an electric signal on the sensing wires. The particle trajectory is inferred from the time
between the collision and the signal.

The CDC has a cylindrical shape with an inner radius of 16 cm, an outer radius of 113 c¢m, and
a length of 232.5 cm at the outer radius. It has an asymmetric shape in the longitudinal direction
to be able to treat asymmetric energy collisions. As for the SVD, the CDC covers a polar angle
interval of 17° < # < 150°, and has full coverage of the azimuthal angle. The chamber consists of
56 layers, arranged in nine super-layers. A smaller cell size design compared to Belle is adopted for
the eight innermost layers to reduce the background occupancy. The axial (A) and stereo (U and V)
super-layers are distributed according to the pattern AUAVAUAVA, as shown in Fig. 2.6. Combining
information from the axial and stereo layers it is possible to reconstruct a full 3D helix track. Each
cell consists of a sense wire surrounded by eight field wires, and the shape of the cell is nearly square.
The innermost layer features the smallest cell size (0.6 cm), and the outermost layer has the largest
(1.8 cm). The sense wires are made of gold-plated tungsten and the field wires are made of aluminium
without plating, with diameters of 30 um and 126 pum, respectively. There are in total 14336 sense
wires and 42240 field wires. The chamber is filled with a mixture of 50% CsHg and 50% He.
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Figure 2.6: Layer configuration of the Belle and Belle IT CDCs [26].

Specific ionisation (dE'/dx) measurements are obtained for each reconstructed track in the CDC. Sig-
nal pulses on each sense wire of a cell, generated by the passage of a charged particle, are digitised
and values over a nominal threshold are summed to yield the raw ADC (Analog-to-Digital Converter)
readout. Geometrical corrections are applied for track length in each drift cell (“dz”): one correction
for the projected r-z path length based on the polar angle of the track, and one for the projected r-¢
path length based on the track geometry in the cell. Variations in wire-to-wire gain and run-to-run
gain are calibrated with high-statistics samples of eTe™ — eTe ~y radiative Bhabha events. These
events are also used to map the gas-gain saturation vs. polar angle at the ionisation level of electrons,
i.e. the “Fermi plateau” of the Bethe-Bloch formula. Empirical corrections for non-geometrical r-¢
variations are also measured with radiative Bhabha samples.

Samples of e, u, m, K, and p from dedicated control samples are used to determine gas-gain saturation
effects for tracks with varying intrinsic ionisation. The same control samples are also used to param-
eterise the mean expected dF/dz as a function of Sy = p/m and the dE/dx resolution as a function
of B, polar angle, and the number of hits on the track. Fig.2.7 shows the predicted dF/dz for six
stable charged-particle hypotheses (e, p, m, K, p, d) as a function of momentum.

o\ B Belle Il

—
o

CDC dE/dx

107

1
Peoc [GeVic]

Figure 2.7: CDC-based dE/dz curve predictions for different charged particle species [27].

The dE/dx reconstruction algorithms in CDC allow us to determine likelihood values using infor-
mation from individual hits. A likelihood value is determined for each charged particle hypothesis.
These likelihoods are then further combined with information from other sub-detectors for particle
identification. More details on PID from specific ionization measurements in CDC can be found in
chapter 3.
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2 SuperKEKB and Belle II

2.3.3 Particle Identification (PID)

The main information on particle identification is provided by two dedicated sub-detectors, based on
the Cherenkov effect: the Time Of Propagation counter (TOP) in the barrel region, and the Aerogel
Ring-Imaging Cherenkov detector (ARICH) in the forward region.

Time Of Propagation counter (TOP)

The Time Of Propagation (TOP) sub-detector provides PID information in the barrel region of the
Belle II detector, covering the polar angle region from 30° to 120°. This is a special kind of Cherenkov
detector where 2D information of a Cherenkov ring image is given by the time of arrival and the
impact position of Cherenkov photons at the photon detector placed at one end of a long quartz bar
acting as radiator. The Cherenkov photons are produced by charged particles passing through one of
the quartz radiator bars.

The TOP is composed of sixteen identical modules arranged around the CDC. A schematic for one
module is given in Fig.2.8. Each module is composed of four parts glued together: two fused silica
bars of dimensions 125 x 45 x 2 cm?® acting as the Cherenkov radiator, a focusing mirror located at
the forward end of the bar, and a 10 cm long prism that couples the bar to an array of MCP-PMTs
(MicroChannel-Plate PhotoMultipliers Tubes). Thanks to the high average refractive index (n = 1.44
at 405 nm) of the fused silica, some of the Cherenkov radiation emitted by a charged particle crossing
the radiator remains trapped by total internal reflection, propagating to the MCP-PMTs array. To
propagate Cherenkov photons inside the radiator and preserve the Cherenkov ring image, the sides of
the quartz bars must be flat and parallel to a very tight tolerance. The focusing mirror is spherical
with a focal length corresponding to a radius of curvature of about 7 m.

Bar/mirror width
450 mm

Prism length

100 mm Bar length 2600 mm

2x1250mm
+100mm mirror

Bar thickness 20mm
Prism width 456 mm

MCP-PMT width 448 mm Prism height 51Tmm

Figure 2.8: Schematic of one of modules of the Belle II TOP detector [5].

The MCP-PMTs provide excellent time resolution and fine granularity to measure also the position
of arrival of the photons. They are suitable for the Belle I TOP detector which operates with small
number of Cherenkov photons inside solenoid magnet. The photon detector array for each quartz
module is composed of 32 MCP-PMTs, for a total of 512 MCP-PMTs. The array covers the face of
the prism as fully as possible. A single MCP-PMT is square-shaped, the outer size is 27.6 x 27.6 mm?
and the thickness is 15.6 mm, the effective area is 23.0 x 23.0 mm?. The photon detector has a 4 x 4
anode array (5.3 mm wide and 0.3 mm gap), a multi-alkali photocathode (NaKSbCs) to have a high
Quantum Efficiency (QE) at short wavelengths (QE of 18% at 400 nm), two 400 pwm thick MCP plates
with 10 wm pore size, and an aluminum layer on the second MCP to protect against ion feedback
(Fig.2.9). The Cherenkov photon is converted into an electron at the photocathode, then the produced
electron is amplified by hitting the walls of the halls of two MCPs. The collection efficiency, which
corresponds to the MCP aperture ratio, is ~ 60%. The gain is of the order of 10 at a bias voltage
around 3.4 kV, which enables single photon detection. The transit time spread is ~ 40 ps, which is
essential for obtaining required PID performance. The performance loss in a magnetic field of 1.5 T,
designed for the Belle II experiment, has been measured to be small.
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Figure 2.9: Schematic drawing of a Belle IT TOP MCP-PMT [28].

The Cherenkov photon signal from the MCP-PMTs is read out using waveform sampling ASICs
(Application Specific Integrated Circuits), to achieve a single photon timing resolution better than
100 ps at a nominal trigger rate of up to 30 kHz at the full projected luminosity of the SuperKEKB
accelerator.

For a charged particle crossing the quartz bar at a given position and angle, the propagation of the
Cherenkov light inside the quartz is a function of the Cherenkov emission angle 6o (Fig.2.10). The
position of arrival of the photons on the array of MCP-PMTs, as well as the time of arrival, depends
on the identification information of the incoming particle. The photon time is measured with respect
to the bunch crossing that most likely produced the detected particles, therefore it can be decomposed
into two parts: t,, = tiof + tprop. The first parameter, ti, is the time of flight of the particle from the
IP, proportional to 1/, while t,0p is the time spent by the Cherenkov photon inside the quartz bar.
Comparing the distributions of time and position of the arrival of photons with the expected probability
density functions (PDFs) corresponding to the particle hypotheses (e, u, 7w, K, p, d), it is possible to
obtain identification probabilities from the likelihood ratios. The TOP detector is mostly dedicated
to K /m separation, but it can provide information also for other particles. More details on PID from
the TOP will be presented in chapter 3.

Cherenkov angle 6¢c
quartz radiator

/ photon detectors

charged particle

Figure 2.10: Schematic side view of Belle II TOP counter and internal reflecting Cherenkov photons [23].

Aerogel Ring-Imaging Cherenkov detector (ARICH)

The Aerogel Ring-Imaging Cherenkov detector (ARICH) covers the polar angle region from 17° to
30°. This sub-detector is dedicated to pions and kaons separation and to discrimination between low
momentum pions, electrons and muons.

The ARICH is composed of 4 ¢m aerogel radiator where the Cherenkov photons are emitted, and
an expansion volume to allow the Cherenkov photons to form rings on the photon detector surface
(Fig.2.11) consisting of Hybrid Avalanche Photo Detectors (HAPDs). To achieve the necessary PID
performance, enough photons (about 10) have to be detected for each ring image for at least one of the
particle species. This requirement fixes the length of the aerogel radiator to several centimeters. The
required resolution in the measurement of the Cherenkov angle is achievable only for an expansion
gap of about 20 cm and a radiator thickness that does not exceed a few centimeters, with a photon
detector granularity of a few mm. Two 2 cm thick layers with different refractive indices (1.045 and
1.055) are employed as Cherenkov radiators. The aerogel tiles are wedge shaped and have a size of
about 18 x 18 cm?. The entire ARICH consists of 124 aerogel tiles per layer (a total of 248) arranged
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2 SuperKEKB and Belle II

in four concentric rings. 18 planar mirror plates are placed on the outer edge of the detector, where
Cherenkov photons would miss the sensitive area, in order to maintain good performance.

radiator photon
detector

Figure 2.11: The concept of the Belle II ARICH [28].

HAPDs are used as photon detector. This type provides high single photon detection efficiency
with the desired position resolution. The incident photon is converted into photo-electron by a bi-
alkali photo-cathode, with peak QE of about 25%. The electron is then accelerated in a vacuum
tube with high electric field towards the segmented Avalanche Photo-Diode (APD) with 144 pads of
size 5.1 x 5.1 mm?. The ARICH photon detectors consist of 420 HAPD modules arranged in seven
concentric rings. Because of the large number of photon detector readout channels, ~ 80k in total, a
dedicated front-end readout system based on ASICs is employed.

2.3.4 Electromagnetic Calorimeter (ECL)

A high resolution Electromagnetic Calorimeter (ECL) is a very important part of Belle II to detect
photons with high efficiency and measure their energy in a wide range from 20 MeV to 4 GeV. Fur-
thermore, ECL tasks are electron identification, generation of proper trigger signals and K, detection
together with the K|, and muon spectrometer.

The ECL detection principle is based on scintillation: the energy released by an incident particle
causes a molecular excitation in the material with the passage of an electron from the valence band
to the conduction band. The de-excitation of the electron to the valence band is associated with the
emission of a photon, called scintillation light, that is usually difficult to detect and low-energetic. To
improve the probability to emit a photon in the visible, impurities are added to create activator sites
for the electrons with energy levels in the forbidden zone between the two bands. The scintillation
light is then collected by photo-diodes. If the incident particle stops in the calorimeter, the total
energy is measured.

Belle II ECL consists in a highly segmented array of thallium-doped caesium iodide CsI(T1) crystals,
a total of 8736, covering about 90% of the solid angle in the centre-of-mass system (12.4° < 6 < 155.1°
except for two gaps ~ 1° wide between the barrel and endcaps). The crystals have a trapezoidal
geometry with nominal cross-sectional area of 6 x 6 cm? and length of 30 cm, providing 16.1 X of
material. Each crystal is oriented to point in the direction of the collision point with a small tilt in 6.
Crystals in the barrel region additionally have a small tilt in ¢. The mechanical configuration of the
ECL is shown in Fig. 2.12.

Scintillation light detection is achieved using two 10 x 20 mm? Hamamatsu Photonics $S2744-08 photo-
diodes glued to the rear of each crystal. The signals from the photo-diodes are integrated by a pre-
amplifier mounted on the crystal before being sent to an external shaper module for processing. The
support structure, CsI(T1) crystals, and pre-amplifiers were re-purposed from the Belle experiment.
The external shaper modules are new to Belle II and apply signal shaping via a CR-(RC)* filter before
digitization at a sampling time of 567 ns.

In the ECL, photons and electrons are identified through their kinematics, shower shapes and timing
information, as they have different (in shape and magnitude) energy losses with respect to charged
hadrons. To separate electrons from photons, information from tracking detectors is correlated with
the ECL signal.
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Figure 2.12: Belle IT ECL overall configuration [29].

The photon energy resolution quantifies the precision that the reconstructed photon energy, EJee,
predicts the true photon energy, Evtrue. We consider the variance of the distribution of the photon
energy residual 5’$rue =B - E,;r“e, FWHM is the Full Width at Half Maximum and Agrue is the
distribution of the quantity 67““6 for a collection of events:

FWHM(Afre)
Ty = 2.355

Measuring the photon energy resolution in data requires a method to predict the value of E$rue. This
can be achieved using the process ete™ — utu~(v): the recoil energy, E/j/iwﬂ, that is computed from
the measured momentum of the muons, provides a proxy to predict the photon energy. The photon
energy resolution of Belle IT ECL obtained from fit of measured energy resolution as a function of
Erecoil is
oy
o, (0.02240.001)

= @ (0.010 £ 0.001
RN (s :

where @ indicates addition in quadrature [30].

2.3.5 K, and Muon detector (KLM)

The outermost sub-detector is the K;, and Muon (KLM) detector for the measurement of long-living
particles, which travel large distances inside the Belle IT detector. Muons and non-showering charged
hadrons (that decay in flight or do not interact hadronically) with a momentum above 0.6 GeV/c tra-
verse the KLM until they escape or range out due to electromagnetic energy deposition. They travel
along nearly straight lines through the KLM. K| mesons that interact in the ECL or the iron plates
create a hadronic shower that can be detected in either the ECL alone, the KLM alone, or both.
The KLM is located outside of the superconducting solenoid and it is composed of 4.7 c¢m iron plates
alternated with active detector elements. The iron plates serve as the magnetic flux return for the
solenoid. They also provide 3.9 interaction lengths or more of material, beyond the 0.8 interaction
lengths of the calorimeter, in which K| mesons can shower hadronically. There are 15 detector layers
and 14 iron plates in the barrel and 14 detector layers and 14 iron plates in each endcap. The barrel
layers cover the polar angle range from 45° to 125°, while the endcaps extend this coverage from 20°
to 155°.

The Belle KLM system, based on glass-electrode Resistive Plate Chambers (RPCs), demonstrated
good performance during the entire data taking period of the Belle experiment. However, in some
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Belle IT KLM detector areas (both endcaps and the innermost layers in the barrel region) large back-
ground rates are expected due to neutrons that are mainly produced in electromagnetic showers from
background reactions (i.e. radiative Bhabha scattering). The long dead time of the RPCs during the
recovery of the electric field after a discharge significantly reduces the detection efficiency under such
background fluxes. To mitigate this problem, the RPCs in the endcaps and the innermost layers in
the barrel region have been replaced by layers of scintillator strips.

The barrel RPCs are rectangular in shape and vary in size from 2.2 x 1.5 m? to 2.2 x 2.7 m?. The
cross section of a super-layer is shown in Fig.2.13: two RPCs are sandwiched between orthogonal
pickup strips with ground planes for signal reference and proper impedance. RPCs have two parallel
plate electrodes with high bulk resistivity (~ 5-102 Q cm) separated by a gas-filled gap. We use a gas
mixture of 62% HFC-134a, 30% argon, and 8% butane-silver. Each RPC is electrically insulated with
a double layer of 0.125 mm thick mylar. Signals from both RPCs are picked up by copper strips above
and below the pair of RPCs, providing a 3D space point for particle tracking. In streamer mode, an
ionizing particle traversing the gap initiates a streamer in the gas that results in a local discharge of
the plates. The discharge induces a signal on external pick up strips, which can be used to record the
location and the time of the ionization.

The scintillator strips in the endcaps KLM are equipped with WaveLength Shifting (WLS) fibers
readout by multipixel Silicon PhotoMultipliers (SiPMs) operating in the Geiger mode. SiPMs allow
for compact detectors and uncompromised operation in strong magnetic fields. The whole system
consists of 16800 scintillator strips, they have a cross section of (7-10) x 40 mm? and a length of up
to 2.8 m.
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0.035 mm Copper

Ground plane

Dielectric foam 7 mm

0.035 mm Copper

Cathode plane e =

0.25 mm Mylar
iy I, 00
Gas gap oSS mmTTTTy 2.00mm
HV I, 300
Insulator I 1 0.5 mm Mylar
ey I, 00 mm
Gas gap oSoSSoSSsossTTTooTmTTTTTy 2.00mm
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Figure 2.13: RPCs of the Belle IT KLM system, structure of a super-layer [23].

2.3.6 Trigger

The main scope of the trigger system in Belle II is to identify events of interest and to reject background
events that are not worth being acquired. The requirements for the trigger system are high efficiency
for hadronic events from Y(4S) — BB and for continuum background, a maximum average trigger
rate of 30 kHz, a fixed latency of about 5 us, a timing precision of less than 10 ns, a minimum
two-event separation of 200 ns and a trigger configuration that is flexible and robust. To meet these
requirements, the Belle triggering scheme with new technologies is adopted.

The Belle II trigger system is composed of two levels: a hardware-based Low-Level trigger (L1) and a
software-based High-Level Trigger (HLT). The first one removes most of the background events with
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the use of raw information from the faster sub-detectors, the second trigger refines the selection with
a more exhaustive analysis.

In the Belle triggering scheme, the trigger system consists of sub-trigger systems and one final-decision
logic. A sub-trigger system summarizes trigger information on its sub-system, and sends it to the
final-decision logic, which then makes combinations of sub-triggers and fires a trigger when its criteria
are satisfied. In Belle II, we use this concept but replace all components and connections with new
technologies. Each component has a FPGA (Field Programmable Gate Array) so that the trigger
logic is configurable rather than hard-wired. All data flow along high speed serial links, not parallel
(ribbon) cables, which enables us to funnel a huge amount of information to one FPGA. The schematic
overview of the Belle IT L1 trigger system is shown in Fig.2.14. The CDC sub-trigger provides the
charged track information such as momentum, position, charge, multiplicity and so on. The ECL
sub-trigger gives energy deposit information, energy cluster information, Bhabha identification, and
cosmic-ray identification. The Barrel PID (BPID) sub-trigger gives precise timing and hit topology
information. The Endcap PID (EPID) sub-trigger is expected to give precise timing information. The
KLM sub-trigger gives muon track information. The Global Decision Logic (GDL) receives all of this
sub-trigger information and makes the final decision. The total latency in the trigger system is about
5 us. To achieve high efficiency for hadronic events, the L1 trigger mainly uses the information coming
from the CDC and the ECL.
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Figure 2.14: Schematic overview of the L1 trigger system. The output from the five sub-trigger systems are
sent to the GDL, where the final trigger decision is made. The lines in red are newly added information paths
in the Belle IT trigger system [23].

The HLT consists of multiple units of PC clusters, that perform a full reconstruction of the event data.
It uses all the sub-detectors (except the PXD) to perform an offline reconstruction of the event by
applying physics requirements. The software trigger for the events uses the basf2 framework (Belle IT
Analysis Software Framework) [31] to perform a reconstruction of the event to a physics level. It has
the aim of reducing the trigger rate to 10 kHz for offline storage and assigning the skim flags, a set of
selections for specific analysis (i.e. the hadronic tag from the HLT selects events in which a hadronic
final state is produced, thus excluding Bhabha or eTe™ — u™ ™~ events).
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Chapter 3

Charged particle identification

In this chapter, we will describe the method of charged particle identification at Belle II, which consists
in determining particle identification probabilities as likelihood ratios for each charged particle hypoth-
esis. Particle identification is then performed by applying a selection criterion to the identification
probabilities.

3.1 Charged particle identification model

Effective and efficient charged particle identification (PID) is crucial to the physics goals of the Belle 11
experiment. Good PID information is necessary to isolate hadronic final states, reduce backgrounds,
and allow for flavour-tagging techniques.

At Belle II charged PID is based on a combination of measurements from the various sub-detectors,
namely:

e measurements of the particle’s velocity (57 = p/mec) via specific energy loss by ionisation
(dE/dx) in the SVD and the CDC;

e measurements of the particle’s velocity by measuring the Cherenkov angle of the radiation emit-
ted by the charged particle passing through the TOP or the ARICH;

e measurements of the energy deposition in the CsI(T1) scintillation crystals of the ECL and
estimations of the shower shape;

e measurements in the KLM that account for the different penetration range and scattering of
muons and hadrons.

In each sub-detector d € D = {SVD,CDC, TOP, ARICH, ECL, KLM} a likelihood Lg is computed
for each charged particle hypothesis « € {e, u,m, K, p,d} from a PDF of a given set of observables.
The PDFs are either predicted from simulation, extracted from data control samples with high purity,
or determined analytically. Assuming that sub-detectors measurements of each of the identifying
observables are independent, a global likelihood for each particle hypothesis is defined by

Lo= [T 48 (3.1)

where the product is over the active sub-detectors for the particle type of interest. It is useful to define
the logarithm of the likelihood LL, by summing the log-likelihoods from each sub-detector

deD
LL, =logl, = Z log £4 (3.2)
d
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3 Charged particle identification

Typically the log-likelihood is used because it is more computationally stable. The resulting likelihoods
(or log-likelihoods) are then used to compute likelihood ratios as given by

Lo exp(logLa)
>pls  dpexp(logLp)
where the sum over (5 is over all six charged particle hypotheses. The likelihood ratios are defined in

such a way that the six ratios P, will sum to one. Therefore, each likelihood ratio can be interpreted
as a PID probability for the hypothesis . We refer to this likelihood ratio as global PID probability.

P, = (3.3)

PID for charged hadrons (mw, K, p, d) depends primarily on likelihood information from CDC, TOP,
and ARICH detectors. These sub-detectors also contribute to the PID of charged leptons (e, ). Since
this study is dedicated to PID performance of the TOP detector for K /7 separation, the method to
construct the likelihoods for this sub-detector is described in the following.

3.1.1 TOP likelihood

The TOP counter combines time-of-flight measurements with the Cherenkov ring-imaging technique.
The dominant contribution to the resolution of this detector is the dispersion of light while propagating
in the quartz bar. An extended likelihood method is used to determine log-likelihoods for the six stable
charged particle types [32]. For a given charged particle hypothesis a, the extended log-likelihood
probability is defined as

Ba Yyt
logLa—Zlo < x]aijtj);\; (:I"] Yj t])) —|—lOgPN(Ne) (34)

where So(x;,y;,t;) is the signal distribution for the hypothesis «, Bq(x},;,t;) is the distribution of
background, and N, = N, + Np is the expected number of detected photons, being the sum of the
expected number of signal photons N, and the expected number of background photons Np. The
second term in Eq. 3.4 is a Poisson probability of the mean N, to obtain N photons. The normalization
of Sa(xj,yj,t;) and By (zj,y;,,t;) are

Nch tm

> i Sa(xj,y5,t;) dt = N, (3.5)

Tch tm
Z/ Ba(:):j,yj,tj) dt = NB (3.6)
j=17"

where the sum runs over all channels nq, of the photon detector array, x; and y; being the channel
coordinates, and the integration is performed over the full range t,,, of the time of arrival measurement.
The ring-image of the TOP counter is a complicated pattern which, besides the Cherenkov angle, also
depends on the particle impact position and the angles with respect to the quartz bar. The distribution
for a particular detection channel j can be parameterized as a sum of Gaussian distributions

S xja ijt] anj g tk:j? Ukj) (3'7)

where ny; is the number of photons in the k-th peak of channel j, t; is the position along the time
axis and oy; the width of the peak, then g(t —tx;; o;) is the normalized Gaussian distribution, and m;
counts the number of peaks in channel j for ¢ < ¢,,. The quantities ny;, t;; and oy; are functions of the
Cherenkov angle ¢, the photon emission point (zg, yo, 20) given by the particle impact position, the
particle impact angles (6, ¢), and the unfolded channel coordinate zp = ka + z;, where k represents
the number of internal reflections at the side walls and a the width of the quartz bar. Using the above
input data, it is possible to solve for the unknown Cherenkov azimuthal angle qbc and thus determine
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3 Charged particle identification

the photon directional vector. Once the photon direction is known, t;; is obtained by ray-tracing.
The number of photons in the peak is calculated with

N
= Nylsin? 6 3.8
ofsin b C (39
where Ny is the figure of merit of the Cherenkov counter, £ is the length of the particle trajectory in
the quartz bar, and Agbc is the range of the Cherenkov azimuthal angle covered by the measuring
channel j. The peak width oy; is obtained by summing various contributions: photon emission point
spread (parallax error), multiple scattering of the particle in the quartz, dispersion (chromatic error),

channel size, and the transit time spread of the photon detector.

The PID information is extracted by comparing the distribution of the time of arrival of the photons in
each of the TOP photon detector channels with the expected PDF's for the six stable charged particle
hypotheses, where the PDFs are calculated analytically given the mass hypothesis and the particle’s
track parameters. This PID information is ultimately based on a measurement of the particle velocity,
thus the separation power reduces as momentum increases.

Fig. 3.1 shows space-time distribution of the hits associated to a kaon candidate track. In the figure,
the x-axis represents the position of the pixel along the transverse dimension of the bar, while the
y-axis represents the detection time, with respect to the most probable bunch crossing. The black
points represent the observed hits, while the smooth distribution is the expected PDF for a pion (left),
a kaon (center) or a proton (right) of the same momentum and direction as the measured track.
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Figure 3.1: Comparison between the pion, kaon and proton TOP PDFs with the observed signal left by a kaon
candidate [5].

3.1.2 Likelihood from other sub-detectors

In the following, we provide a concise description of the likelihood definition in the sub-detectors
in addition to the TOP counter. All these likelihoods are combined together, also with the TOP
likelihood, for a global PID.

SVD

Low-momentum charged particles having p < 100 MeV/c are unable to reach the CDC, the main
tracking system of the experiment, owing to their highly curved trajectories. Even if the particles
have a greater momentum and reach the CDC, the dE/dx values measured in the SVD can provide
complementary information to that obtained from the main PID sub-detectors of Belle II. The dE/dx
reconstruction algorithms construct likelihood values using information from each SVD hit for the
particles. In order to combine the hit-level dE/dz information for reconstructing the track-level
dFE/dz value, a truncation is applied while combining the individual hit-level dE'/dz measurements.
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3 Charged particle identification

CDC

Likelihood values are constructed using information from individual hits in the CDC. Corrected values
from each hit in the CDC are used to calculate a truncated mean: the lowest 5% and highest 25%
of measurements on a given track are discarded and the remainder is averaged. Distributions of this
measured truncated mean are used to calculate a normalised deviation for each hypothesis

A T dE /dxmeans — dF/dxpre
Yo = 230 _ dB/ /d@pred (3.9)

Opred Opred

The expected spread Agg/q,, where dE/d@means (AE/dTpreq) is the measured (predicted) truncated
mean, is parameterised as a function of track polar angle, the number of hits on track, and the dE/dx
value itself. The factor opeq at the denominator is the predicted resolution on Agg/q,, as obtained
from a fit with a Gaussian function. The y, distributions are converted to likelihoods, assuming their
PDF is well described by Gaussian functions.

ARICH

PID with the ARICH is based on the comparison between the observed spatial distribution of photons
(hits) on the photon detector plane, and the PDF describing the expected distribution given the
parameters of a track passing through the ARICH and the assumed charged particle hypothesis. The
likelihood function for each hypothesis is constructed as a product of probabilities of individual pixels
being in the observed state, i.e. on or off (we do not discriminate if a pixel is hit by a single or
multiple photons).

ECL

The baseline method for charged PID in the ECL relies solely on E/p, namely the ratio of the particle’s
energy deposited in the calorimeter (F yster) and the reconstructed momentum of the topologically
matched charged track (piap), where the latter measurement comes from the precision tracking sys-
tems. Templates of E/p are generated from simulated single-particle MC samples for each charged
particle hypothesis, and PDFs are extracted via adaptive Gaussian Kernel Density Estimation (KDE).
Variations in PDF shapes as a function of polar angle (0),5), momentum (p).p), and charge (q) are
taken into account. The charge dependency is introduced to account for differences in ECL energy
deposition patterns due to charge asymmetry in hadronic interactions, which is mostly relevant for
heavy hadron hypotheses (K and p).

KLM

Muon identification in the KLM relies on differences in longitudinal penetration depth and transverse
scattering of tracks reconstructed in the inner detectors that are extrapolated to the KLM volume. The
muon identification algorithm proceeds in two steps: track extrapolation, using the muon mass hypoth-
esis for each charged particle candidate, and likelihood extraction for each of the six charged particle
hypotheses. The track extrapolation proceeds step-wise through the detector geometry, starting at
the outermost point of the reconstructed track’s trajectory with its associated phase-space coordinates
and track parameter covariance matrix. The likelihood values per hypothesis are the product of two
terms: the longitudinal component and the transverse component, which are obtained from PDFs
defined from MC for individual particle hypotheses, charge and extrapolation ending outcome.

3.1.3 Global, binary and re-weighted likelihood ratios

As described above, once the likelihoods £, for each charged particle hypothesis have been determined,
we define the global PID probability for a particle hypothesis « (e, p, m, K, p, d) as likelihood ratio
(Eq. 3.3). However, many physics analyses only need information to distinguish between two particle
hypotheses because the selection already reliably suppresses the others. Therefore, from the individual
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likelihoods it is also possible to define binary likelihood ratio discriminators between two hypotheses
a and 3
La

Pop = Lot Lls (3.10)

Assuming that the PDFs of the sub-detectors are accurate and completely independent of each other,
the global likelihood ratio is the theoretically optimal combination of the detector information. How-
ever, in some cases a particular sub-detector can degrade the overall PID performance of Belle II,
indicating that our current combination of detector information is not optimal. To address the differ-
ent contributions from the sub-detectors, their responses to different particle types and their different
separation power, their coverage of the solid angle and the presence of blind spots (there are regions
of the phase space where the sub-detectors measurements are not very reliable), and the different
influence of background conditions, we add calibration weights to the computations performed for
PID. We introduce a weighted likelihood L, for each particle hypothesis given by

deD

log Lo = Z We,qlog L4 (3.11)
d

where Li is the original likelihood and wg g is the PID calibration weight of particle type a and
detector d. The tilde denotes that the quantity is derived from a weighted combination of detector
information. In the case where all weights are unity, we exactly recover the standard PID quantities.
The trained global calibration weights for each detector-hypothesis pair are shown in the following
matrix

SVD CDC TOP ARICH ECL KLM

(3.12)

Q."UNE]‘Q(‘D

AE——,,_,

0 0.5 1 15 2 25 3 35 4 45

In this matrix we can see that the weights for each sub-detector are largely shifted in unison. The
relative importance of the sub-detector increases with the magnitude of the weights. Finally, we define
the re-weighted PID probability as

B _ L, B exp(logia)
© YsLs Y gexp(logLg)

By adding these weights, we expect to have a sufficient control over the relative contribution of each
sub-detector to each particle type hypothesis, to obtain a powerful improvement over the standard
PID performance at Belle II.

In principle, if there exist correlations between sub-detectors and since there are regions of the phase
space where a sub-detector is more reliable in the measurements, the calibration weights may depend
on other variables, namely track parameters (momentum p and polar angle #). However, in this work
we consider the calibration weights to be a single constant value per detector-hypothesis pair.

(3.13)

3.2 Efficiencies, fake rates and charge asymmetry

PID performance is discussed in terms of particle-ID efficiency and mis-identification rate (or fake
rate). Both of these are determined as a ratio of signal yields in the studied decays after and before
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identification selection. The PID selection criterion consists of a threshold cut on the global PID
probability: P, > Pcyt. Since this study is dedicated to kaons and pions identification, in the following
we will mainly refer to these two types of charged particles. The K-ID and 7-ID efficiencies are defined
as

number of kaon tracks identified as kaon (P (K) > Pcyt)
ex = (3.14)
number of kaon tracks

number of pion tracks identified as pion (Pr(7) > Pcut)

(3.15)

Ex = -
number of pion tracks

Positive e, and negative e_ efficiencies are defined by selecting kaons or pions tracks of positive or
negative charge. The mis-ID rates are determined as

number of kaon tracks identified as pion (Pr(K) > Peyt)

_ 3.16
Tk number of kaon tracks ( )

number of pion tracks identified as kaon (P () > Peyt)
fr= . (3.17)
number of pion tracks

Particle-ID efficiencies and mis-ID rates can also be determined by applying PID selection to the
re-weighted PID probability: f’a > f)cut.

As said before in 3.1.3, some studies suggest that the global likelihoods do not combine the information
from different sub-detectors in an optimal way. To investigate the contributions from different sub-
detectors further, we study the binary likelihood ratio for individual sub-detectors, in particular for
the TOP and the CDC. We define the binary likelihood ratios

LEOP LSDC

PTOP o PCDC o
a/B LEOPJFLEOP a/f LgDc+LgDc

(3.18)
where a and 8 are w or K. We determine PID efficiencies of the individual sub-detectors by applying
selection criteria to these additional PID probabilities.

Finally, the charge asymmetry in the identification of charged particles is defined as the normalized
difference between the efficiencies for positive and negative charge

. Ey —E—
Er te_

If there are no differences in identifying a kaon or pion based on charge, the asymmetry will be zero.
Instead, if the identification performance is different depending on whether the charge is positive or
negative, the asymmetry will deviate from zero. It is also possible to define the charge asymmetry as

the normalized difference between the fake rates for positive and negative charge

e

A=

(3.20)

In the following chapters, we will present the analysed decay sample D} — ¢(K ™K~ ) 7+ (chapter 4) to
conduct the study on the identification performance at Belle 11, determining the K or 7 identification
efficiencies and the charge asymmetry for both real data and MC simulation (chapter 5). Furthermore,
we will compare the PID performance of the global identification variables with the other PID variables
defined before (chapter 6 and chapter 7).
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Chapter 4

Introduction to the analysis of the
DI — (K"K~ )7nt decay

In this chapter, we will describe the data sets used for this analysis, introducing the signal and the main
background sources. Moreover, we will present the model and fitting procedure for signal extraction.

4.1 Signal and background sources

At the SuperKEKB accelerator (chapter 2) the vast majority of the data are taken at the energy of
the Y(4S) resonance: BB meson pairs are produced via ete™ — T(4S) — BB process, with B =
B°, B*. However, the production of a Y (4S5) is not the most probable result of an eTe™ collision at
Vs = 10.58 GeV. Cross sections for the most important physics processes, occurring at the default
center-of-mass energy, are given in Tab. 4.1.

Table 4.1: Total production cross section for several physics processes from e*e™ collision at /s = 10.58 GeV [9].

Physics process Cross section [nb]

1(48) 1.110 = 0.008
() 1.61
dd(7y) 0.40
s5(7) 0.38
cc(y) 1.30
ete () 300 + 3 (MC stat.)
Yy(7) 4.99 £+ 0.05 (MC stat.)
wrp () 1.148
T (%) 0.919
v(y) 0.25-1073
ete ete 39.7 £ 0.1 (MC stat.)
ete putu~ 18.9 £ 0.1 (MC stat.)

The signal for this study consists of events where a D} meson has been detected, or more precisely,
it has been reconstructed starting from the detection of its decay products. At the Y(45) resonance,
the charm production cross section is approximately 2.4 nb: 1.3 nb from prompt c¢ production, and
1.1 nb from secondary Y(4S) — B — D (Dy) production [9]. The non-resonant ete™ — ¢g hadronic
events (¢ = u, d, s) are the main background source for this analysis.

The D} meson decays to Dgy (branching fraction B = (93.5 + 0.7)% [8]), then the decay chain of
interest is Ds— ¢ (B = (4.5+0.4)% [8]), p— K"K~ (B = (49.1+£0.5)% [8]). This sample provides
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4 Introduction to the analysis of the D} — ¢(KTK~) 7t decay

a natural source of kaons and pions. We will be able to discuss (chapter 5) the kaon identification
performance for both positive and negative kaons independently of the charge asymmetries arising
from the rest of the event. We also will study the pion identification performance.

4.2 Data and Monte Carlo samples

In this section the data and Monte Carlo (MC) samples used for this analysis are presented. Both data
and MC are fully reconstructed from raw data and digitised simulated energy depositions with the
Belle II software basf2 [31]. Only events passing preliminary selection criteria have been considered.

Data

The data set used in this analysis was collected at Belle IT from 2019 to 2022 and consists of two
samples

o [Ldt=362fb " collected at the T (4S) resonance,

° f Ldt = 42 tb™! off-resonance data set, i.e. data collected approximately 60 MeV below the
Y (4S5) resonance.

These integrated luminosities are affected by an uncertainty of 0.7%. In the following, we will refer to
the sample of all experimental data as Data.

Monte Carlo

The full simulation uses KKMC [33] for the generation of ¢g pairs from the e*e™ collisions and PYTHIAS
[34] for the hadronization. The decays of the produced hadrons are simulated using EVTGEN [35],
while GEANT4 [36] is used for the detector response. The simulated samples are described in Tab. 4.2.
The MC analysed in this study was produced in the 15th campaign and incorporates simulated beam
backgrounds and static detector conditions (run-independent campaign), MC15ri.

Table 4.2: MC samples used for the analysis.

MC sample [ Ldt [fb1]

BYBY 200
BTB~ 200
qq (¢ = {u,d, s, c}) 200

4.3 Reconstruction

In order to reconstruct the Dy meson candidates, two charged kaon tracks with opposite sign and
one charged pion track are required from the interaction point. We constrain the trajectory of
the charged particles by requiring |dp| < 1 cm and |z9] < 4 cm, where dy is the signed distance
on the transverse plane of the point of closest approach (POCA) of the track to the origin of the
coordinate system, zg is the z coordinate of the POCA. The tracks are selected in the momen-
tum ranges 0.3 GeV/c < p(rF) < 5.0 GeV/c and 0.3 GeV/c < p(K*) < 3.5 GeV/c. Two opposite
charged kaon tracks are combined to reconstruct ¢ candidates requiring their invariant mass to be
1015 MeV/c? < My < 1025 MeV/c? (true value My = 1019.461+0.016 MeV/c? [8]). We require that at
least one kaon track has a value of global PID probability Px > 0.5. Then, the Dy candidates are recon-
structed from the ¢ and charged pion track with invariant mass 1920 MeV/c? < Mp, < 2010 MeV/c?
(true value Mp, = 1968.35+0.07 MeV/c? [8]) and cos a > —0.2, where « is the angle between the two
daughters of the D; meson. The charge of the Dg meson is defined by the charge of the pion.

To reduce the background contribution we also reconstruct the D} meson candidates from the Dy
and a photon with £, > 0.25 GeV. The D invariant mass is required to be 2000 MeV/ <M pr <
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4 Introduction to the analysis of the D} — ¢(KTK~) 7t decay

2200 MeV/c? (true value Mp: = 2112.2 + 0.4 MeV/c? [8]) and the energy released in the decay is re-
quired to be 0.1 GeV < @ < 0.17 GeV. Each photon is required to have clusterTiming < 200 ns and
clusTimingSignif < 2, where the variable clusterTiming is the difference between the photon tim-
ing and the event time, the variable clusTimingSignif is defined as the ratio between clusterTiming
and clusterErrorTiming which is ECL cluster’s timing uncertainty that contains 90% of true pho-
tons. Photons produced at the interaction point should have clusterTiming close to zero.

All cuts and selection intervals are chosen to optimize the figure of merit FoM = S/v/S + B using
simulated data, where S and B are the number of signal and background events in the signal region,
respectively. Thanks to the constraints on the ¢ and D} masses, in the analysis range for Mp,& we
observe a distribution with a well-defined peak and a linear background contribution. A further con-
straint on the events could be the difference in mass between the D} and Ds mesons. However, by
imposing 136 MeV/c? < AM < 150 MeV/c? (true value AM = 143.8 4 0.4 MeV/c? [8]) there is an
increase of the FoM, but the background distribution is no longer linear. The choice is not to apply
constraints to AM in favour of greater simplicity of the shape of the Dy invariant mass distribution.
Furthermore, for some events more than one D, candidate can be reconstructed from the selected
tracks. To choose the best candidate, we require that the photon to combine with the Dy to obtain
the D} is the one with the highest energy. This selection criterion does not affect the background
distribution, instead the choice of the candidate Dy with the minimum difference between the recon-
structed value and the true value of the invariant mass Mp, modifies the background distribution and
this should be taken into account in the model for the analysis. The event selection is optimized and
validated using simulation.

Fig. 4.1 shows the invariant mass distribution of the Dy candidates after the reconstruction of the
particles of interest in the analysed sample and event selection. On the left there is the distribution
for the MC, on the right that for the real data.
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Figure 4.1: Invariant mass distribution of the Dy candidates: MC (left) and real data (right).

4.4 Signal extraction

The total number of Dy candidates both in data and MC is determined by an unbinned maximum
likelihood fit of the invariant mass distribution Mp,. The number of signal events in MC is also
obtained through counting of truth-matched Dy candidates, the agreement with the estimated number
provides a test of the model for the fit on the MC. The fit is performed using the RooFit [37] toolkit,
the minimization is based on Minuit [38] using the MIGRAD minimizer. The error computation is
performed with the HESSE algorithm.

4.4.1 Fit model

The signal peak in the Dy invariant mass distribution is modelled by three Gaussians centered around
the true value Mp, = 1968.35 + 0.07 MeV/c? [8], while the background is modelled by a first order
Chebyshev polynomial
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PDF = fg x [f1 x Gauss(u1,01) + fo x Gauss(uz,02) + (1 — fi — fa) x Gauss(us, 03)]

+ (1 — fs) x Chebyshev(cy) (4.1)

In the fit model expression, fg represent the fraction of signal events, so we define Ng; = fs- N and
Npkg = N — Ngig as the signal and background yields, respectively, where N is the total number of
events. Each of the three Gaussians is defined by its own parameters, the mean p and the width o,
numbered from 1 to 3. The coefficients f; and fo are the fractions of the contribution of each Gaussian
component to the signal peak. The parameter ¢; represents the weight of the first order Chebyshev
polynomial. The choice of the PDF is determined by seeking a good balance between the simplicity of
the PDF shape (linear background, well-defined signal peak) and the total error associated with the
fitting procedure (both statistical and systematic due to constraints on the parameters of the fitting
model). The parameters of the first Gaussian are kept fixed: p; = 1.968 (very close to the true value
of the Dg mass) and o1 = 0.05 (it is a large width to describe the tails of the peak), also fi is fixed.
All the other PDF parameters are left free to float.

4.4.2 Fit validation

As a first step, we validate the fit model on simulated data. Next, we use the same PDF function to
fit the real data and extract the number of signal events. The model is tested by fitting the entire
data set, i.e. no PID selections are applied but only selections for the reconstruction of the D meson
candidates. Fig.4.2 presents the fit results for the invariant mass distribution of the Dy candidates.
The fitted function is that described above (Eq.4.1) and we set f; = 0.088. In Tab. 4.3 we summarize
all the parameters and the resulting values of the floating parameters after the fit.

On the left in Fig. 4.2, we show the best fitted PDF (blue line) on MC, the red peak corresponds to the
estimated signal component. To evaluate the goodness of the fit model we look if, for the MC, the pulls
are normally distributed and we calculate the agreement between the signal yield estimated with the
fitting procedure and that using MC truth information. The results of the fit to the pull distribution
with Gaussian function are shown in Fig.4.3. As can be seen from the plot on the left in Fig. 4.3,
the pulls for the MC are distributed around zero, although the width of the fitted Gaussian is slightly
greater than one and this result may indicate an underestimation of the statistical uncertainties. In
Tab. 4.4 we report the number of total events and the estimated signal yield with its relative statistical
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Figure 4.2: Fitted PDF for the D, invariant mass distribution and relative pulls: MC (left) and real data (right).
The red peak corresponds to the estimated signal yield.
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4 Introduction to the analysis of the D — ¢(K+TK~)n" decay

Table 4.3: PDF model parameter list and resulting values after the fitting procedure.

Parameter MC15ri Data
1 1.968 1.968

Gaussl o1 0.05 0.05
fi 0.088 0.088

o 1.96784 £ 0.00009 1.96881 + 0.00008
Gauss2 o2 0.0074 £ 0.0002 0.0072 £ 0.0002

fo 0.298 4+ 0.009 0.34 £ 0.01
p3 1.96834 + 0.00001  1.96866 + 0.00002
Gauss3
o3 0.00280 4+ 0.00002 0.00291 + 0.00003
Chebyshev ¢ —0.175 £+ 0.003 —0.174 £+ 0.002
fs 0.307 £+ 0.001 0.244 £+ 0.001
g * MC15ri g * Data
O 4 pulp=00+01 O 8 pullp=00=0.1

pullc=1.3+0.1 pul6=14+0.1

o v X o
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Figure 4.3: Pull distribution: MC (left) and real data (right).

Table 4.4: Total number of events and estimated number of signal events for both MC and data. True number
of signal events for MC and its agreement with the fit result.

Sample N Nsig N ;irgue A

MC1bri 745212 229000 £ 1000 228850 0.02
Data 1202501 293000 £ 1000 - -

error, for both MC and real data. The error associated with N, is calculated by propagation, the
error on fg is determined in the fitting procedure, while the error associated with the total number of
events is equal to v/N. For the simulated data we also report the true number of signal events Nsti‘”gue
and its agreement with the number of signal events obtained from the fit. We express the agreement
with the parameter

[N — N o)
\Jo* (Naig) + 02 (NE)

The lower the A value, the greater the compatibility. The excellent agreement (A < 1) between the
estimated and real signal yields leads us to consider the PDF function used to fit the simulated data
as valid.

)\<Nsig) -

After validating the model on simulation, we fit the experimental data and the resulting function is
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4 Introduction to the analysis of the D} — ¢(KTK~) 7t decay

shown on the right in Fig.4.2. The parameters that have been set fixed in the fit on MC are kept set
to the same value in the fit on real data. Also the pull distribution for the data is approximately a
Gaussian centered around zero but its width is not one (Fig. 4.3, right).

4.5 PID efficiency and mis-ID rate

We do not expect any changes in the shape of the signal peak and the distribution of the background
by applying PID selection, therefore we use the same PDF model to fit the invariant mass distribution
of the D, candidates before and after PID selection.

The parameter of interest for the calculation of PID efficiencies is fgs from which we get Ngs. Indeed,
the efficiency is defined as the ratio
NID

sig
£E=— 4.3
Nog (4.3)

where Nsli[g) is the number of Dy candidates which pass a given PID selection criterion applied to the
kaon or pion track (Eq.3.14 and 3.15), Ny, is the number of all signal candidates. Since the process of
applying PID selection criterion is binomial (the event can either pass or fail the criterion with some

probability), the estimated statistical uncertainty is

e(l—e¢)

4.4
Nog (4.4)

O¢c =

In the following (chapter 5) we will report the K /7 identification efficiencies for separate charges,
estimated through the fit model described above. The charged particle tracks will be divided in bins
of momentum p or cosine of the polar angle 6 that ranges in the geometrical acceptance of the TOP
detector.
To account for the systematic uncertainty from the PDF model due to the choice of fixed parameter
values, we determine PID efficiencies with two fitting procedures that differ in the Gaussian fraction f;
set at different values. In the first fitting strategy (fit1) the parameter f; is fixed at a constant value
equal for positive and negative particle tracks, equal for the fit of the Dy mass distribution before
and after applying PID selection criterion, and equal for each bin. The PID efficiencies estimated
with this first fitting procedure are the reference efficiencies for our study. In the second fitting
strategy (fit2) fi is fixed at different constant value depending on the charge, PID selection, bin.
The parameter is fixed in order to obtain a good convergence of the fit, the choice of f; is tested
on MC sample by comparing the fit results by applying PID selection to the global probability with
the signal yields using MC truth information. As another systematic uncertainty due to the fitting
procedure, we consider the difference between the efficiency estimated with the simulated data and
the true efficiency determined using MC truth information. On the real data we consider the same
contribution of systematic uncertainty of possible discrepancy due to the fits that we have for the MC.
The total systematic uncertainty is obtained by taking the two contributions in quadrature.
We determine also the mis-ID rate as the ratio

Nmis—ID

_ 'sig 4.
S (4.5

where N;ingis‘ID is the number of D, candidates for which kaon (pion) tracks are mis-identified, namely
kaon tracks pass m-ID selection criterion (Eq.3.16) and vice versa pion tracks pass K-ID selection
criterion (Eq.3.17). We expect a smaller signal peak by applying mis-ID selection, but no alteration
in the shape of the signal peak and background distribution. Thus, we use the same PDF model to
fit the invariant mass distribution of the Dy candidates. However, in the PDF fitting the distribution
with mis-ID selection we fix more parameters to have a good convergence of the procedure. Statistical
and systematic uncertainties on fake rate are calculated in the same way as those on efficiency.
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Chapter 5

Global PID performance and charge
asymmetries

We will present the standard PID performance using the decay sample D} — ¢(KTK ™) 7t and the
measured charge asymmetries for kaon and pion identification. We will compare the results for MC
and experimental data. The measurement of the identification efficiencies (mis-ID rates) and their
uncertainties are estimated by following the method outlined in sections 4.4 and 4.5.

5.1 Kaon identification efficiencies and pion mis-ID rates

We present the kaon identification performance based on global PID probability selections. We com-
pare the signal yield in the Dy invariant mass plot when PID selection criteria are applied to both kaon
tracks, to the signal yield when criteria are applied to one kaon track only. Namely, in the preselection
of our decay sample (section 4.3) we required Px > 0.5 for at least one of the two kaons. To estimate
the PID efficiency for K we apply the preselection Px > 0.5 to the opposite charge kaon tracks
(K~). Then, we apply the PID selection P > « to the positively charged kaons, where « is a generic
threshold cut on the global PID probability, to study the PID performance. Vice versa, to estimate
the PID efficiency for K~ we only consider events for which Px > 0.5 for K tracks, then we apply
the PID selection Px > « to the negatively charged kaons. In the following, we will always refer to
PID selection for kaons as the one applied to the charged kaon tracks of interest. We will assume that
the cut on the opposite charge kaon tracks is an implicit preselection in the sample of charged kaons.
In formulas, we write

Nsig(KT 5 P (KT
Nsig(K)

Nsig(K7§ PK(Ki) > a)
Nsig(K™)

€K

(5.2)

In this work, we evaluate the K-ID performance by applying Px > 0.5. To obtain the number of
signal events before and after applying kaon identification selection to charged kaon tracks, we fit
the invariant mass distribution of the D, candidates with the PDF model defined in Eq.4.1. We set
fixed the parameters p; = 1.968, 01 = 0.05 and f;. The different values of f; chosen in each fit are
shown in Tab. 5.1 together with the signal yields resulting from the fitting procedures, the associated
error is calculated by propagation. In the same table we summarize the results of K-ID efficiencies
for K™ and K, for both MC and data. The statistical uncertainty on the efficiency is calculated
as in Eq.4.4. As systematic uncertainties we consider, in quadrature, the difference between the
efficiencies determined with the two fitting procedures (fitl and fit2) that differ by the value of
f1, and the difference between the estimated and true efficiencies in the MC sample. Moreover, in
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5 Global PID performance and charge asymmetries

the table we report the average efficiencies for both simulation and real data, the uncertainties are
calculated by propagation. For MC we also report the true efficiencies, determined through counting
of truth-matched D, candidates before and after PID selections. We observe that the K-ID efficiencies
on real data are slightly lower than those on MC.

Fig.5.1 and Fig. 5.2 show the Dy invariant mass distributions and the fitted functions on simulated
data, before and after the PID selection on positive and negative kaons, respectively. Fig.5.3 and
Fig. 5.4 show the distributions and the fitted functions on real data. The pulls are distributed around
zero, however the width of the Gaussian fitting the pull distributions is slightly greater than one.

To evaluate the K /7 separation performance, we also determine the pion mis-identification rate. We
estimate by separate charge the signal yields before and after K-ID selection criterion on charged pion
tracks. The applied PID selection consists of Px > «. In formulas, we write

Nsig(ﬂ'—i_; PK(77+) > a)
Niig(mT)

f=t = (5.3)

Nsig(ﬂ'_ ; PK(T‘-_) > Ol)
Naig(m7)

fﬂ'_ = (5'4)

In this study, we choose o = 0.5. We perform the fit to the mass distribution of the D, candidates
to determine the number of signal events before and after PID selection on charged pion tracks. We
use the same fit model as we did for efficiencies. In the fit without PID selection we set fixed the
parameters p1 and oq as before, f1 is chosen to have a good convergence of fit on MC. Instead, in the
PDF fitting the distribution with mis-ID selection we set fixed po = 1.968 and o9 = 0.01 in addition
to the other fixed parameters. We report the resulting pion fake rates for both MC and real data in
Tab. 5.1. The average m mis-ID rate on real data is slightly higher than that on MC.

In Fig.5.5 and Fig. 5.6 we show the Dy invariant mass distributions and the fitted functions on MC,
in Fig.5.7 and Fig.5.8 the distributions and the fitted functions on real data, before and after the
mis-identification selection on positive and negative pions. The pulls are normally distributed. As
can be seen from the right plots in the figures, the K mis-ID selection on the pion tracks dramatically
reduces the peak in the mass distribution of the Dy candidates. Indeed, the identification is performing
well and the number of signal events for which there is an incorrect identification is very low.

The results of K-ID efficiencies and 7 mis-ID rates based on the global PID selection Px > 0.5 are
summarized in Tab. 5.2 for both MC and real data, the uncertainties are the sum in quadrature of
statistical and systematic errors. The dashed ID observables indicate the average value obtained from
the results for positive and negative charge. For simulated data, we report also the results using MC
truth information and their statistical uncertainty. Finally, we compute the charge asymmetries of
both efficiencies and fake rates according to Eq.3.19 and Eq. 3.20. The uncertainties are obtained by
propagation of the statistical and systematic uncertainties on the efficiencies (fake rates). Since the
goal of this study is to investigate any significant differences in the charge asymmetries observed in
experimental data and simulation, we quantify the discrepancy with the parameter

)\(.A) |-AMC15ri - -AData‘

N \/UQ(AMC15ri) + 02(Apata) (5:5)

The agreement between the charge asymmetries is reported in Tab. 5.2. The charge asymmetries of the
efficiencies show good agreement (A < 1), there is no significant discrepancy in the PID performance
for oppositely charged kaons. Both charge asymmetries of the efficiencies A(e) for simulation and
experimental data are very close to zero. Instead, the charge asymmetry of the fake rates A(f) for
real data is slightly larger than for MC, however the agreement is still good (A ~ 1).
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before PID after PID (P > 0.5) Efficiency
Sample e
fi Nsig bit Nsig e (%) g'rue (%)
fitl . 198400 =4 800 0.08 171100 & 800
Kt * 0.08 98400 86.24 = 0.08 = 0.81 &85.68 = 0.08
fit2 0.085 199400 +£ 800 0.078 170800 =+ 600
MC15ri
fitl 0.08 199600 £ 800 0.08 171100 £ 800
K~ * 85.71 £0.08 = 0.65 &85.28 +0.08
fit2 0.084 200400 +£ 800 0.078 170800 £ 600
average 85.97 £ 0.06 = 0.52 85.48 + 0.06
fitl 0.08 248000 =+ 1000 0.08 208800 =£ 800 -
Kt * 84.22 4 0.07 + 0.80
Dat fit2 0.085 249000 £ 1000 0.078 208400 =+ 800
ata
fitl 0.08 251000 =+ 1000 0.08 208800 =+ 800 -
K- * 83.02 4 0.07 + 0.64
fit2 0.084 252000 =+ 1000 0.078 208400 £ 800
average 83.62 +0.05 £ 0.51 -
before PID after PID (Px > 0.5) Fake rate
Sample true
fl Nsig fl Nsig f (%) f (%)
fitl . 115100 &+ 0.15 6400 + 300
ot * 0.08 51004700 5.55+£0.07+0.34 5.32 £ 0.07
fit2 0.09 116300 £ 700 0.115 6200 £ 300
MC15ri
fitl 0.08 111800 &£ 700 0.15 6400 £ 300
" * 5734 0.07+ 044  6.04+0.07
fit2 0.087 112600 =+ 700 0.205 6800 & 300
average 5.64 £0.05 £+ 0.28 5.68 &= 0.05
fitl 0.08 148700 £ 900 0.15 7800 =+ 300 -
ot 1t 5.28 4 0.06 + 0.33
fit2 0.09 150200 £ 900 0.115 7600 £ 300
Data
fitl 0.08 142000 £ 800 0.15 9300 £ 300 -
o * 6.53 £ 0.07 + 0.47
fit2 0.087 143000 £ 800 0.205 9800 =+ 400
average 5.90 +0.04 £0.29 -
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Figure 5.1: Invariant mass distribution of the Dy candidates in MC sample: before (left) and after (right)
applying Px > 0.5 criterion on K+ tracks. The blue line is the best fitted PDF, the red peak corresponds to
the estimated signal yield. The relative pulls are under the corresponding plot.

0’
) ) _ )
325 - MC15ri Best fit
9 L kaon K~ -~ Background
o | .
g; - no PID cut & Ds signal
220
g -
= -
w -
15—
10 -
5L
. | | doge RN Nt | ]
P.B2 1.93 1.94 1.95 1.98 1.9 1.98 1.99 2 2.01
M(Ds) (GeV/c?)
5
o
"
| | | 1 | | |
1.94 195 1.96 1.97 1.98 1.99 2 2.01

M(Ds) (GeV/c?)

Events / (0.001 GeV/c?)

Pull

D
a

n
=)

o

x10°

[ MCi5ri — Best fit

L kaon K~ ---- Background

[ P(K}>05 X Ds signal

L it (\

L %

: ‘/’ \‘

L | | Jepep S L N il !

92 193 194 195 19 197 198 199 2 2.01

M(Ds) (GeV/c?)

E L L L L L L L Il
92 193 194 195 196 197 198 1.99 2 201

M(Ds) (GeV/c?)

Figure 5.2: Invariant mass distribution of the Dy candidates in MC sample: before (left) and after (right)
applying Px > 0.5 criterion on K~ tracks. The blue line is the best fitted PDF, the red peak corresponds to
the estimated signal yield. The relative pulls are under the corresponding plot.
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the estimated signal yield. The relative pulls are under the corresponding plot.
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Table 5.2: Summary of results for the K-ID performance based on the selection Px > 0.5. K-ID efficiencies, 7
mis-ID rates and charge asymmetries. The measurements are reported with their total uncertainty. A quantifies
the agreement between the charge asymmetries in MC and real data.

MC15ri MC truth Data A
ext (%) 86.240.8 85.68 + 0.08 84.240.8 -
ex™ (%) 85.74 0.6 85.28 + 0.08 83.04 0.6 -

g (%) 86.0 4 0.5 85.48 + 0.06 83.6 + 0.5 -
Ale) 0.003 = 0.006 0.0023 4 0.0007 0.007 = 0.006 0.5
T (%) 5.6+ 0.4 5.32 +0.07 53+0.3 -
fr= (%) 5.7+0.5 6.04 4+ 0.07 6.5+0.5 -
fr (%) 5.640.3 5.68 £ 0.05 5.940.3 -
A(f) —0.02 £ 0.05 —0.064 4 0.008 —0.11 £ 0.05 1.3
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5.2 Pion identification efficiencies and kaon mis-ID rates

We present the pion identification performance based on global PID probability selections. We divide
the sample by selecting only events with positively charged pions or negatively charged pions. Then
we compare the signal yield in the Dy invariant mass plot when PID selection criteria are applied
to charged pion track to the signal yield when no criteria are applied. The PID selection criterion
consists of a threshold cut on the global PID probability: P, > a. In formulas, we take the ratios

- +_ Nsig(7r+§ PW(”TJF) > Oé)
T Nsig 7T+)

(5.6)

Ngig(n™ 5 Pr(n7) > @)
Er

Neig(m™)

(5.7)

We conduct the study by applying P, > 0.5. We follow the same method described in section 5.1 to
determine the 7-1D efficiencies with fits of the Dy invariant mass plot before and after applying PID
selection to oppositely charged pion tracks. We summarize the results in Tab.5.3: the values of the
parameter f1, the signal yields resulting from the fitting procedures and the PID efficiencies for both
simulation and data. The 7-ID efficiencies on real data are slightly lower than those on MC.

In Fig. 5.9 and Fig. 5.10 we can see the distributions of the invariant mass of the Dy candidates before
and after the PID selection and the fitted functions on simulation for positive and negative pion
tracks, respectively. In Fig.5.11 and Fig. 5.12 we show the same but for real data with PID selection
on charged pion tracks. The pulls for each fitting procedure are normally distributed.

We determine the kaon mis-identification rate by applying 7-ID selection criterion (P, > «) to positive
or negative kaon tracks. As said in the previous section, a preselection Px > 0.5 is applied to opposite
charge kaons. In formulas, we write

Nsig(K—’_; PTF(K+) > Oé)

fK+ N Nsig(K+)

(5.8)

Nsig(K_ ; PW(K_) > Oé)

fie = Naig(K ™)

(5.9)

In this study, we choose a = 0.5. We determine the signal yields before and after applying mis-ID
selection with fit of the Dg mass distribution, the PDF model is defined in Eq.4.1. We follow the
same method described for the determination of the pion fake rates. We summarize the resulting K
mis-ID rates for both MC and real data in Tab.5.3. We can observe that the fake rates on data are
slightly higher than those on MC, as expected.

In Fig.5.13 and Fig.5.14 we show the Dy invariant mass distributions and the fitted functions on
MC, in Fig.5.15 and Fig.5.16 the distributions and the fitted functions on real data, before and
after the mis-identification selection on positive and negative kaons. The mis-ID selection on kaon
tracks significantly reduces the peak in the Dg mass distribution. The pulls for the fits after the PID
selection are normally distributed, instead the pulls for the fits before the PID selection are distributed
according to a Gaussian with center at zero and width greater than one.

In Tab.5.4 we report the measured w-ID efficiencies and K mis-ID rates based on the global PID
selection P, > 0.5 for both MC and real data. The uncertainties are the sum in quadrature of statistical
and systematic errors. We report also the results using MC truth information and their statistical
uncertainty for simulated data. Then, we determine the charge asymmetries of both efficiencies and
fake rates according to Eq. 3.19 and Eq. 3.20, the uncertainties are obtained by propagation. From the
table, there is excellent agreement between the measured charge asymmetries of both efficiencies and
mis-ID rates (A < 1). Both charge asymmetries of the efficiencies A(¢e) for simulation and experimental
data are very close to zero. The charge asymmetry of the fake rates A(f) for MC is negative while
that for real data is positive, but both are close to zero.
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Table 5.4: Summary of results for the 7-ID performance based on the selection P, > 0.5. w-ID efficiencies, K
mis-ID rates and charge asymmetries. The measurements are reported with their total uncertainty. A quantifies

the agreement between the charge asymmetries in MC and real data.

MC15ri MC truth Data A
ext (%) 771407 76.6 + 0.1 74.340.7 -
er” (%) 76.5+ 0.8 76.0 + 0.1 73.440.7 -
gr (%) 76.8 & 0.5 76.3+0.1 73.84+0.5 -

Ale) 0.004 + 0.007 0.004 + 0.001 0.006 + 0.007 0.3
et (%) 3.70 + 0.04 3.71+0.04 4.39 +0.04 -
fx™ (%) 4.0+0.4 3.73+£0.04 4.340.3 -
fr (%) 3.840.2 3.72 £ 0.03 4.340.1 -

A(f) —0.04 £ 0.05 —0.002 4 0.008 0.01 4 0.03 0.8
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5.3 PID performance and charge asymmetries in bins of kinematic
variables

The PID performance discussed in the previous sections is the performance averaged over the kinematic
distribution of the samples used for the analysis. In this section we investigate the PID performance
as a function of two of the main kinematic variables: momentum p in the laboratory frame and cosine
of the polar angle 6.

In the preselection of our decay sample we required kaon tracks with p € [0.3,3.5] GeV/c and pion
tracks with p € [0.3,5.0] GeV/c. Fig.5.17 and Fig. 5.18 show the distribution of momentum for charged
kaons and pions, respectively. For the MC sample, the p distribution of total events and that counting
only truth-matched D; candidates are shown on the left. We observe that the p distribution for
real data (in the figures on the right) has the same shape as that for simulated data. To study the
PID performance as a function of momentum, we divide our charged particle samples in 5 bins of
momentum. The criterion for bin division is to ensure that the true signal yield in each bin, after
applying a PID selection to kaon or pion tracks, is roughly uniform. Therefore, the bin selection is
determined based on simulated data and the same division is applied to the experimental data set.
The binning depends on the identification or mis-identification criterion applied to K or 7w tracks.
Tab. 5.5 reports the momentum bins chosen by particle (K or 7) and by PID selection: we show the
low and high p values for each bin, and the number of true signal events in MC sample for positive
and negative charge.

To study the PID performance as a function of the polar angle we divide in 5 bins of cos across the
geometrical acceptance of the TOP detector (30° < 6 < 120°). In Fig.5.19 and Fig.5.20 we can see
the distribution of cos 6 for charged kaons and pions, respectively. For the simulated data we show the
distribution of all the events, with the distribution of true signal events overlaid (left), for the real data
we show the distribution of all the events (right). We point out that no constraints on the polar angle
were imposed in the preselection, therefore the cos 6 distribution of our charged particle samples covers
a wider range than the TOP acceptance. Since our goal is to study the identification performed by the
TOP detector, we restrict our analysis of PID performance as a function of cos @ in the range between
—0.5 and 0.85. We divide into 5 bins following the same criterion described above for the momentum
bins. Also in this case the binning depends on the identification or mis-identification criterion applied
to K or 7 tracks. In Tab. 5.6 we report the chosen binning, indicating the low and wigh cos 6, and the
number of true signal events in MC sample for positive and negative charge.

In the following subsections we present the PID performance for kaons and pions in bins of kinematic
variables. We determine the signal yield in each bin before and after applying selection to the global
PID probability. We fit the distribution of the invariant mass of the Dy candidates with the PDF
model in Eq.4.1. We follow the same strategy described in the previous sections (5.1 and 5.2) to
measure the efficiencies and mis-ID rates (and their uncertainties) as a function of p and cos 6 for MC
and real data.
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Table 5.5: Momentum bins for kaons and pions depending on the PID selection. For each bin, low and high p
and number of true signal events in MC sample for positive and negative charge.

Particle PID selection Bin Low p [GeV/¢|] High p [GeV/c] NEUe(4) Nfue(—)

sig sig

1 0.3 0.6 40924 41200
2 0.6 0.8 36052 35838
K Prg > 0.5 3 0.8 1.0 29516 29192
4 1.0 1.3 30842 30627
5) 1.3 3.5 33482 33959
1 0.3 0.8 1567 1580
2 0.8 1.1 1562 1713
T Pr>0.5 3 1.1 1.5 1493 1462
4 1.5 2.0 1488 1344
) 2.0 5.0 1289 1371
1 0.3 0.9 18335 16899
2 0.9 1.1 17998 17312
K Pr.>0.5 3 1.1 1.3 20411 19668
4 1.3 1.6 16361 15888
) 1.6 3.5 15910 15777
1 0.3 0.9 1149 1234
2 0.9 1.1 1203 1206
T Pr > 0.5 3 1.1 1.3 1207 1367
4 1.3 1.8 1440 1683
5 1.8 5.0 1181 1315
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Table 5.6: Cosine of polar angle bins for kaons and pions depending on the PID selection. For each bin, low
and high cos# and number of true signal events in MC sample for positive and negative charge.

Particle PID selection Bin TLow cosf High cosf NE'°(+) Ni(—)

1 —-0.5 -0.1 22569 22497
2 -0.1 0.2 23441 23436
K Pr>0.5 3 0.2 0.45 25932 25775
4 0.45 0.65 28055 28347
5 0.65 0.85 38049 38011
1 -0.5 —0.1 12948 12341
2 —0.1 0.2 13651 13006
T Pr>0.5 3 0.2 0.45 14895 14560
4 0.45 0.65 15063 14398
) 0.65 0.85 17924 17649
1 —-0.5 0.1 1351 1418
2 0.1 0.35 1286 1303
K Pr.>0.5 3 0.35 0.5 1265 1204
4 0.5 0.7 1505 1520
) 0.7 0.85 1156 1297
1 —0.5 0.15 660 752
2 0.15 0.4 631 767
T Pr > 0.5 3 0.4 0.6 737 763
4 0.6 0.75 716 778
5 0.75 0.85 257 636
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5.3.1 K-ID performance and charge asymmetries in bins of momentum

We calculate the kaon ID efficiencies and pion mis-ID rates separately for positive and negative tracks
divided into momentum bins. We apply the PID selection criterion P > 0.5. The efficiencies and
the corresponding charge asymmetries for both MC and real data are shown in Tab. 5.7, the fake rates
and the corresponding charge asymmetries are shown in Tab. 5.8. For each measurement we report
both statistical (first) and systematic (second) uncertainties. Moreover, we estimate the agreement
between the charge asymmetries for MC and experimental data according to Eq. 5.5.

Table 5.7: Kaon ID efficiencies (positive and negative) and charge asymmetries for the PID selection P > 0.5,
in bins of momentum for kaon tracks. A quantifies the agreement between the charge asymmetries.

Bin MC15ri Data A
1 94.0+0.1+1.9 942+0.1+1.9 -
2 88.0+0.2+0.5 86.7+0.2+0.5 -
ek (%) 3 85.94+0.24+0.7 82.14+0.24+0.7 -
4 83.3+02+0.8 80.3+0.2+0.8 -
5 79.24+0.24+0.8 781+£02+0.8 -
1 92.4+0.1+0.7 91.1+0.1+0.7 -
2 87.95 4+ 0.16 4 0.06 86.15 4 0.16 & 0.06 -
ex” (%) 3 84.30 + 0.20 4 0.03 80.95 + 0.19 4 0.03 -
4 834+02+1.4 78.6+02+1.3 -
5 79.44+0.240.2 779402403 -
1 0.0086 +0.0009 4+ 0.0108 0.0166+£0.0009+£0.0108 0.5
2 0.000 % 0.001 £ 0.003 0.003 £ 0.001 £ 0.003 0.6
Ale) 3 0.009 £ 0.002 £ 0.004 0.007 % 0.002 £ 0.004 0.3
4 —0.001 + 0.002 4 0.010 0.011 #+ 0.002 £ 0.010 0.8
5 —0.001 £ 0.002 £ 0.005 0.001 £ 0.002 + 0.006 0.3

Table 5.8: Pion mis-ID rates (positive and negative) and charge asymmetries for the PID selection Px > 0.5,

in bins of momentum for pion tracks. A quantifies the agreement between the charge asymmetries.

Bin MC15ri Data A
1 3.84+0.1£0.5 3.714+0.09 £ 0.49 -
2 8.14+0.2+0.6 6.9+0.2+0.5 -
=7 (%) 3 944+02+1.1 54+0.2+0.9 -
4 57+£0.1+£0.2 54+0.1+£0.2 -
5 4.940.1+£0.6 6.3+0.1£0.6 -
1 3.4+01+£0.6 4.3+0.1£0.7 -
2 8.0£0.2+0.2 8.5+0.2+0.2 -
f=— (%) 3 9.14+02+1.4 89+02+14 -
4 6.54+0.2+0.3 76+£02+0.3 -
5 52+0.1+04 6.5+0.1£0.5 -
1 0.05+0.02 +0.11 —0.07 £0.02 £ 0.10 0.8
2 0.01 £0.02 +£0.04 —0.10 £0.02 + 0.04 1.8
A(f) 3 0.02 £ 0.02 £0.10 —0.25+0.02+0.11 1.8
4 —0.07£0.02 £ 0.03 —0.16 £0.01 £ 0.03 2.0
5 —0.03 £0.02+0.07 —0.01 £0.01 +0.06 0.2
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5 Global PID performance and charge asymmetries

The results of the K-ID performance as a function of p are shown in Fig.5.21. In the two plots
(positive charge top, negative charge bottom) the blue triangles represent the efficiencies (fake rates)
determined on MC, while the red triangles represent those measured from the data. The error bars
represent the contribution of both statistical and systematic uncertainties. Moreover, in the two plots
we also show the true efficiencies (fake rates) calculated using MC truth information (black triangles),
the error associated with them is only statistical. The horizontal black bars represent the width of the
p bins. We can see good agreement between the true ID observables and those determined with the
fitting procedure on MC. The ID efficiencies on real data are slightly lower than those on simulation,
while the resulting fake rates for MC and data are about equal.
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Figure 5.21: Kaon ID efficiency and pion mis-ID rate for the PID selection Px > 0.5, in bins of momentum:
positively charged particles (top) and negatively charged particles (bottom).
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5 Global PID performance and charge asymmetries

In Fig. 5.22 we show the charge asymmetries measured in momentum bins. In the top plot we compare
the charge asymmetries of the efficiencies. The asymmetries estimated by fitting the simulated data
well reproduce the known charge asymmetries using MC truth information. We do not observe a
significant discrepancy between the measured asymmetries for MC and experimental data, in all bins
the agreement is good with A < 1. In the bottom plot we show the charge asymmetries of the fake
rates. In some bins we notice an overestimation of the charge asymmetries resulting from the fits on
MC, however the error associated with the measurements covers the difference. Furthermore, there
is a discrepancy between the charge asymmetries for simulated and real data, however a not bad
agreement is observed between the measurements.
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Figure 5.22: Charge asymmetries for the PID selection Px > 0.5, in bins of momentum: asymmetry of efficien-
cies (top) and asymmetry of fake rates (bottom).
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5 Global PID performance and charge asymmetries

5.3.2 K-ID performance and charge asymmetries in bins of cos#

We present the kaon ID efficiencies and pion mis-ID rates separately for positive and negative tracks
divided into cos  bins. We apply the PID selection criterion Px > 0.5 to both charged kaon and pion
tracks. We show the efficiencies and the corresponding charge asymmetries for both MC and real data
in Tab. 5.9. For each measurement the first quoted error is the statistical one, while the second is the
systematic error. We report the agreement A\ (Eq.5.5) between the charge asymmetries for simulation
and data. Then, we show the fake rates and the corresponding charge asymmetries in Tab. 5.10.

Table 5.9: Kaon ID efficiencies (positive and negative) and charge asymmetries for the PID selection P > 0.5,
in bins of cos @ for kaon tracks. A quantifies the agreement between the charge asymmetries.

Bin MC15ri Data A
1 90.6 +0.2+1.2 90.2+0.24+1.2 -
2 88.3+0.24+0.2 86.3 + 0.2 0.2 -
ek (%) 3 84.8+0.24+0.2 82.0+0.24+0.2 -
4 84.1+0.240.2 82.4+0.24+0.2 -
5 85.0+0.24+0.8 83.1+0.24+0.7 -
1 89.2+0.24+0.2 88.9+0.24+0.2 -
2 87.0+0.24+0.7 84.6 +0.24+0.7 -
ek~ (%) 3 84.4+0.24+0.2 80.6 = 0.2 0.2 -
4 85.4+0.2+1.3 825+ 0.2+ 1.3 -
5 83.6 £0.2+0.5 80.7+0.24+0.4 -
1 0.008 + 0.001 + 0.007 0.007 + 0.001 + 0.007 0.05
2 0.007 + 0.002 £ 0.004 0.010 + 0.002 £ 0.004 0.5
Ale) 3 0.003 = 0.002 £ 0.002 0.008 + 0.002 + 0.002 1.6
4 —0.008 + 0.002 + 0.008 —0.001 + 0.002 + 0.018 0.6
5 0.008 + 0.001 + 0.005 0.015 + 0.001 + 0.005 0.8

Table 5.10: Pion mis-ID rates (positive and negative) and charge asymmetries for the PID selection P > 0.5,
in bins of cos @ for pion tracks. A quantifies the agreement between the charge asymmetries.

Bin MC15ri Data A
1 2.71+0.10 £0.51 2.38 £0.08 + 0.49 -
2 3.54+0.1£0.3 514+0.1+04 -
= (%) 3 4.94+0.2+£0.8 6.0+0.2+£0.9 -
4 4.84+0.2+0.2 7.3+£02+£0.2 -
5 4.56 +£0.19 £ 0.04 5.6+02+0.6 -
1 2.46 +0.09 £ 0.35 3.35+0.31 £0.40 -
2 4440.2+0.3 6.2+02+04 -
f=— (%) 3 4.24+0.2+£0.6 57+£0.2+0.7 -
4 5.124+0.18 £0.09 8.0+0.2+0.1 -
5 50£02+04 8.44+0.2+0.5 -
1 0.05+0.03 £0.12 —0.17£0.02 £ 0.12 1.3
2 —0.11 £ 0.03 £0.06 —0.09 +£0.02 £ 0.05 0.2
A(f) 3 0.08 £0.02 £ 0.11 0.03 £ 0.02 £0.10 0.4
4 —0.03 £0.03 £ 0.02 —0.05+0.02 £ 0.02 0.5
5 —0.05 £+ 0.03 £ 0.04 —0.20 £0.02 4+ 0.06 1.9
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5 Global PID performance and charge asymmetries

The results of the K-ID performance as a function of cos @ for positive and negative charge are shown
in Fig. 5.23, respectively in the top and bottom plots. We show the efficiencies and fake rates for both
simulation (blue triangles) and experimental data (red triangles) with their uncertainties (statistical
and systematic in quadrature). In the same plots we show also the true ID observables (black triangles),
the horizontal black bars represent the width of the cosf bins. We observe a very good agreement
between the efficiencies determined with the MC sample (the true ones and those estimated with the
fits). Also for the mis-ID rates we see excellent agreement. The ID efficiencies on real data are slightly
lower than the efficiencies on simulation, while the fake rates are higher for cosf close to 1 (small
polar angles).
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Figure 5.23: Kaon ID efficiency and pion mis-ID rate for the PID selection P > 0.5, in bins of cos #: positively
charged particles (top) and negatively charged particles (bottom).

56



5 Global PID performance and charge asymmetries

We show the measured charge asymmetries of the efficiencies A(e) and those of the fake rates A(f) in
Fig. 5.24, respectively in the top and bottom plots. In both cases the charge asymmetries estimated
with the fits on simulated data are in good agreement with those known using MC truth information.
Overall, the real data do not exhibit charge asymmetries larger than those determined from the MC
simulation. Only in some bins the error bars do not overlap, however the agreement between the
charge asymmetries is still good with A < 1 or in the worst cases A\ < 2. We observe that, as a
function of cos 0, the asymmetries of the efficiencies tend to be positive, while those of the fake rates
tend to be negative. There is also a similar trend depending on p. As a result, positively charged
kaons are better identified.
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5 Global PID performance and charge asymmetries

5.3.3 7-ID performance and charge asymmetries in bins of momentum

We present the pion ID efficiencies and kaon mis-ID rates separately for positive and negative tracks
divided into momentum bins. We apply the PID selection criterion P, > 0.5 to both charged pion
and kaon tracks. We calculate the ID efficiencies, mis-ID rates and charge asymmetries for both MC
and real data, all the results are reported in Tab.5.11 and Tab. 5.12. For each measurement the first
quoted error is the statistical one, while the second is the systematic error. We estimate the agreement
between the charge asymmetries according to Eq. 5.5.

Table 5.11: Pion ID efficiencies (positive and negative) and charge asymmetries for the PID selection P, > 0.5,
in bins of momentum for pion tracks. A quantifies the agreement between the charge asymmetries.

Bin MC15ri Data A
1 73.6 +0.3+2.6 72.3+0.3+2.5 -
2 78.8 +£0.34+3.2 785+ 0.24+3.2 -
ext (%) 3 80.6 £0.2+2.7 79.0 +£0.2 £ 2.7 -
4 79.3+0.34+2.9 76.7 +£ 0.3 £ 2.8 -
5 80.5+0.3+ 1.8 73.9+0.24+1.7 -
1 71.8+ 0.3 +2.7 70.1 +£0.3 £ 2.7 -
2 783+ 0.3+2.6 78.3+ 0.3+ 2.7 -
er (%) 3 80.3+£0.3+3.2 77.24+0.24+3.2 -
4 79.1+0.3+1.9 75.0+0.3+1.9 -
5 80.2+ 0.3 +2.7 73.4+0.3+2.6 -
1 0.012 + 0.003 + 0.026 0.009 + 0.003 £ 0.026 0.09
2 0.003 + 0.002 + 0.026 0.001 + 0.002 £ 0.027 0.05
Ale) 3 0.001 #+ 0.002 + 0.026 0.011 £ 0.002 £ 0.027 0.3
4 0.001 4 0.003 £ 0.022 0.011 4+ 0.002 4 0.022 0.3
5 0.002 + 0.002 + 0.020 0.004 + 0.002 £ 0.021 0.07

Table 5.12: Kaon mis-ID rates (positive and negative) and charge asymmetries for the PID selection P, > 0.5,

in bins of momentum for kaon tracks. A quantifies the agreement between the charge asymmetries.

Bin MC15ri Data A
1 1.43 +0.04 + 0.01 1.56 +0.04 £+ 0.11 -
2 5.540.140.6 6.740.140.6 -
k™ (%) 3 6.8+0.2+0.4 76+02+05 -
4 6.84+0.2+0.1 7.840.240.1 -
5 6.04+0.240.2 7.040.140.2 -
1 1.74 +0.04 +0.28 2.07 £+ 0.04 + 0.30 -
2 6.440.14+1.0 6.840.141.0 -
fx= (%) 3 6.6+ 0.240.2 8.6+ 0.240.3 -
4 6.54+0.24+0.5 76402405 -
5 6.84+0.24+0.5 82402405 -
1 —0.10 £+ 0.02 + 0.09 —0.14 +0.01 + 0.08 0.3
2 —0.08 £+ 0.02 + 0.09 —0.01 +0.01 +0.09 0.5
A(f) 3 0.02 £ 0.02 + 0.04 —0.06 + 0.01 + 0.03 1.5
4 0.02 £ 0.02 + 0.04 0.02 £ 0.01 +0.03 0.08
5 —0.06 + 0.02 + 0.04 —0.08 +0.01 +0.03 0.3
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5 Global PID performance and charge asymmetries

We show in Fig.5.25 the results of the 7-ID performance as a function of p for positive (top) and
negative (bottom) charge. We compare the efficiencies (fake rates) determined with the simulated data
(blue triangles) to those measured from the experimental data (red triangles). Then, the black triangles
represent the true efficiencies (fake rates) calculated using MC truth information, their uncertainties
are only statistical. The horizontal black bars represent the width of the p bins. We observe a very
good agreement between the efficiencies determined with the MC sample (the true ones and those
estimated with the fits). The same observation is valid for the mis-ID rates. The ID efficiencies on
data are slightly lower than the efficiencies on MC, while the fake rates are equal or slightly higher.
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Figure 5.25: Pion ID efficiency and kaon mis-ID rate for the PID selection P, > 0.5, in bins of momentum:
positively charged particles (top) and negatively charged particles (bottom).
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5 Global PID performance and charge asymmetries

In Fig. 5.26 we show the charge asymmetries measured in momentum bins: the true charge asymmetries
and those measured in this study for both MC and experimental data. The good agreement obtained
in the results of the MC data (true in all cases in the analysis) allows us to validate the fitting
strategy. In the top plot we compare the charge asymmetries of the efficiencies and we do not observe
discrepancies between the results for simulated and real data. The agreement in each bin of momentum
is very good with A < 1. In the bottom plot we compare the charge asymmetries of the fake rates, also
in this case there is overall good agreement between the charge asymmetries obtained for simulated
and experimental data. The asymmetries of the efficiencies are all positive, while those of the fake
rates show oscillating signs.
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Figure 5.26: Charge asymmetries for the PID selection P > 0.5, in bins of momentum: asymmetry of efficiencies
(top) and asymmetry of fake rates (bottom).
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5 Global PID performance and charge asymmetries

5.3.4 7-ID performance and charge asymmetries in bins of cosf

We report the pion ID efficiencies and kaon mis-ID rates for positive and negative charge, dividing
the charged tracks of K and 7 into cos6@ bins. We apply the PID selection criterion P, > 0.5.
In Tab.5.13 and Tab.5.14 we summarize the ID observables, efficiencies and fake rates respectively,
and the charge asymmetries. For each measurement we report both statistical (first) and systematic
(second) uncertainties. Then, we report the agreement A (Eq.5.5) between the charge asymmetries
for simulation and data.

Table 5.13: Pion ID efficiencies (positive and negative) and charge asymmetries for the PID selection P, > 0.5,
in bins of cos @ for pion tracks. A quantifies the agreement between the charge asymmetries.

Bin MC15ri Data A
1 82.24+0.34+0.2 79.14+0.34+0.2 -
2 85.24+0.3+1.6 80.0+0.3£1.5 -
et (%) 3 85.0+0.3+1.9 80.4+0.3+1.9 -
4 82.99 £ 0.28 £ 0.01 79.71 £ 0.26 £ 0.01 -
5 80.4+0.3+1.7 76.9+0.24+1.6 -
1 82.7+0.3+0.9 79.0+0.34+0.9 -
2 83.7+0.3+0.1 79.4+0.34+0.1 -
ex~ (%) 3 85.44 0.3+ 3.0 80.34+ 0.2+ 3.0 -
4 82.84+0.3+1.0 78.9+0.3+1.0 -
5 80.0+0.3+1.7 76.7+0.2+1.7 -
1 —0.003 4 0.003 4 0.006 0.001 £ 0.003 4 0.006 0.4
2 0.009 £ 0.002 £ 0.009 0.003 £ 0.002 & 0.010 0.4
A(e) 3 —0.002 £ 0.002 & 0.021 0.001 £ 0.002 & 0.022 0.09
4 0.001 % 0.002 £ 0.006 0.005 + 0.002 £ 0.006 0.4
5 0.002 £ 0.002 £ 0.015 0.001 4 0.002 & 0.015 0.07

Table 5.14: Kaon mis-ID rates (positive and negative) and charge asymmetries for the PID selection P, > 0.5,
in bins of cos @ for kaon tracks. A quantifies the agreement between the charge asymmetries.

Bin MC15ri Data A
1 3.02 £+ 0.08 + 0.28 3.21+0.08 +0.41 -
2 4.78 +0.13 £ 0.04 4.99 +0.12 +0.03 -
fxt (%) 3 6.84+0.2+0.7 8.0+0.2+0.7 -
4 4.240.1+0.1 46+0.1+0.1 -
5 3.54+0.14+0.3 4240.1+0.3 -
1 3.68 +0.04 + 0.41 3.31+0.04 + 0.39 -
2 4.8540.13 +0.08 6.13+0.1 +0.08 -
fk= (%) 3 6.04+0.2+0.3 6.6 4+0.2+0.3 -
4 40+0.1+0.3 5.34+0.140.3 -
5 43+0.1+0.7 5.640.14+0.7 -
1 —0.10 £ 0.02 + 0.07 —0.02 £+ 0.02 + 0.09 0.7
2 —0.007 4+ 0.019 + 0.009 —0.103 +£0.016 £0.008 3.5
A(f) 3 0.06 + 0.02 + 0.06 0.09 £ 0.02 £ 0.05 0.7
4 0.03 £ 0.02 + 0.04 —0.06 + 0.01 +0.03 1.7
5 —0.10 £+ 0.02 + 0.09 —0.14 + 0.01 + 0.07 0.3
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5 Global PID performance and charge asymmetries

The results of m-ID performance in bins of cos 8 for positive and negative charge are shown in Fig. 5.27.
In the top (bottom) plot we compare the ID observables for positively (negatively) charged tracks
determined with fits on the MC sample (blue triangles) and on the data sample (red triangles), the
error bars represent the contribution of all uncertainties. Moreover, we also show the true efficiencies
(fake rates) calculated with the MC truth (black triangles). The horizontal black bars represent the
width of the cosf bins. There is a very good agreement between the efficiencies (fake rates) on MC
determined with the fitting procedure and the true ones. Overall, the efficiencies on real data are
lower than those on simulation, while the resulting fake rates for MC and data are about equal.
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Figure 5.27: Pion ID efficiency and kaon mis-ID rate for the PID selection P, > 0.5, in bins of cos 0: positively
charged particles (top) and negatively charged particles (bottom).
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5 Global PID performance and charge asymmetries

In Fig. 5.28 we show the charge asymmetries as a function of cos €, the asymmetries A(e) in the top plot
and the asymmetries A(f) in the bottom plot. The asymmetries estimated by fitting the simulated
data well reproduce the known charge asymmetries using MC truth information. In the top plot we
do not observe a significant discrepancy between the charge asymmetries of the efficiencies for MC
and data (A < 1). In the bottom plot we compare the charge asymmetries of the fake rates for both
simulation and real data. In the second bin we observe a discrepancy between the measurements.
However, it should be noted that the error associated with the charge asymmetries in the second bin
is much lower than the error in the other bins. In all other bins we have good agreement between the
two asymmetries. Overall, the charge asymmetries are close to zero.
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Figure 5.28: Charge asymmetries for the PID selection P, > 0.5, in bins of cosf: asymmetry of efficiencies
(top) and asymmetry of fake rates (bottom).
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5 Global PID performance and charge asymmetries

5.4 Identification performance for different PID criteria

Finally, we study the identification performance of charged kaons and pions as a function of the
threshold cut applied to the global PID probability. In the previous sections we showed the results
for the PID selection Pg > 0.5 or P > 0.5, now we present the results for a generic threshold cut a.

The Receiver Operating Characteristic (ROC) curve is a performance measurement for classification
problems at various thresholds settings, namely it is a plot of the true positive rate (TPR) against the
false positive rate (FPR) for different possible threshold cuts. The closer the ROC curve gets to the
upper-left corner of the space TPR vs. FPR, the better the classification. The closer the curve is to
the diagonal, the worse the classification. In our case we study K /7 separation performance and the
ROC curve shows the ID efficiency vs. mis-ID rate. We determine the average identification efficiencies
and average mis-identification rates by following the strategy outlined previously. We consider the
samples of charged kaon and pion tracks separately, then we estimate the signal yields before and
after applying PID selection with fit of the invariant mass distribution of the Dy candidates. We use
the PFD model defined in Eq.4.1. We set the parameters as in the previous sections, but we choose a
different value of the parameter f; depending on the threshold cut. In this part we consider only the
statistical uncertainty on the identification observables.

In Fig. 5.29 we show the ROC curves for the K-ID performance, i.e. the efficiency to identify a kaon
vs. the rate with which pions are mis-identified as kaons. The performance is evaluated on both MC
and real data samples, the applied selection criteria are Px > 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85,
0.9, 0.95, 0.96, 0.97, 0.98, 0.99. We observe for real data a slightly worse identification performance,
in fact the ROC curve for data is below the curve for simulation. The K-ID efficiency for real data is
3-7% lower than that for MC for a fixed fake rate.
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Figure 5.29: ROC curves for kaon identification: K-ID efficiencies vs. m mis-ID rates for different PID criteria.

In Fig. 5.30 we show the ROC curves 7-1D efficiency vs. K mis-ID rate. We consider the PID selection
criteria P, > 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9 applied to both
simulated and experimental data. Also in this case, the identification performance is slightly worse
for experimental data with respect to that for MC. The 7-ID efficiency for real data is 5-10% lower
than that for MC for a fixed fake rate.
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Figure 5.30: ROC curves for pion identification: 7-ID efficiencies vs. K mis-ID rates for different PID criteria.

5.5 Summary

To summarise, we have studied the kaon and pion identification performance by applying PID selection
criteria to the global PID probabilities: Px > 0.5 or P, > 0.5. Both in the analysis averaged over the
kinematic distribution of the samples of charged particles and in the analysis in bin of momentum or
cos @, the real data do not exhibit charge asymmetries in the identification of charged kaons or pions
that are significantly larger than those determined from the simulation.
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Chapter 6

PID performance with weights and
charge asymmetries

In this chapter, we will present the PID performance based on re-weighted PID probability selections
and the measured charge asymmetries for kaon and pion identification. We will compare the results
with those obtained in chapter 5 by applying PID selection criteria to the global probability.

6.1 Average identification performance

As discussed in chapter 3, the identification of charged particles relies on the determination of the
likelihoods for six charged particle hypotheses thanks to the measurements from six Belle II sub-
detectors. The simple combination of these likelihoods allows to define the global PID probability
(Eq. 3.3), the selection criteria on this probability define the standard PID method. Adding calibration
weights to the likelihood combination allows us to define a re-weighted PID probability (Eq. 3.13). In
this chapter we evaluate the identification performance of kaons and pions based on re-weighted PID
probability selections. To compare the results for the two different PID variables, we choose a threshold
cut on P so that the average identification efficiency, separately for kaons and pions, is the same as
the average efficiency obtained with the global PID selection. To obtain the number of signal events
before and after applying the PID selection, we fit the invariant mass distribution of the D, candidates
with the PDF model defined in chapter 4. We set fixed the parameters as in the previous chapter,
in particular for the fits we choose the same values of the parameter f; used in the analysis with the
global PID, both for fit1l and £fit2. We estimate the systematic uncertainties as described in the
section 4.5.

We show in Tab. 6.1, both for MC and real data, the cuts chosen for the two PID variables, the
K-ID efficiencies and 7 mis-ID rates, and the corresponding charge asymmetries. We report each
measurement with its total error given by the sum in quadrature of the statistical and systematic
uncertainties. Finally, we report the agreement A (Eq.5.5) between the charge asymmetries for MC
simulation and real data obtained by applying the selection criteria to the re-weighted PID probability.
In Tab. 6.2 we report the same for the m-ID performance. A good agreement is observed between the
charge asymmetries determined with the simulated and experimental data when re-weighted PID
selection is applied. Moreover, the charge asymmetries measured with the two PID variables have
excellent agreement between them. It is important to observe the resulting fake rates by applying
the PID selection with weights: in the case of pions mis-identified as kaons the fake rate is lower
with respect to the fake rate obtained by applying the standard PID selection, instead for kaons mis-
identified as pions the fake rate is higher. Therefore, the addition of calibration weights increases the
K-ID performance, instead there is a degradation of the 7w-ID performance.
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6 PID performance with weights and charge asymmetries

Table 6.1: Comparison of the K-ID performance by applying selection criteria to standard probability and
re-weighted probability. The uncertainties are the sum in quadrature of statistical and systematic errors. A
quantifies the agreement between the charge asymmetries for the PID selection on Py, in MC and real data.

MC1bri Data

global Pg re-weighted Py global Pg re-weighted Py A

Cut 0.5 0.45 0.5 0.3 -

ex’ (%) 86.2 +0.8 86.0 £0.8 84.2+0.8 84.5+0.8 -

ek (%) 85.7+ 0.6 85.4+0.7 83.0+£0.6 83.4+0.7 -

ex (%) 86.0 £ 0.5 85.7+0.5 83.6 £0.5 84.0+£0.5 -
Ale) 0.003 £ 0.006 0.003 £ 0.006 0.007 £ 0.006 0.007 £ 0.006 0.4

= (%) 5.6+0.4 3.2+0.2 5.3+0.3 4.1+0.2 -

f=— (%) 5.7+0.5 3.1+0.5 6.5+ 0.5 4.4+0.5 -

I (%) 5.6 0.3 3.1+0.2 59+0.3 4.3+£0.3 -
A(f) —0.02 +£0.05 0.03 +£0.08 —0.11 £0.05 —0.04 +£0.06 0.7

Table 6.2: Comparison of the 7-ID performance by applying selection criteria to standard probability and
re-weighted probability. The uncertainties are the sum in quadrature of statistical and systematic errors. A
quantifies the agreement between the charge asymmetries for the PID selection on P, in MC and real data.

MC15ri Data

global P, re-weighted P, global P, re-weighted Py A

Cut 0.5 0.8 0.5 0.8 -

ext (%) 7T7.1+£0.7 77.5£0.8 74.3£0.7 75.0+0.8 -

ex (%) 76.5+0.8 76.8 £ 0.6 73.4£0.7 73.9+0.6 -

Ex (%) 76.8 £0.5 77.1+0.5 73.8+£0.5 74.5+0.5 -
Ale) 0.004 £+ 0.007 0.005 £ 0.007 0.006 £+ 0.007 0.007 = 0.007 0.2

fx™ (%) 3.70 £0.04 4.09£0.10 4.39£0.04 5.33 £0.10 -

fx= (%) 4.0+0.4 44404 4.34+0.3 5.6+0.4 -

T (%) 3.84+0.2 4.34+0.2 4.3+0.1 5440.2 -
A(f) —0.04 £ 0.05 —0.04 £ 0.04 0.01 +0.03 —0.02+£0.04 0.3




6 PID performance with weights and charge asymmetries

6.2 PID performance and charge asymmetries in bins of kinematic
variables

In this section we investigate the PID performance with weights as a function of the two kinematic
variables: momentum p and cos §. We divide the tracks according to the binning chosen in section 5.3.
We perform the fits of the Dy invariant mass distribution before and after applying PID selection, then
we estimate the ID observables according to the equations in chapter 5. We apply the threshold cuts
on Pg and P, reported in Tab.6.1 and Tab. 6.2, respectively. We calculate the charge asymmetries
for both MC and real data and we evaluate their agreement. Furthermore, we compare these charge
asymmetries as a function of the kinematic variables with those obtained by applying PID selection
to the global probability.

6.2.1 K-ID performance and charge asymmetries in bins of kinematic variables

In Fig. 6.1 we show the kaon ID efficiencies and pion mis-ID rates separately for positively (left) and
negatively (right) charged tracks divided into momentum bins. In Fig.6.2, on the left we show the
charge asymmetries of the efficiencies as a function of p for both MC (blue triangles) and real data
(red triangles), on the right the charge asymmetries of the fake rates. Then, in Fig.6.3 and Fig. 6.4
we show the ID observables and charge asymmetries as a function of cos 8, respectively.

Both in the analysis in momentum bins and in cos @ bins, the K-1D efficiencies calculated with selection
on the re-weighted PID probability are about the same as the efficiencies with selection on the global
PID probability (Fig. 5.21 and Fig. 5.23). Instead, the m mis-ID rates obtained by considering selection
criteria on the new PID variable with weights are lower.
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Figure 6.1: Kaon ID efficiency and pion mis-ID rate for the PID selection on P K, in bins of momentum:
positively charged particles (left) and negatively charged particles (right).
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Figure 6.2: Charge asymmetries for the PID selection on P, in bins of momentum: asymmetry of efficiencies
(left) and asymmetry of fake rates (right).
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Figure 6.3: Kaon ID efficiency and pion mis-ID rate for the PID selection on Py, in bins of cosf: positively
charged particles (left) and negatively charged particles (right).
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Figure 6.4: Charge asymmetries for the PID selection on P, in bins of cos: asymmetry of efficiencies (left)
and asymmetry of fake rates (right).

Overall, the real data do not exhibit charge asymmetries in the identification of kaons that are sig-
nificantly larger than those from the simulation. This conclusion is valid after splitting the tracks in
momentum bins or cosf bins. Only in few cases we observe discrepancies between the charge asym-
metries for simulated and experimental data (the error bars do not overlap), however there is no net
difference in the measurements as a function of the kinematic variables. Finally, the charge asym-
metries of the efficiencies and those of the fake rates by applying PID selections to the re-weighted
PID probability have good agreement with the charge asymmetries measured with the standard PID.
We can compare the plots in Fig. 6.2 with those in Fig.5.22, and the plots in Fig. 6.4 with those in
Fig.5.24.

6.2.2 7-ID performance and charge asymmetries in bins of kinematic variables

We present the pion ID efficiencies and kaon mis-ID rates as a function of momentum or cos@, for
positive and negative particle tracks. In Fig.6.5 we show the ID observables (positive charge left,
negative charge right) as a function of p, in Fig. 6.6 the charge asymmetries of the efficiencies (left)
and the charge asymmetries of the fake rates (right) for both MC (blue triangles) and real data (red
triangles). In Fig.6.7 and Fig. 6.8 we show the ID observables and charge asymmetries as a function
of cos 8, respectively.

We evaluate the PID performance with weights by comparing the results presented in this section with
those reported in Fig.5.25 and Fig.5.27: the 7-ID efficiencies are about the same as the efficiencies
with selection on the global PID probability, while the K mis-ID rates are slightly higher. We do not
observe significant differences between the charge asymmetries of the ID efficiencies for MC and real
data as a function of p, the agreement between the measurements is good. The same also applies to
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6 PID performance with weights and charge asymmetries

the charge asymmetries of the mis-ID rates. Moreover, there is a good agreement between the charge
asymmetries of the ID observables measured considering cuts on both re-weighted and global PID
probabilities (Fig. 5.26). In the analysis in bins of cos # the agreement between the charge asymmetries
of the efficiencies for MC and real data is very good, instead we observe a difference between the
asymmetries of the fake rates in some bins. Even in the case of the standard identification method
(Fig. 5.28), we observe a discrepancy between the asymmetries for simulated and real data in the same
bins. However, there is no net difference between the asymmetries measured as a function of cos@.
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Figure 6.5: Pion ID efficiency and kaon mis-ID rate for the PID selection on P, in bins of momentum: positively
charged particles (left) and negatively charged particles (right).
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Figure 6.6: Charge asymmetries for the PID selection on P, in bins of momentum: asymmetry of efficiencies
(left) and asymmetry of fake rates (right).
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Figure 6.7: Pion ID efficiency and kaon mis-ID rate for the PID selection on P, in bins of cosf: positively
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Figure 6.8: Charge asymmetries for the PID selection on P, in bins of cosf: asymmetry of efficiencies (left)
and asymmetry of fake rates (right).

6.3 Identification performance for different PID criteria

In this section we study the identification performance as a function of the threshold cut applied to the
re-weighted PID probability: P > a. We determine the average identification efficiencies and average
mis-identification rates by varying «, each efficiency-fake rate pair defines a point of the ROC curve.

In Fig.6.9 we show the ROC curve for the K-ID performance with weights (K-ID efficiency vs. 7
mis-ID rate). The applied selection criteria are PK > 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6,
0.65, 0.7, 0.75, 0.8, 0.85, 0.9 on both the MC and data samples. In the same figure we show also the
ROC curve for the standard performance and we can compare the results. Overall, the re-weighted
PID performs better than the global PID on both simulated and experimental data. Indeed, for a
fixed fake rate the K-ID efficiency with the re-weighted PID is higher than that with the global PID:
an improvement of 3-6% for MC and 2-7% for real data is observed. For real data the identification
performance is slightly worse with both PID variables.
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Figure 6.9: ROC curves for kaon identification: K-ID efficiencies vs. 7 mis-ID rates for different PID criteria.
Comparison of the ROC curves for the identification based on the re-weighted and global PID selections.
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6 PID performance with weights and charge asymmetries

In Fig.6.10 we show the ROC curve for the 7-ID performance with weights (7-ID efficiency vs. K
mis-ID rate). The applied selection criteria are P, > 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85,
0.9, 0.95. We compare the ROC curves for both MC and data with the two curves for the standard
PID performance. Contrary to what is observed for the identification of kaons, in this case of pion
identification performance the addition of calibration weights does not produce improvements, but
rather we observe a degradation, especially for real data (2-3%). For simulation the two ROC curves
are very close, the one for the re-weighted PID is only slightly lower than the other.
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Figure 6.10: ROC curves for kaon identification: 7-ID efficiencies vs. K mis-ID rates for different PID criteria.
Comparison of the ROC curves for the identification based on the re-weighted and global PID selections.

6.4 Summary

To summarise, we have studied the kaon and pion identification performance by applying PID selection
criteria to the re-weighted PID probabilities. We have chosen the threshold cuts to have average
identification efficiencies for MC and data similar to those with the standard PID. Adding weights
improves the K identification performance, while the 7 identification performance decreases slightly.
We do not observe significant differences between the charge asymmetries for both MC and real data.
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Chapter 7

PID performance with binary
likelihood ratios and charge
asymmetries

In this chapter, we will present the PID performance based on the binary likelihood ratio discriminators
between the two hypotheses K and 7. We will study the performance for individual sub-detectors, in
particular for the TOP and the CDC. The goals are to evaluate the PID performance of the TOP
detector alone and to investigate possible effects arising from external sources such as the tracking
of charged particles in the CDC. We will measure the efficiencies (fake rates) and the corresponding
charge asymmetries for kaon and pion identification, then we will compare the results with those
obtained in chapter 5 by considering the global PID.

7.1 Likelihood-based selection

The global PID probability for a particle hypothesis is defined as likelihood ratio (Eq. 3.3), the likeli-
hoods are calculated from measurements of the identifying observables in the active sub-detectors for
a particle track. However, from the likelihoods for an individual sub-detector it is possible to build
binary likelihood ratios between two particle hypotheses (in our case m and K) and study the PID
performance of the individual sub-detector. In this work we want to investigate the contribution of
TOP and CDC detectors to particle identification, therefore we define two additional PID probabili-
ties: binary likelihood ratio (LR) for the TOP and binary likelihood ratio for the CDC (Eq. 3.18).

In order to compare the kaon (pion) ID performance with binary LR for the TOP and that with
binary LR for the CDC, we select only tracks for which it has been possible to calculate both TOP
and CDC likelihoods for K and 7 hypotheses. In fact, it is not always possible to determine for a
track the likelihoods of both individual sub-detectors. Furthermore, we require that the tracks are in
the acceptance of the TOP detector. Thus, in this chapter we restrict our analysis to tracks from the
decay sample D} — ¢(K ™K~ ) n™ that fulfil the selection criteria given in Tab. 7.1.

Table 7.1: Likelihood-based selection criteria for individual sub-detectors, 8 = K, 7.

Particle Selection

Kt LFOP(KT) # NaN, LEPO(KT) # NaN, —0.5 < cos (K ™) < 0.866
— TOP

+ TOP
T L 3

K7) # NaN, LGPC(K ™) # NaN, —0.5 < cos (K ) < 0.866

(
(
(rT) # NaN, LSDC(WJF) # NaN, —0.5 < cosf(nt) < 0.866
(

T LEOF(n7) # NaN, £L5PC(n™) # NaN, —0.5 < cos (™) < 0.866
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7 PID performance with binary likelihood ratios and charge asymmetries

7.2 Analysis by PID selection on the binary likelihood ratio for the
TOP

Particle identification with the TOP is based on the measurement of the time and position where
totally internally-reflected Cherenkov photons hit an array of photo-multipliers located at the end of
a fused silica bar, Cherenkov light is emitted by the passage of charged particles through the bar (see
chapters 2 and 3). From the individual likelihoods for kaon and pion hypotheses, we can define the
binary likelihood ratios for the TOP as in Eq. 3.18

PTOP _ L;[‘(OP PTOP —1— PTOP _ LEOP

Kjm = [TOP 4 TOP /K Kjm = (TOP 4 gTOP

We determine the identification efficiencies, separately for kaons and pions, as the ratio of the number
of signal events after and before applying PID selection criteria to the binary LR for the TOP. We
follow the same fitting strategy outlined in section 6.1.

In Tab. 7.2 and Tab. 7.3 we report, for both MC and real data, the chosen cut on the binary LR that
provides an average 1D efficiency similar to that obtained with the cut on the global PID probability.
We observe that the threshold cut on the binary likelihood ratios is very high. Moreover, in the tables
we show the identification efficiencies and fake rates (kaon ID in the first table, pion ID in the second
one), and the corresponding charge asymmetries A(e) and A(f). We show each measurement and its
total uncertainty. In the last column of both tables we report the agreement A (Eq.5.5) between the
charge asymmetries for MC and data obtained by applying selection criteria to the PID probability
PTOP: we observe good agreement in all cases (A < 1).

By comparing the K-ID performance with the two PID variables, we see good agreement between the
efficiencies and also between the charge asymmetries for both MC and experimental data. Instead, the
7 mis-ID rates in the identification performance of the TOP detector are lower than those measured
with the standard PID. Therefore, if we consider the TOP detector alone we have a better K /7
separation performance. A not bad agreement is observed between the charge asymmetries of the fake
rates.

In the case of the m-ID performance, we note that the threshold cut is very close to 1 in order to have
an average 1D efficiency similar to that with global PID. Furthermore, the total uncertainty of the
efficiencies is very large (of the order of percent), the largest contribution is given by the systematic
uncertainty. In this case, the m/K separation performance of the TOP detector is worse than the
performance with global PID, because the K mis-ID rates in the first case are higher than in the
second one. The agreement between the charge asymmetries of the efficiencies measured by applying
selections to the two PID variables is good, while the agreement between the asymmetries of the fake
rates is not bad.

After the analysis averaged over the kinematic distribution of the samples of charged kaons and pions,
in the following subsections we report the PID performance with binary LR for the TOP as a function
of the two kinematic variables: momentum p and cos . We divide the tracks according to the binning
chosen in section 5.3. We measure the charge asymmetries for both MC and real data and we evaluate
their agreement. Then, we compare these charge asymmetries in the identification of charged kaons
and pions performed by the TOP detector with those obtained by applying PID selection to the global
probability.

Finally, we study the identification performance, separately for kaons and pions, as a function of
the threshold cut applied to the LR for the TOP counter: PTOP > o. We determine the average
identification efficiencies and average mis-identification rates by varying «, each efficiency-fake rate
pair defines a point of the ROC curve.
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Table 7.2: Comparison of the K-ID performance by applying selection criteria to standard probability and
binary likelihood ratio for the TOP. The uncertainties are the sum in quadrature of statistical and systematic
errors. A quantifies the agreement between the charge asymmetries for the PID selection on P?(C/)}:, in MC and
real data.

MC15ri Data

global Px LR P}?f global P LR P?((/)f A

Cut 0.5 0.95 0.5 0.95 -

ex™ (%) 86.2 + 0.8 87.0+£0.6 84.2+0.8 84.6 +0.6 -

ex~ (%) 85.74+0.6 85.8 £ 0.6 83.0£0.6 82.5+0.6 -

ex (%) 86.0 + 0.5 86.4 +0.4 83.6 0.5 83.6 £ 0.4 -
Ale) 0.003 + 0.006 0.007 £ 0.005 0.007 £ 0.006 0.013 % 0.005 0.8

= (%) 5.6 4 0.4 3.34+0.4 5.340.3 4.34+0.4 -

fr (%) 5.740.5 2.440.6 6.5+ 0.5 4.140.6 -

fr (%) 5.6+0.3 29+0.3 59+0.3 4.2+0.4 -
A(f) —0.02 £ 0.05 0.140.1 —0.11 £ 0.05 0.02 £ 0.09 0.8

Table 7.3: Comparison of the 7-1D performance by applying selection criteria to standard probability and binary
likelihood ratio for the TOP. The uncertainties are the sum in quadrature of statistical and systematic errors.
A quantifies the agreement between the charge asymmetries for the PID selection on P};/OI? , in MC and real
data.

MC15ri Data

global P, LR PE;)KP global P LR P};}? A

Cut 0.5 0.999995 0.5 0.9997 -

ext (%) 77.14+0.7 78 + 2 74.3 £0.7 7442 -

ex (%) 76.5+ 0.8 7T +2 73.440.7 74+ 2 -

g (%) 76.8 + 0.5 T7T+1 73.84+0.5 74+ 1 -
Ale) 0.004 4 0.007 0.00 & 0.02 0.006 £ 0.007 0.00 % 0.02 0.05

fx™ (%) 3.70 +0.04 5.3+0.2 4.39 4+ 0.04 5.8+0.2 -

fx™ (%) 4.0+0.4 6.3+£0.6 4.3+0.3 714+0.6 -

fx (%) 3.840.2 584+0.3 4.3+0.1 6.4+0.3 -
A(f) —0.04 4+ 0.05 —0.08 4 0.05 0.01 4 0.03 —0.10 4+ 0.05 0.3
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7.2.1 K-ID performance and charge asymmetries in bins of kinematic variables

Fig. 7.1 shows the kaon ID efficiencies and pion mis-ID rates separately for positively (left) and nega-
tively (right) charged tracks divided into momentum bins, while Fig. 7.2 shows the charge asymmetries
as a function of p for both MC and real data. In Fig. 7.3 and Fig. 7.4 we show the ID observables and
charge asymmetries as a function of cosf, respectively. The blue triangles represent the simulation
results, while the red triangles represent the measurements from real data.

We compare the K-ID performance of the TOP detector with the performance with the global PID
(Fig.5.21 and Fig.5.23). Both positive and negative ID efficiencies for low momenta are lower if we
consider PID information only from the TOP, instead for higher momenta the efficiencies are higher.
The 7 mis-ID rates are lower overall, therefore the K /7 separation performance is better for p > 0.6
GeV/c. In the analysis as a function of cosf, the K-ID efficiencies are higher for forward or backward
tracks, while they are slightly lower for tracks with 50° < 6 < 90°.

We observe that the charge asymmetries of the efficiencies for the TOP alone are slightly larger than
the asymmetries with the global PID in many bins (Fig.5.22 and Fig.5.24). This suggests a bet-
ter TOP PID performance for positively charged kaons than negatively charged kaons, regardless of
kinematics. However, the real data do not exhibit charge asymmetries that are significantly larger
than those from the simulation. On the other hand, for the charge asymmetries of the pion fake
rates we note an overestimation of the asymmetries resulting from the fits on MC. Nevertheless, the
error associated with the measurements is very large and the agreement between estimated and true
asymmetries is not bad. Also in this case we do not observe a significant discrepancy between the
asymmetries for MC and data. Finally, we note that the charge asymmetries of the fake rates with
the global PID are overall more negative. The K /7 separation power of the TOP is better for K.
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Figure 7.1: Kaon ID efficiency and pion mis-ID rate for the PID selection on PIT((/)TI:, in bins of momentum:

positively charged particles (left) and negatively charged particles (right).
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Figure 7.2: Charge asymmetries for the PID selection on PITQ}:, in bins of momentum: asymmetry of efficiencies

(left) and asymmetry of fake rates (right).
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Figure 7.3: Kaon ID efficiency and pion mis-ID rate for the PID selection on P n

charged particles (left) and negatively charged particles (right).
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7.2.2

m-ID performance and charge asymmetries in bins of kinematic variables

In this subsection, Fig.7.5 shows the pion ID efficiencies and kaon mis-ID rates (positive charge
left, negative charge right) as a function of momentum, Fig. 7.6 shows the charge asymmetries of the
efficiencies (left) and the charge asymmetries of the fake rates (right) for both MC (blue triangles) and
real data (red triangles). In Fig. 7.7 and Fig. 7.8 we show the ID observables and charge asymmetries
as a function of cos 6, respectively.

We compare the 7-ID performance of the TOP detector alone with the performance with the standard

.
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Figure 7.5: Pion ID efficiency and kaon mis-ID rate for the PID selection on Pz/olg , in bins of momentum:

positively charged particles (left) and negatively charged particles (right).
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Figure 7.8: Charge asymmetries for the PID selection on P /K in bins of cos#: asymmetry of efficiencies (left)

and asymmetry of fake rates (right).

PID (Fig.5.25 and Fig.5.27). For p < 1 GeV/c the identification efficiencies for both 7+ and 7~ are
much higher when considering only the TOP counter, however also the mis-ID rates are higher. In
contrast, for high momenta (p > 2 GeV/c) there is a sharp degradation of efficiencies. Whereas with
the global PID the pion identification efficiencies are more or less constant as a function of cos#, the
efficiencies based only on information from the TOP detector are higher for large 6 angles, while they
are lower for smaller angles.

We do not observe significant differences between the charge asymmetries of the efficiencies for MC
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and real data as a function of both momentum and cos 6, the agreement between the measurements
is good. In addition, we observe a good agreement between the asymmetries measured with the TOP
only and global PID (Fig.5.26 and Fig.5.28). Instead, by looking at the plots on the right in Fig. 7.6
and Fig.7.8, in some bins there is a difference between the charge asymmetries of the kaon fake
rates for simulation and real data. However, even in this case the discrepancy is not very significant.
Furthermore, the charge asymmetries A(f) measured by identification with the TOP tend to be more
negative than the charge asymmetries with the standard PID. This indicates that the 7/ K separation
power of the TOP is lower for negatively charged particles because the K mis-ID rates is higher for
negative kaons mis-identified as pions.

7.2.3 Identification performance for different PID criteria

We want to study the K-ID performance of the TOP detector, therefore we build the ROC curve by
determining the efficiency-fake rate pairs for the following threshold cuts on the binary LR for the
TOP: P};(/)f > 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 0.99, 0.995, 0.999. The ROC
curves for both MC and real data are shown in Fig.7.9. In the same figure we show also the ROC
curves for the standard performance and we can compare the results. By considering the results for
the MC sample, the PID performance with the TOP detector is better than that with the global PID,
indeed the ROC curve for the individual sub-detector is closer to the upper-left corner of the space
K-ID efficiency vs. 7 mis-ID rate. The K-ID efficiency for MC with the TOP is 6-11% greater than
that with the global PID for a fixed fake rate. We observe a better TOP identification performance
for real data as well: the ID efficiency by applying PID selection to the binary LR for the TOP is
higher for mis-ID rates between 2% and 6%. The improvement on data is 1-5%.
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Figure 7.9: ROC curves for kaon identification: K-ID efficiencies vs. 7 mis-ID rates for different PID criteria.
Comparison of the ROC curves for the identification based on the binary likelihood ratio for the TOP and
global PID selections.

In Fig.7.10 we show the ROC curves 7-1D efficiency vs. K mis-ID rate for the TOP detector alone.
The performance is evaluated on both MC and real data samples, the applied selection criteria are
PE/O}? > 0.5, 0.8, 0.9, 0.99, 0.999, 0.9999, 0.99999, 0.999999. These curves are shifted to the right with
respect to the ROC curves corresponding to standard PID performance. Moreover, we emphasize

that to achieve efficiencies similar to those with selections on the global PID, the threshold cuts on
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the binary LR must be very high. It is possible to have high pion identification efficiencies with the
TOP, however the fake rates are also high: for PE/O[? > 0.8 the 7-ID efficiency for MC (real data) is

close to 95% (90%), but the K mis-ID rate is about 10%. For P;ﬁ? > 0.99, the ROC curves for the
TOP pass below the curves for the standard PID. For the same fake rate, between 5% and 7%, the
w-1D efficiency with the TOP only is lower than the other. Therefore, the PID of pions with the TOP

counter alone does not perform better.
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Figure 7.10: ROC curves for kaon identification: 7-ID efficiencies vs. K mis-ID rates for different PID criteria.
Comparison of the ROC curves for the identification based on the binary likelihood ratio for the TOP and
global PID selections.

In summary, the TOP detector can identify charged kaons well, while it does not perform as well for
charged pions. Although the overall K-ID performance with the TOP alone is better, in some regions
of the phase space additional PID information from other sub-detectors is needed for improved K /x
separation.

To ensure detector longevity and maintain good reconstruction performance, beam backgrounds must
remain well controlled [39]. The most vulnerable sub-detectors are the TOP and the CDC. One
key issue in the CDC is that pattern recognition of charged tracks becomes increasingly difficult as
the wire-hit rate increases. Extra background hits, caused in particular by the injection background,
progressively degrade the CDC performance. At present, the bias in the CDC measurements due to
the injection background has not been properly calibrated. Consequently, the identification of kaons
is overall worse with the global PID because, in addition to the likelihood information from the TOP,
we also consider the likelihood information from the CDC (and other sub-detectors). In order to
address the degradation of the global PID performance, it is necessary to evaluate and adjust the PID
information from the individual sub-detectors. For example, if we compare the ROC curves for the
K identification based on the binary likelihood ratio for the TOP and re-weighted PID selections, we
observe that the curves for MC and real data, respectively, are much closer to each other. We can see
the comparison of ROC curves in Fig. 7.11.

Furthermore, we recall that particle identification at Belle II uses only the pure likelihood information
from the individual sub-detectors to formulate a classification variable for K /7 separation. The inclu-
sion of calibration weights for each detector-hypothesis pair already improves the PID performance.
However, a neural-network (NN) based approach is being developed to improve the PID performance
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by combining high-level information, such as log-likelihood values from each sub-detector and mea-
sured momentum of the particle track, into a classification variable for particle identification. In this
machine learning based technique, the weights used to combine PID information are not static values,
as in the definition of the weighted likelihood (Eq.3.12). The inputs to the NN are also the charge
of the track and its kinematics, i.e. p, cosf, and ¢. Therefore, the combination of the log-likelihoods
depends on tracking information. The weights of the connections between the nodes of the network
(including input, output and hidden nodes) are free parameters of the network and are determined
during the training process. The NN returns the classification variables for the kaon and pion hy-
potheses, Cnn(K) and Cnn(7), respectively. A particle can be identified as kaon (pion) if Cnn(K)
(Cnn(m)) is above a given threshold cut, this threshold can be chosen according to the required effi-
ciency and mis-identification rate. Overall, in early studies, the NN PID performs significantly better
than the pure likelihood based PID. The prospects are allows to extend this approach in the future to
the classification of all six particle species. This would result in a new common approach for hadron
and lepton identification.
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Figure 7.11: ROC curves for kaon identification: K-ID efficiencies vs. m mis-ID rates for different PID criteria.
Comparison of the ROC curves for the identification based on the binary likelihood ratio for the TOP and
re-weighted PID selections.
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7.3 Analysis by PID selection on the binary likelihood ratio for the
CDC

The CDC provides information for particle identification by measuring the particle energy loss by
ionization (dE/dz). Low-momentum tracks, which do not reach the particle identification devices,
can be identified using the CDC alone. Since we want to investigate the possible effects to K and
7 identification due to the main tracking device, we build the binary likelihood ratios for the CDC
(Eq. 3.18)

CDC CDC
9% L

PX)r = 7OPC y £0DG PUK =1-PR)r = ~cpo—7cpe
L7 + L3 L7 + L%
and we calculate the identification efficiencies as the ratio of the number of signal events after and
before applying PID selection criteria to these PID discriminators. We follow the same fitting strategy
outlined in section 6.1.

We compare the results obtained by applying PID selection to the binary LR for the CDC and those
for global PID selection. Tab. 7.4 reports the chosen cut on PCP€ and the results of K-ID performance
averaged over the kinematic distribution: efficiencies, fake rates and charge asymmetries for both MC
and real data. Tab. 7.5 reports the same for the 7-ID performance with the CDC. In the last column of
both tables we report the agreement A between the charge asymmetries for simulated and experimental
data obtained by considering only the PID information from the CDC: we observe good agreement in
all cases (A < 1).

In the first table we observe good agreement between the identification efficiencies of kaons with the
CDC alone and those with standard PID, the agreement is also good for the charge asymmetries of the
efficiencies. However, the fake rates are very high (above 40% for both MC and real data). Here, it will
be important to evaluate the dependence of the PID performance on kinematic variables (especially
momentum) for the sub-detector. Although the mis-ID rates are very different depending on the PID
variables, the agreement between the charge asymmetries of the fake rates for the two variables is
quite good.

In the case of the 7-ID performance, the total uncertainty of the efficiencies is very large (of the order
of percent), the largest contribution is given by the systematic uncertainty. Again, the fake rates are
very high (almost 30%) if only PID information from the CDC is considered: pion identification with
the CDC detector alone does not perform well. Anyway, we observe overall good agreement between
the charge asymmetries measured with the two different discrimination probabilities between pions
and kaons.

In the following subsections we report the PID performance with binary LR for the CDC as a function
of the two kinematic variables: momentum p and cos . We divide the tracks according to the binning
chosen in section 5.3. We measure the charge asymmetries for both MC and real data and we evaluate
their agreement. We also compare the standard PID performance with that of the CDC alone.
Afterwards, we study the identification performance, separately for kaons and pions, as a function
of the threshold cut applied to the LR for the CDC counter: P°PC > o. We determine the average
identification efficiencies and average mis-identification rates by varying «, each efficiency-fake rate
pair defines a point of the ROC curve.
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7 PID performance with binary likelihood ratios and charge asymmetries

Table 7.4: Comparison of the K-ID performance by applying selection criteria to standard probability and
binary likelihood ratio for the CDC. The uncertainties are the sum in quadrature of statistical and systematic
errors. A quantifies the agreement between the charge asymmetries for the PID selection on Plc(]?g in MC and
real data.

MC15ri Data

global Px LR Pg?f global P LR Pg}f A

Cut 0.5 0.46 0.5 0.47 -
ext (%) 86.2 £0.8 85.9 4 0.6 84.240.8 84.3 4 0.6 -
ex” (%) 85.74+0.6 85.8 4+ 0.5 83.04+ 0.6 83.24+ 0.5 -
gx (%) 86.0 + 0.5 85.9 +0.4 83.6 + 0.5 83.7+0.4 -
Ale) 0.003 + 0.006 0.001 + 0.005 0.007 £ 0.006 0.006 + 0.004 0.9
= (%) 5.6+ 0.4 4545 5.3+0.3 4245 -
fr (%) 57+0.5 44 4 4 6.5+0.5 42 4 4 -
I (%) 5.6+0.3 4443 59+0.3 4243 -
A(f) —0.02 4+ 0.05 0.02 4+ 0.08 —0.11 4+ 0.05 0.00 + 0.08 0.1

Table 7.5: Comparison of the m-1D performance by applying selection criteria to standard probability and binary
likelihood ratio for the CDC. The uncertainties are the sum in quadrature of statistical and systematic errors.
A quantifies the agreement between the charge asymmetries for the PID selection on PSPI?’ in MC and real
data.

MC15ri Data

global P LR PSPIQ global P LR PS}D,Q A

Cut 0.5 0.48 0.5 0.49 -

ext (%) 77.14+0.7 76 + 2 74.3 £0.7 7442 -

er” (%) 76.5 £ 0.8 77 +2 73.4+0.7 74+ 1 -

g (%) 76.8 0.5 76+1 73.8+£0.5 T4+1 -
A(e) 0.004 + 0.007 —0.01 £0.01 0.006 + 0.007 0.00 £ 0.01 0.1

fx™ (%) 3.70 £ 0.04 29.8 +0.8 4.39 4 0.04 27.9+0.8 -

fx= (%) 4.0+0.4 30£3 4.340.3 29 + 2 -

fx (%) 3.840.2 30+1 4.340.1 28 +1 -
A(f) —0.04 £ 0.05 0.00 £ 0.04 0.01 £ 0.03 —0.02 £ 0.04 0.3
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7 PID performance with binary likelihood ratios and charge asymmetries

7.3.1 K-ID performance and charge asymmetries in bins of kinematic variables

Fig. 7.12 shows the kaon ID efficiencies and pion mis-ID rates (positive charge left, negative charge
right) as a function of momentum, Fig.7.13 shows the charge asymmetries of the efficiencies (left)
and the charge asymmetries of the fake rates (right) for both MC (blue triangles) and real data (red
triangles). Fig.7.14 and Fig.7.15 show the ID observables and charge asymmetries as a function of

cos 0, respectively.
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Figure 7.12: Kaon ID efficiency and pion mis-ID rate for the PID selection on P%?S, in bins of momentum:
positively charged particles (left) and negatively charged particles (right).
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Figure 7.13: Charge asymmetries for the PID selection on P

(left) and asymmetry of fake rates (right).
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Figure 7.14: Kaon ID efficiency and pion mis-ID rate for the PID selection on PK/7r ,
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Figure 7.15: Charge asymmetries for the PID selection on P?(?S, in bins of cosf: asymmetry of efficiencies

(left) and asymmetry of fake rates (right).

We observe that both efficiencies and mis-ID rates based on identification with the CDC alone depend
strongly on the momentum of the tracks: for low momenta there is high ID efficiency (close to 100%)
and relatively low fake rate (about 10%), instead for momentum p > 1 GeV/c the K /7 separation
power is very poor. For p ~ 1.2 GeV/c, the m mis-ID rates are over 60%. This result is due to
the dependence of the particle’s energy loss on momentum. As can be seen in Fig.2.7, the dE/dx
measurement helps to separate low momentum K /7 very well. However, for momentum around 1.2
GeV/c the intersection of the dE/dz curves as a function of p and the limited resolution of the CDC do
not allow proper discrimination of kaons and pions. PID information from other devices compensates
for this effect. The real data do not exhibit charge asymmetries in the identification of kaons that
are significantly larger than those from the simulation (only in a momentum bin the error bars do
not overlap). The charge asymmetries of both efficiencies and fake rates are very close to zero, the
PID performance with the drift chamber shows no significant variation with respect to particle charge.
There is good agreement with the asymmetries measured with the global PID (Fig. 5.22).

In the analysis as a function of cosf, the K-ID efficiencies for both positive and negative charge are
more or less constant, moreover they are very similar to those measured with global PID (Fig. 5.23).
However, the fake rates are much higher and thus the PID performance with the CDC only is worse.
The charge asymmetries for both MC and real data are quite close to zero and do not differ greatly
from each other. Overall, we observe good agreement between the charge asymmetries measured for
both PID variables.

7.3.2 7-ID performance and charge asymmetries in bins of kinematic variables

We present the 7-ID performance of the CDC in bins of kinematic variables. In Fig. 7.16 and Fig. 7.17
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Figure 7.16: Pion ID efficiency and kaon mis-ID rate for the PID selection on PSP}? , in bins of momentum:
positively charged particles (left) and negatively charged particles (right).
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Figure 7.18: Pion ID efficiency and kaon mis-ID rate for the PID selection on PSPIS, in bins of cos #: positively

charged particles (left) and negatively charged particles (right).
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Figure 7.19: Charge asymmetries for the PID selection on PS/D[? , in bins of cos@: asymmetry of efficiencies

(left) and asymmetry of fake rates (right).

we show the ID observables and charge asymmetries as a function of p, respectively. In Fig. 7.18 and
Fig. 7.19 we show the ID observables and charge asymmetries as a function of cos f. The blue triangles
represent the results obtained from the MC, while the red triangles represent those obtained from the
experimental data.

As seen above for kaons, also for pions there is good PID performance for low momentum (high
efficiency and low fake rate), while for p > 1 GeV/c the fake rates are very high and it is not possible
to separate pions and kaons well. The PID performance of the CDC as a function of p is very different
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from that with the standard PID (Fig.5.25). We do not observe large differences between the charge
asymmetries of efficiencies for simulation and real data. The same is also true for the asymmetries of
fake rates as a function of p. There is always good agreement with the charge asymmetries measured
with the global PID (Fig. 5.26).

Both 7-ID efficiencies and K mis-ID rates as a function of cosf are more or less constant. The
efficiencies with the CDC alone are similar to the efficiencies with the global PID (Fig.5.27), however
the fake rates are much higher and, thus, the PID performance is overall less good. The real data do
not exhibit charge asymmetries in the identification of pions that are significantly larger than those
from the simulation. The agreement between the charge asymmetries measured for both PID variables
is overall good (Fig. 5.28).

7.3.3 Identification performance for different PID criteria

To study the K-ID performance of the CDC detector, we build the ROC curves for both MC and real
data for the following threshold cuts on the binary LR for the CDC: P?(I?f > 0.45, 0.47, 0.5, 0.52,
0.55, 0.57, 0.6, 0.62, 0.65, 0.67, 0.7, 0.72, 0.75, 0.77, 0.8. We show the ROC curves in Fig. 7.20. In the
same figure we show the ROC curves for the standard performance and we can compare the results.
It is clear from the comparison that considering all the tracks, with no constraints on momentum, the
K /7 separation performance with the CDC alone is not good: the ROC curves are shifted toward the
diagonal of the efficiency vs. fake rate space. The identification efficiencies for threshold cuts such
as to give fake rates between 2% and 6% are low, about 50%. We observe that for not too high cuts
on the binary LR, the ID efficiencies with the CDC alone for real data are very similar to those for
simulation. In contrast, for higher thresholds, the PID performance on data is slightly worse (for a
fixed fake rate, the efficiency for data is slightly lower).
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Figure 7.20: ROC curves for kaon identification: K-ID efficiencies vs. 7w mis-ID rates for different PID criteria.
Comparison of the ROC curves for the identification based on the binary likelihood ratio for the CDC and
global PID selections.

In Fig.7.21 we show the ROC curves for the 7-ID performance, i.e. the efficiency to identify a pion
vs. the rate with which kaons are mis-identified as pions. The performance is evaluated on both MC
and real data samples, the applied selection criteria to the binary LR for the CDC are PSDI? > (.45,
0.47, 0.49, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8. In the same figure we show also the ROC curves for the
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standard performance. Even in the case of pion identification, we observe that the curves for the PID
with the drift chamber are shifted to the right: for a fixed identification efficiency, the fake rates are
much higher. The 7-ID efficiencies corresponding to K mis-ID rates below 10% are very low, below
50%. Therefore, the identification performance with PID information from the CDC detector only is
not good. We note that the ROC curves for the CDC (simulation and experimental data) are very
close, almost overlapping.
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Figure 7.21: ROC curves for kaon identification: 7-ID efficiencies vs. K mis-ID rates for different PID criteria.
Comparison of the ROC curves for the identification based on the binary likelihood ratio for the CDC and
global PID selections.

The CDC detector can provide good identification for particle tracks (both kaons and pions) with low
momentum or very high momentum (p > 2.5 GeV/c). If we consider the PID performance averaged
over the kinematic distribution of the samples of charged kaons and pions, the resulting fake rates are
very high and the K /7 separation power is poor.

7.4 Summary

The overall performance with the TOP detector alone in the identification of kaons and pions is better
than the PID performance with the CDC alone. However, for low momentum tracks the CDC provides
important PID information for optimal K /7 separation. In contrast, the performance of the TOP
alone is better for tracks with high momentum. The PID performance of the CDC is roughly constant
as a function of cosf, while for the TOP the identification efficiencies are higher for small or large
angles in the detector acceptance. Comparison with the standard PID performance shows that, for
individual sub-detectors there are improvements only in some regions of phase space where the device
under investigation works best. Where the performance of one detector is lacking, PID information
from other detectors is essential to achieve good K /7 separation performance.

Overall, both for the selections applied to the LR for the TOP and for the selections applied to the
LR of the CDC, the real data do not show charge asymmetries in the identification of charged kaons
or pions that are significantly larger than those obtained from the simulation.
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Chapter 8

Conclusions

The study of matter/antimatter asymmetries in the decays of B and D mesons requires excellent pion
and kaon separation capabilities, as well as very firm control of the instrumental asymmetries involved
in the detection or reconstruction of positive and negative particles.

In this work, we have studied the performance of the Belle II detector in identifying pions and kaons
using the decay sample Df — ¢(KTK~)nt. We have analysed a collision data set of [Ldt =
404 fb~! collected between 2019 and 2022, and a MC sample with simulated run-independent beam
background ([ £ dt = 200 fb~'). We have determined the PID efficiencies (mis-ID rates) by fitting the
invariant mass distribution of the D, candidates both before and after applying PID selections, and
by considering the ratio of signal yields. We have obtained the ID observables separately for positive
and negative charges, and subsequently we have defined the charge asymmetries. Each measurement
has been associated with both a statistical uncertainty and a systematic uncertainty due to the model
used to fit the resonance distribution. The PID performance has been analysed by dividing the tracks
into bins of the main kinematic variables: momentum p and cos 6.

We have presented the identification performance of charged kaons and pions by applying selection cuts
to the global PID probability, which is a combination of all the identification information (likelihoods)
from all the sub-detectors that are active in detecting a particle track. In our study, the real data
do not exhibit charge asymmetries in the identification of K and 7 that are significantly larger than
those determined from the simulation.

Next, we have examined the identification performance by adding calibration weights to the combina-
tion of the likelihoods from the individual sub-detectors, defining the re-weighted PID probability. The
PID performance of kaons has improved, but that of pions has degraded. Even after re-weighting the
PID probability, no significant discrepancies are observed between the measured charge asymmetries
for both MC and real data.

Finally, we have evaluated the PID performance for individual sub-detectors, in particular for the
TOP and the CDC. We have measured the efficiencies (fake rates) and charge asymmetries for kaon
and pion identification by applying PID selections to the binary likelihood ratios. For low momentum
tracks, the K /m separation performance of the CDC is very good, for higher momentum tracks, on the
other hand, better performance is achieved with the TOP. No dependencies of note are observed as
a function of cosf. The analysis of individual sub-detectors shows no significant difference in charge
asymmetries between real data and simulation.

Overall, the PID efficiencies as a function of kinematic variables behave as expected. No unknown
effects have been observed due to the TOP and CDC sub-detectors. The charge asymmetries measured
in the decay sample D} — ¢(K+TK ™) 7" for MC and experimental data are in agreement within the
uncertainties estimated in this work. Since the charge asymmetries in K and 7 identification measured
in control samples are directly applied to extract the physics asymmetries in measurements of CP
violation phenomena, further investigation of the K and m PID performance is crucial in order to
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8 Conclusions

achieve a better accuracy in the control of the instrumental asymmetries resulting from differences
in interaction or reconstruction probabilities between opposite charge hadrons. A neural network is
presently under development to enhance the PID performance at Belle II and improve the separation
power between K /7. The novelty lies in the integration of weights in the log-likelihood combination
that depend on both p and cos 6.
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