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Abstract

This thesis presents a measurement of the magnitude of the Cabibbo-Kobayashi-Maskawa (CKM)
matrix element |𝑉𝑢𝑏 | from a simultaneous study of the semileptonic decays 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ , where ℓ = 𝑒, 𝜇. The analysis utilizes a data sample corresponding to 364 fb−1

of integrated luminosity, collected by the Belle II detector at the SuperKEKB electron-positron
accelerator from 2019 to 2022. The SuperKEKB accelerator operates at a center-of-mass energy
corresponding to the mass of the Υ(4𝑆) resonance. This results in nearly all produced Υ(4𝑆) mesons
decaying into two 𝐵 mesons, which then decay into lighter particles. An untagged measurement
approach is employed in this thesis, where both decay modes are reconstructed without identifying
the partner 𝐵 mesons. After initial signal reconstruction and selection, machine learning methods,
specifically boosted decision trees, are trained and applied to suppress background contributions. The
differential branching fractions of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ are measured simultaneously

as functions of 𝑞2 (momentum transfer squared). This is achieved by introducing a novel fit
method, in which yields are inherently corrected for finite detector resolution. The total branching
fractions are determined to be B(𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ) = (1.516 ± 0.042(stat) ± 0.059(syst)) × 10−4

and B(𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ) = (1.625 ± 0.079(stat) ± 0.180(syst)) × 10−4. Fitting the measured partial

branching fractions of 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ with lattice QCD constraints yields |𝑉𝑢𝑏 | = (3.93 ± 0.09(stat) ±

0.13(syst) ± 0.19(theo)) × 10−3. Including additional constraints from light-cone sum rules (LCSR),
the result is (3.73± 0.07(stat) ± 0.07(syst) ± 0.16(theo)) × 10−3. For 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays, applying

LCSR constraints yields |𝑉𝑢𝑏 | = (3.19 ± 0.12(stat) ± 0.17(syst) ± 0.26(theo)) × 10−3. While the
results are limited by theoretical uncertainties, the leading systematic uncertainties arise from the sizes
of the available off-resonance and simulated samples.
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CHAPTER 1

Introduction

The Standard Model (SM) of particle physics describes the known fundamental particles – quarks,
leptons, and bosons – that constitute the universe and their interactions through the strong, weak, and
electromagnetic forces. Since its formulation, the SM has successfully predicted the existence of
particles, such as the third generation of quarks [1], confirmed by the discovery of the top quark [2, 3],
and the Higgs boson [4], discovered at the Large Hadron Collider (LHC) in 2012 [5, 6].

Despite its many successes, the SM currently cannot account for all phenomena, such as the observed
matter-antimatter asymmetry in the universe. Additionally, the SM relies on numerous free parameters
with in principle arbitrary magnitudes. This is in conflict with the hierarchical structures observed, for
example, in quark masses or the magnitudes of the elements of the Cabibbo-Kobayashi-Maskawa
(CKM) matrix [7, 8]. The CKM matrix describes the rotation of quark-mass eigenstates to the
eigenstates involved in the weak interaction. It is a unitary matrix, meaning the magnitudes and
complex phases of its elements can be used to construct unitarity triangles. By precisely measuring
the sides and angles, the unitarity triangles can be over-constrained, helping to fully constrain the SM.

The smallest and least well-known CKM matrix element is 𝑉𝑢𝑏, and its magnitude |𝑉𝑢𝑏 | can be
determined by comparing measured to predicted decay rates of semileptonic 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays,
where 𝑋𝑢 is a hadron containing an up quark, and ℓ is a light charged lepton (electron or muon). The
predicted decay rate is derived from the matrix element of the 𝐵 → 𝑋𝑢ℓ𝜈ℓ decay, factorized into
hadronic and leptonic contributions due to its semileptonic nature. While the leptonic part can be
explicitly calculated, the hadronic part involves non-perturbative hadronic interactions, making it
difficult to calculate and dependent on the nature of the 𝑋𝑢 hadron.

If 𝑋𝑢 represents the inclusive sum of possible final states, the hadronic part takes the form of
inclusive rates. Conversely, if 𝑋𝑢 exclusively represents a specific final state, the hadronic contribution
is given as a form factor, typically parameterized in terms of the momentum transfer squared 𝑞2

between the 𝐵 meson and the hadron. These complementary approaches yield independent |𝑉𝑢𝑏 |
values, displaying a persistent tension of approximately 2.3 standard deviations [9]. The origin of
this discrepancy remains unclear, possibly stemming from experimental or theoretical sources, but
resolving it is crucial, as it limits the constraining power of the unitarity triangles.

One point of investigation is comparing the |𝑉𝑢𝑏 | results obtained from different exclusive modes.
While measuring decay rates is experimentally feasible for most exclusive modes, the limiting factor
is the presence of precise predictions of the form factors. In the past, reliable predictions were only
available for the 𝐵 → 𝜋ℓ𝜈ℓ decay, which is both experimentally and theoretically the cleanest exclusive
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Chapter 1 Introduction

mode to extract |𝑉𝑢𝑏 | from 𝐵 meson decays. Consequently, the exclusive world average is constructed
solely from |𝑉𝑢𝑏 | measurements from 𝐵 → 𝜋ℓ𝜈ℓ decays. Only recently have form-factor predictions
for the 𝐵 → 𝜌ℓ𝜈ℓ decay reached a precision that allows for a meaningful determination of |𝑉𝑢𝑏 | from
this mode. Using these predictions and a combination of previous measurements of 𝐵 → 𝜌ℓ𝜈ℓ decay
rates, Ref. [10] obtained a |𝑉𝑢𝑏 | result lower than the exclusive world average, introducing a further
tension that remains to be understood.

These tensions can be tested using data recorded by the Belle II detector, which is located at the
interaction point of the asymmetric-energy electron-positron SuperKEKB accelerator in Tsukuba,
Japan. The collision energy of the SuperKEKB accelerator is tuned to the resonance energy of the
Υ(4𝑆) meson. The Υ(4𝑆) mesons decay almost exclusively into pairs of 𝐵mesons, which subsequently
decay further, for example 𝐵 → 𝑋𝑢ℓ𝜈. To reconstruct these decays, either both 𝐵 mesons or only the
signal 𝐵 meson can be reconstructed, referred to as tagged and untagged measurements, respectively.
In this work, an untagged measurement from the 𝐵 → 𝜋ℓ𝜈ℓ mode is performed, resulting in lower
purity but higher signal efficiency. This choice is driven by the need for high signal efficiency due to
the rarity of 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, and the limited size of the 2019–2022 Belle II dataset, corresponding
to an integrated luminosity of 364 fb−1 [11].

The reconstruction of 𝐵 → 𝜋ℓ𝜈ℓ decays is often limited by si gnificant cross-feed from 𝐵 → 𝜌ℓ𝜈ℓ
decays, where the 𝜌 meson decays into two pions, one of which is selected as the signal pion. To
reduce the dependence, the decay rates of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays are simultaneously

reconstructed and measured, focusing on decays with entirely charged final states in order to avoid
backgrounds associated with neutral particles. The simultaneous measurement constrains the cross-
feed modeling to improve the precision on |𝑉𝑢𝑏 | from 𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ decays and it provides access

to determine |𝑉𝑢𝑏 | from 𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ decays. Previous simultaneous measurements of 𝐵 → 𝜋ℓ𝜈ℓ

and 𝐵 → 𝜌ℓ𝜈ℓ decays were often limited by the resolution of the reconstructed 𝑞2 distribution. In
this work, a novel method is introduced that naturally accounts for the 𝑞2 resolution by extracting the
signal yields and linking the cross-feed components as functions of true, instead of reconstructed, 𝑞2.
Using this approach, |𝑉𝑢𝑏 | is determined from both 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays by fitting

the measured partial decay rates using form-factor parameterizations [12, 13] and constraints from
theoretical calculations [13–18].

In the following, Chapter 2 provides theoretical background information and details on the current
status of |𝑉𝑢𝑏 | measurements. Next, the experimental setup and the relevant data samples are discussed
in Chapter 3 and Chapter 4, respectively. The selection of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events is

explained in Chapter 5. Both modes suffer from large levels of backgrounds, which are suppressed
using boosted decision trees, described in Chapter 6. The extraction of the partial branching fractions,
the associated systematic uncertainties, and the determination of |𝑉𝑢𝑏 | are discussed in Chapter 7, 8
and 9, respectively. Finally, Chapter 10 provides a conclusion and outlook.

The results discussed in this thesis are obtained following a hidden signal box approach [19] to
avoid experimenter’s bias. This means access to collision data is restricted until the analysis setup
has been finalized using simulated data. Furthermore thoughout this thesis, charge-conjugation is
implied and natural units are used, with the reduced Planck constant and the speed of light set to unity
(ℏ = 𝑐 = 1).
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CHAPTER 2

Theoretical background and status of |𝑽𝒖𝒃 |

measurements

This chapter provides an introduction to the Standard Model of particle physics. Section 2.1 includes
descriptions of the fundamental particles and their interactions, as well as details about the mass
generation mechanism and the Cabibbo-Kobayashi-Maskawa matrix. In addition, the mathematical
description of semileptonic 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays is described in Section 2.2. The current experimental
status of |𝑉𝑢𝑏 | measurements is discussed in Section 2.3.

2.1 The Standard Model of particle physics

The Standard Model (SM) of particle physics is a relativistic quantum field theory [20] that characterizes
the fundamental particles based on their spin, charge, and mass, and describes the interactions between
these particles. A graphic representation of the SM is shown in Figure 2.1.

The SM includes descriptions of integer-spin bosons and half-integer spin fermions. Massless
particles are described as right- or left-handed, depending on whether their spin points in the same or
opposite direction to their momentum, respectively. Massive particles have both right- and left-handed
components. A fully left-handed particle transforms into a fully right-handed particle under the
parity (𝑃) operation. Each fermion has a corresponding antiparticle, which is an exact copy of the
particle, except for possessing opposite charges. The antiparticle can be obtained by applying the
charge-conjugation (𝐶) operation to the particle. There is also a time-reversal (𝑇) operation which
reverses the direction of time. The product of the three operations𝐶𝑃𝑇 is conserved by all fundamental
interactions [22].

The group of fermions consists of quarks and leptons, each of which has six flavors. Three of the
quarks (the up, charm, and top quarks) carry electric charges of +2/3, while the other three quarks
(the down, strange, and bottom quarks) carry electric charges of −1/3. Quarks also carry color
charge, which comes in six types (red, green, blue, and their corresponding anticolors). Pairs of one
negatively and one positively charged quark belong to one of three generations. The generations
share all properties except for their masses, with quarks belonging to higher generations having larger
masses.

The leptons can similarly be grouped into three generations. Three of the leptons (the electron,
muon, and tau) carry electric charges of −1. The electron is the lightest of the charged leptons, while

3



Chapter 2 Theoretical background and status of |𝑉𝑢𝑏 | measurements

Figure 2.1: Graphic representation of the Standard Model of particle physics. The elementary particles (quarks,
leptons, and bosons) are shown. The spin, charge, and mass of each particle are given. The fermions are
grouped into three generations. Image from Ref. [21].

the tau is the heaviest. There are also three electrically-neutral leptons, called electron neutrino,
muon neutrino, and tau neutrino. In the SM, neutrinos are considered massless, making them the
only fermions that possess only a left-handed component. A pair of each charged lepton and its
corresponding neutrino belongs to one of three generations.

The SM also describes the fundamental interactions between the elementary particles. These are
the strong, electromagnetic, and weak interactions. Gravity is not included in the SM due to its
negligible strength at the particle scale. The forces are mediated by vector (spin-1) gauge bosons.
The exchange of electrically-neutral, massless gluons generates the strong interaction, described by
Quantum Chromodynamics (QCD) [23, 24] and a local SU(3) symmetry. Gluons couple to particles
carrying color charge, and they themselves carry color charge, giving rise to gluon self-interactions.
The electromagnetic interaction is described by Quantum Electrodynamics (QED) [25] with a local
U(1) symmetry and occurs between two particles through the exchange of an electrically-neutral,
massless photon. The photon couples to all particles carrying electric charge.

Lastly, weak interactions are described by a local SU(2) symmetry and can be categorized into
charged-current and neutral-current interactions. Weak charged-current interactions are mediated by
electrically-charged𝑊 bosons, while weak neutral-current interactions are mediated by electrically-
neutral 𝑍 bosons. In contrast to the photon, the𝑊 and 𝑍 bosons are massive. While the 𝑍 boson couples
to all particles, the𝑊 bosons couple only to left-handed fermions and right-handed antifermions. The
weak interaction, therefore, is the only interaction that is not invariant under the application of the
combined 𝐶𝑃 operation and is said to violate 𝐶𝑃 symmetry. It is also the only interaction that can
transform quarks from one flavor to another. The probabilities of such transitions are given by the
Cabibbo-Kobayashi-Maskawa (CKM) matrix [7, 8], which incorporates a 𝐶𝑃-violating factor.

In the underlying quantum field theory describing the SM, all particles are represented as excitations
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2.1 The Standard Model of particle physics

of fields 𝜓(𝑥), where 𝑥 is a vector containing space and time coordinates 𝑥 = {®𝑥, 𝑡}. The Lagrangian L
provides a description of the dynamics of the system caused by the excitations of the fields. It, therefore,
describes the propagation of free particles and their interactions, depicted by Feynman diagrams. The
SM Lagrangian is invariant under complex phase transformations under a local symmetry group

𝑆𝑈 (3) × 𝑆𝑈 (2) ×𝑈 (1),

which combines the QCD symmetry group and the electroweak symmetry group, resulting from
the unification of the electromagnetic and weak interactions at high energies as described by the
Glashow-Weinberg-Salam electroweak theory [26–28].

While the invariance allows for the existence of massless spin-1 bosons, it cannot explain the
occurrence of the massive weak vector bosons. Instead, their presence is derived from spontaneous
electroweak symmetry-breaking at low energies, caused by the introduction of a massive spin-0 field,
the Higgs field. The electroweak symmetry-breaking creates the photon and the massive 𝑊 and 𝑍
bosons, and concurs with the existence of the massive scalar (spin-0) Higgs boson, which corresponds
to the excitation of the Higgs field. The Higgs boson couples to the massive vector bosons via the
Higgs mechanism [29–31] and to the fermions using the Yukawa couplings [28].

The following subsections provide more details about specific aspects of the SM relevant for the
work discussed in this thesis. Section 2.1.1 describes the properties of the strong interaction, while
Section 2.1.2 discusses electroweak interactions, focusing on the mathematical framework describing
electroweak symmetry-breaking. The emergence of neutral and charged current interactions within the
electroweak framework, and the process of mass generation through Yukawa couplings are discussed in
Section 2.1.3 and 2.1.4, respectively. In addition, the occurrence of 𝐶𝑃 violation, and the appearance
of the CKM matrix elements is explained in Section 2.1.5 .

2.1.1 Strong interactions

This subsection focuses on the description of the strong interaction, which arises due to the invariance
of the SM Lagrangian under local gauge transformations defined by the SU(3)𝑐 symmetry, where
𝑐 corresponds to the conserved color charge. The mathematical description of the strong force is
provided by the theory of Quantum Chromodynamics (QCD) [23, 24], in which the quarks are
described as color triplets 𝜓 = (𝜓1, 𝜓2, 𝜓3)

𝑇 with mass 𝑚𝜓. The interactions are mediated by gluons
with corresponding gauge fields 𝐺𝑎𝜇, which exist in eight color states (𝑎 ∈ {1, 8}), and belong to the
gluon field strength tensor 𝐺𝑎𝜇𝜈 .

The QCD Lagrangian contains kinetic terms for the fermions and gluons, as well as interaction
terms between quarks and gluons, and gluon self-interaction terms. It is given by:

LQCD =
∑︁
𝜓

�̄�(𝑖𝛾𝜇 (𝜕𝜇 − 𝑖𝑔𝑠𝑇
𝑎
𝐺
𝑎
𝜇) − 𝑚𝜓)𝜓 − 1

4
𝐺
𝑎
𝜇𝜈𝐺

𝑎,𝜇𝜈
.

Here, 𝛾𝜇 are the Dirac matrices and 𝑇𝑎 are the generators of the SU(3) group. The strong coupling
constant 𝑔𝑠 can also be expressed as an effective coupling constant 𝛼𝑠 = 𝑔

2
𝑠/4𝜋.

It was observed that 𝛼𝑠 depends on the energy scale of the process 𝜇2, which is inversely proportional
to the distance between the interacting particles. At short distances and high energies, where 𝜇2 → ∞,
𝛼𝑠 decreases. In this regime, the interacting particles are quasi-free and experience asymptotic
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freedom. The behavior can be described by perturbation theory. On the other hand, at low energies
and larger distances, where 𝜇2 → 0, two competing effects contribute. One is a screening effect
resulting from the polarization of the vacuum by 𝑞𝑞 pairs, which reduces 𝛼𝑠. The other effect comes
from larger gluon self-interactions, resulting in an anti-screening and larger 𝛼𝑠. The anti-screening
effect dominates, and thus 𝛼𝑠 is larger in this regime.

This results in confinement, where quarks and gluons are never observed as free particles, but are
always confined within color-neutral hadrons. Non-perturbative methods need to be employed to
describe these processes. The functional dependence of 𝛼𝑠 on the energy scale is described by

𝛼𝑠 (𝜇
2) = 12𝜋

(33 − 2𝑁𝑐) ln (𝜇2/ΛQCD)
,

where 𝑁𝑐 is the number of colors and ΛQCD characterizes the energy scale at which the transition
from the perturbative to the non-perturbative regime occurs.

2.1.2 Electroweak unification and symmetry-breaking

This subsection discusses the properties of the electroweak interaction, and the process of electroweak
symmetry-breaking.

The unification of the electromagnetic and weak interactions into a single electroweak interaction at
high energies, described by the 𝑆𝑈 (2)𝐿 ×𝑈 (1)𝑌 group, is proposed by the Glashow-Weinberg-Salam
theory [26–28]. It introduces the concept of left-handedness 𝐿 and a quantity known as the weak
hypercharge, denoted by 𝑌 = 2(𝑄 − 𝐼3), where 𝑄 represents the electric charge and 𝐼3 is the third
component of the weak isospin. The weak-isospin quantum number 𝐼 is 1/2 for left-handed fermions
and 0 for right-handed fermions.

The unified theory specifies the 𝑈 (1)𝑌 group’s generator as the weak hypercharge acting on a
gauge field 𝐵𝜇, and the generators of the 𝑆𝑈 (2)𝐿 group as the Pauli spin matrices 𝜏 acting on the
components of a triplet of gauge fields𝑊𝜇 = (𝑊1

𝜇,𝑊
2
𝜇,𝑊

3
𝜇)
𝑇 . In contrast to the SU(3) QCD group,

the electroweak gauge fields of the 𝑆𝑈 (2)𝐿 ×𝑈 (1)𝑌 group, 𝐵𝜇 and𝑊𝜇, do not correspond directly to
the physical gauge boson fields mediating the interactions.

The emergence of the difference between the electroweak and physical gauge bosons is explained
by the Brout-Englert-Higgs (or Higgs) mechanism [29–31]. The mechanism introduces a complex
scalar Higgs field 𝜙 with a non-trivial potential, the Higgs potential, which is not minimized at the
origin. At low energies, the Higgs field acquires a non-zero vacuum expectation value 𝜈, leading to
spontaneous electroweak symmetry-breaking and the emergence of the physical electromagnetic and
weak boson fields. The fields 𝐴𝜇 and 𝑍𝜇, corresponding to the photon and the neutral 𝑍 boson fields,
respectively, emerge from a rotation of 𝐵𝜇 and𝑊3

𝜇 by the weak mixing angle 𝜃𝑊 . The charged𝑊±

boson fields are defined as linear combinations of𝑊1
𝜇 and𝑊2

𝜇. The relation between the electroweak
gauge and physical fields is given by the equations:(

𝐴𝜇
𝑍𝜇

)
=

(
cos 𝜃𝑊 sin 𝜃𝑊
− sin 𝜃𝑊 cos 𝜃𝑊

) (
𝐵𝜇

𝑊
3
𝜇

)
, and 𝑊

±
𝜇 =

1
√

2
(𝑊1

𝜇 ∓ 𝑖𝑊
2
𝜇). (2.1)

The electroweak Lagrangian post symmetry-breaking encompasses kinetic terms, Higgs self-
interaction terms, terms describing the interactions between the Higgs field and the weak boson fields,
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2.1 The Standard Model of particle physics

fermion-Higgs interaction terms (Yukawa couplings), self-interaction terms among the weak bosons,
and terms describing neutral and charged currents.

For the work discussed in this thesis the neutral and charged current terms, and the Yukawa couplings
are most relevant. For a comprehensive mathematical description of the electroweak interaction
post symmetry-breaking, including a more detailed formulation of the physical boson fields, refer to
standard electroweak theory textbooks such as Refs. [32, 33].

2.1.3 Neutral and charged current interactions

This subsection focuses on describing the neutral and charged current terms. The neutral and charged
current terms are fundamental in describing weak interactions between fermions. The neutral current
term includes interactions of the photon and the 𝑍 boson with fermions, while the charged current
term involves the interaction of the𝑊 bosons with fermions.

First, three quark and three lepton weak-isospin doublets are defined, consisting of pairs of
left-handed weak interaction eigenstates with opposite third components of weak isospin. These
are represented by 𝜑𝐿 = (𝑢′𝐿 , 𝑑

′
𝐿)
𝑇 for quarks and (𝜈′, 𝑒′𝐿)

𝑇 for leptons (where the prime denotes
weak eigenstates), and the right-handed components are described as singlets 𝜑𝑅 = 𝑢

′
𝑅, 𝑑

′
𝑅, 𝑒

′
𝑅. The

projection operators 𝑃𝐿 = 1
2 (1−𝛾5) and 𝑃𝑅 = 1

2 (1+𝛾5) are used to separate the left- and right-handed
components of the 𝜑 states. Here, 𝛾5 = 𝑖𝛾0𝛾1𝛾2𝛾3.

The charged current for the quark doublet is expressed as:

𝑗
+
𝜇 = 𝑢

′
𝐿𝛾𝜇𝑑

′
𝐿 = 𝑢

′
𝛾𝜇𝑃𝐿𝑑

′
, and 𝑗

−
𝜇 = 𝑑

′
𝐿𝛾𝜇𝑢

′
𝐿 = 𝑑

′
𝛾𝜇𝑃𝐿𝑢

′
. (2.2)

This formulation includes 𝛾𝜇 and 𝛾𝜇𝛾5 terms, which reflect the𝑉 − 𝐴 structure of the weak interaction,
where 𝑉 stands for vector and 𝐴 for axial-vector components. Considering the charged currents as
interactions between the fermions and the physical𝑊± bosons, the currents are rewritten using the
Pauli spin matrices 𝜏, to generalize to the interaction between the fermions and the three gauge bosons
𝑊
𝜇

𝑖
:

𝑗
𝑖
𝜇 = 𝜑𝐿𝛾𝜇

1
2
𝜏𝑖𝜑𝐿 .

In this way, a triplet of weak currents following the 𝑆𝑈 (2)𝐿 symmetry is constructed, called the weak
isospin current 𝑗 𝑖𝜇. Here, the third component describes neutral currents between the fermions and the
𝑊

3 boson. However, since this description only includes left-handed states, but right-handed states
also exist, an additional term is needed to account for neutral currents including right-handed terms.
Therefore, a separate weak isospin singlet for a generic fermion field 𝜓 is constructed as:

𝑗
𝑌
𝜇 = �̄�𝛾𝜇𝑌𝜓.

This is called the weak hypercharge current, which follows the𝑈 (1)𝑌 symmetry and acts on the 𝐵𝜇

gauge boson.
Combining the weak isospin and the weak hypercharge currents, the contributions of the charged

and neutral current terms to the electroweak Lagrangian before symmetry-breaking can be described
as:

LEW,pre = −𝑖𝑔 𝑗 𝑖𝜇𝑊
𝜇

𝑖
− 𝑖 𝑔

′

2
𝑗
𝑌
𝜇𝐵

𝜇
, (2.3)
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Chapter 2 Theoretical background and status of |𝑉𝑢𝑏 | measurements

where 𝑔 and 𝑔′ are the 𝑆𝑈 (2)𝐿 and𝑈 (1)𝑌 coupling constants, respectively. By combining Equations 2.1
with Equation 2.3, terms contributing to the electroweak Lagrangian after symmetry-breaking are
defined, which describe the interactions with the physical gauge bosons. The resulting contributions
from the charged current, electromagnetic neutral, and weak neutral current interactions are:

LCC =
𝑔
√

2
𝑗
𝜇
±𝑊

∓
𝜇 , (2.4)

L𝛾

NC = 𝑒 𝑗
em
𝜇 𝐴

𝜇
, (2.5)

L𝑍
NC =

𝑔
′

sin 𝜃𝑊
𝑗

NC
𝜇 𝑍

𝜇
, (2.6)

with the coupling strength of the 𝑊 and 𝑍 bosons to fermions now defined as 𝑔 = 𝑒/sin 𝜃𝑊 and
𝑔
′
= 𝑒/cos 𝜃𝑊 , respectively. They relate the electromagnetic coupling strength 𝑒 and the weak mixing

angle 𝜃𝑊 . In the above, both the effective electromagnetic current 𝑗em
𝜇 and the effective weak neutral

current are constructed as combinations of the orthogonal currents 𝑗3𝜇 and 𝑗𝑌𝜇 :

𝑗
em
𝜇 = 𝑗

3
𝜇 +

1
2
𝑗
𝑌
𝜇 = �̄�𝛾𝜇𝑄𝜓,

𝑗
NC
𝜇 = 𝑗

3
𝜇 − sin2

𝜃𝑊 𝑗
em
𝜇 ,

where 𝑄 is the electric charge operator.
This formulation underlines the dual role of the electroweak theory in describing both the weak and

electromagnetic neutral interactions through the exchange of the 𝑍 boson and the photon, respectively.
The distinction and interaction between left- and right-handed states, as mediated by the projection
operators 𝑃𝐿 and 𝑃𝑅, are key, especially for the charged currents that change the flavor of quarks and
leptons through the exchange of𝑊± bosons.

2.1.4 Mass generation and Yukawa couplings

This subsection describes the process of mass generation through Yukawa couplings within the Higgs
mechanism. The Higgs mechanism, involving spontaneous symmetry-breaking, not only forms the
basis for the existence of the physical photon,𝑊 , and 𝑍 bosons but also leads to mass generation when
particles interact with the Higgs field, which has a non-zero vacuum expectation value 𝜈. The physical
𝑊 and 𝑍 bosons acquire mass in this way, while the photon remains massless.

The interaction of fermions with the Higgs field, giving them mass, is called a Yukawa interaction
and it is mediated by the exchange of Higgs bosons [28]. The Yukawa term includes the Yukawa
coupling 𝑦 𝑓 to the fermion 𝑓 in the Lagrangian:

LYukawa = −𝑦 𝑓 (�̄�𝐿𝜙𝜑𝑅 + �̄�𝑅𝜙
†
𝜑𝐿). (2.7)

The minimal Higgs model is selected to represent 𝜙 as an isospin doublet of two complex scalar fields
𝜙 = (𝜙+, 𝜙0)𝑇 . Using the unitary gauge, the Higgs doublet is rewritten either as 𝜙 = 𝜙1 = 1√

2
(0, 𝜈+ℎ)𝑇 ,

or as 𝜙 = 𝜙2 = 1√
2
(𝜈 + ℎ, 0)𝑇 where ℎ is the remaining neutral Higgs field. By substituting 𝜙1 into

Equation 2.7, the contribution to the Lagrangian for the leptons and down-type quarks is obtained.
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2.1 The Standard Model of particle physics

Similarly, substituting 𝜙2 into Equation 2.7 results in the contribution for the up-type quarks. The
Lagrangian terms include mass terms, as well as interaction terms between the fermions and the neutral
Higgs field ℎ. Focusing on the quark mass terms and generalizing for multiple quark generations
𝑖 ∈ {1, 2, 3}:

LYukawa = −𝑀 𝑖 𝑗

𝑑
𝑑
′𝑖
𝐿𝑑

′ 𝑗
𝑅
+ 𝑀 𝑖 𝑗

𝑢 𝑢
′𝑖
𝑅𝑢

′ 𝑗
𝐿
+ h.c.,

with mass matrices 𝑀 𝑖 𝑗

𝑑
= 𝜈𝑦

𝑖 𝑗

𝑑
/
√

2 and 𝑀 𝑖 𝑗
𝑢 = 𝜈𝑦

𝑖 𝑗
𝑢 /

√
2.

The mass matrices can be diagonalized by unitary transformations using the matrices 𝐴𝑢, 𝐴𝑑 , 𝐵𝑢, 𝐵𝑑 ,
which transform between mass and weak quark eigenstates. The right-handed quark isospin singlets
transform as 𝜑𝑅 = 𝑢

′
𝑅 = 𝐵𝑢𝑢𝑅 and 𝜑𝑅 = 𝑑

′
𝑅 = 𝐵𝑑𝑑𝑅, while, using 𝑉 = 𝐴

†
𝑢𝐴𝑑 , the left-handed

doublets transform as
𝜑𝐿 =

(
𝑢
′
𝐿

𝑑
′
𝐿

)
=

(
𝐴𝑢𝑢𝐿
𝐴𝑑𝑑𝐿

)
= 𝐴𝑢

(
𝑢𝐿
𝑉𝑑𝐿

)
.

The effect on the charged and neutral current interactions is obtained by analyzing the Lagrangian
terms in Equations 2.4, 2.5 and 2.6, and replacing the weak eigenstates with the mass eigenstates.
While the neutral current interactions are unaffected, the charged current interaction Lagrangian term
takes the form:

LCC =
𝑔
√

2
𝑊

+
𝜇�̄�
𝑖
𝐿𝛾𝜇𝑉

𝑖 𝑗
𝑑
𝑗

𝐿
+ h.c., (2.8)

where 𝑉 𝑖 𝑗 are the elements of the 𝑉 matrix, and 𝑖 and 𝑗 represent the up- and down-type quarks,
respectively. The occurrence of the matrix elements 𝑉 𝑖 𝑗 introduces flavor changes in charged current
weak interactions, which are not allowed in other interactions. The matrix 𝑉 is called the Cabibbo-
Kobayashi-Maskawa (CKM) mixing matrix, and it will be discussed in more detail in the following
section.

2.1.5 The CKM matrix and 𝑪𝑷 violation

This subsection describes the properties of the Cabibbo-Kobayashi-Maskawa (CKM) matrix and how
it relates to 𝐶𝑃 violation.

The CKM matrix elements appear in the description of the charged current in Equation 2.8, describes
the mixing between the generations of quarks when they interact via the weak force. It was initially
introduced by Nicola Cabibbo for two quark generations [7] and extended later by Makoto Kobayashi
and Toshihide Maskawa to three generations [8]. The CKM matrix is mathematically represented as a
unitary 3 × 3 matrix: ©«

𝑑
′

𝑠
′

𝑏
′

ª®¬︸︷︷︸
Weak Eigenstates

=
©«
𝑉𝑢𝑑 𝑉𝑢𝑠 𝑉𝑢𝑏
𝑉𝑐𝑑 𝑉𝑐𝑠 𝑉𝑐𝑏
𝑉𝑡𝑑 𝑉𝑡𝑠 𝑉𝑡𝑏

ª®¬︸                ︷︷                ︸
CKM Matrix, 𝑉CKM

©«
𝑑

𝑠

𝑏

ª®¬ .︸︷︷︸
Mass Eigenstates

Each element is a complex number indicating the probability amplitude for the quark of one flavor to
change into a quark of another flavor. The probability of a transition from a quark of type 𝑖 to a quark
of type 𝑗 is proportional to |𝑉𝑖 𝑗 |

2. The unitarity of the matrix ensures that the total probability of a
given up-type quark transforming into any of the down-type quarks is conserved. The elements of the
CKM matrix are fundamental parameters of the SM and their magnitudes can only be determined
experimentally.
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The CKM matrix can be expressed with various parameterizations. One commonly used parameter-
ization includes three mixing angles 𝜃12, 𝜃13, 𝜃23 and one complex phase 𝛿 to write the CKM matrix
as [34]:

𝑉CKM =
©«

𝑐12𝑐13 𝑠12𝑐13 𝑠13𝑒
−𝑖 𝛿

−𝑠12𝑐23 − 𝑐12𝑠23𝑠13𝑒
𝑖 𝛿

𝑐12𝑐23 − 𝑠12𝑠23𝑠13𝑒
𝑖 𝛿

𝑠23𝑐13
𝑠12𝑠23 − 𝑐12𝑐23𝑠13𝑒

𝑖 𝛿 −𝑐12𝑠23 − 𝑠12𝑐23𝑠13𝑒
𝑖 𝛿

𝑐23𝑐13

ª®®¬ , (2.9)

with 𝑐𝑖 𝑗 = cos 𝜃𝑖 𝑗 and 𝑠𝑖 𝑗 = sin 𝜃𝑖 𝑗 . Another parameterization called the Wolfenstein parameteriza-
tion [35] focuses on the hierarchy of the CKM matrix elements revealed by experimental measurements.
It describes the CKM matrix using four real parameters 𝐴, 𝜆, 𝜂, and 𝜌, with 𝜆 ≃ 0.22:

𝑉CKM =
©«

1 − 1
2𝜆

2
𝜆 𝐴𝜆

3(𝜌 − 𝑖𝜂)
−𝜆 1 − 1

2𝜆
2

𝐴𝜆
2

𝐴𝜆
3(1 − 𝜌 − 𝑖𝜂) −𝐴𝜆2 1

ª®®¬ +𝑂 (𝜆4). (2.10)

The transitions within the same generation have probabilities close to unity, the ones between
neighboring generations are suppressed (of the order 𝜆 or 𝜆2), and the transitions skipping a generation
are highly suppressed (of the order 𝜆3).

The complex nature of the matrix elements determined in Equation 2.9 by the phase 𝛿 ≠ 0 and
in Equation 2.10 by 𝜂 ≠ 0 is key when investigating the properties of the charged current weak
interactions under the application of the 𝐶𝑃 operator. Due to the appearance of the complex CKM
matrix elements in Equation 2.8, with 𝑉𝑖 𝑗 ≠ 𝑉

∗
𝑗𝑖, the possibility of 𝐶𝑃 violation in flavor-changing

charged currents is granted. The complex phase 𝛿 and the parameter 𝜂 therefore introduce and account
for 𝐶𝑃 violation in weak interactions.

In order to conserve total probability, the unitarity condition 𝑉𝑉†
= 1 needs to be fulfilled.

By imposing orthogonality constraints on elements within rows and columns of the CKM matrix
𝑉𝑖 𝑗𝑉

∗
𝑖𝑘 = 𝛿 𝑗𝑘 and 𝑉𝑖 𝑗𝑉

∗
𝑘 𝑗 = 𝛿𝑖𝑘 , vanishing relationships related to non-neighboring rows and columns

of the CKM matrix appear. The most-quoted relationship is:

𝑉𝑢𝑑𝑉
∗
𝑢𝑏 +𝑉𝑐𝑑𝑉

∗
𝑐𝑏 +𝑉𝑡𝑑𝑉

∗
𝑡𝑏 = 0. (2.11)

Dividing Equation 2.11 by 𝑉𝑐𝑑𝑉
∗
𝑐𝑏, which is the best known of the three terms, and introducing

rescaled parameters �̄� = 𝜌(1− 1
2𝜆

2) and 𝜂 = 𝜂(1− 1
2𝜆

2), Equation 2.11 can be represented graphically
as a unitarity triangle in the (𝜂, �̄�) plane shown in Figure 2.2. The base of the triangle has unit length
and the vertices of the triangle are located at (0,0), (0,1), and (𝜂, �̄�). The area of the triangle is
therefore directly related to the parameter 𝜂, and is an indicator of the size of the 𝐶𝑃-violation. The
non-unit sides of the triangle are given by 𝑉𝑢𝑑𝑉

∗
𝑢𝑏/𝑉𝑐𝑑𝑉

∗
𝑐𝑏 = �̄� + 𝑖𝜂 and 𝑉𝑡𝑑𝑉

∗
𝑡𝑏/𝑉𝑐𝑑𝑉

∗
𝑐𝑏 = 1 − �̄� − 𝑖𝜂.

The angles are defined as:

𝛼 = arg
(
−
𝑉𝑡𝑑𝑉

∗
𝑡𝑏

𝑉𝑢𝑑𝑉
∗
𝑢𝑏

)
, 𝛽 = arg

(
−
𝑉𝑐𝑑𝑉

∗
𝑐𝑏

𝑉𝑡𝑑𝑉
∗
𝑡𝑏

)
and 𝛾 = arg

(
−
𝑉𝑢𝑑𝑉

∗
𝑢𝑏

𝑉𝑐𝑑𝑉
∗
𝑐𝑏

)
.
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2.2 Semileptonic 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays

Figure 2.2: Visual representation of the CKM unitarity triangle described by Equation 2.11 in the (𝜂, �̄�) plane.
The coordinates of the vertices and the non-unit lengths of the sides of the triangle are given.

2.2 Semileptonic 𝑩 → 𝑿𝒖ℓ𝝂ℓ decays

Semileptonic decays of heavy mesons are mediated by the weak force and are characterized by the
exchange of a𝑊 boson between hadronic and leptonic currents. This section provides details about the
properties of these semileptonic decays and the various approaches to describe them mathematically.

One example of a semileptonic decay is the decay of a 𝐵 meson into a lepton-neutrino pair and a
hadron containing a charm or up quark (𝐵 → 𝑋𝑐ℓ𝜈ℓ and 𝐵 → 𝑋𝑢ℓ𝜈ℓ decay, respectively). A Feynman
diagram of this type of decay is shown in Figure 2.3. In this example, the 𝑏 quark of the 𝐵 meson
transforms into an 𝑢 or 𝑐 quark through the emission of a𝑊 boson. The𝑊 boson subsequently decays
into a lepton-neutrino pair, and the spectator quark 𝑑 combines with the 𝑢 or 𝑐 quark to form the
final-state hadron, containing a charm (𝑋𝑐) or an up (𝑋𝑢) quark.

As described in the previous section, the probability of such a flavor-changing semileptonic weak
decay is proportional to the magnitude of the relevant CKM matrix element squared. The origin of
this dependence of the decay rate on the CKM matrix element is discussed in the following. For more
detail, see Ref. [36].

�̄� �̄�/𝑐

𝑑 𝑑

ℓ
+

𝜈

𝑉𝑢𝑏/𝑉𝑐𝑏

𝑊
+

𝐵
0 𝑋𝑢/𝑋𝑐

Figure 2.3: Feynman diagram for the flavor-changing semileptonic weak decay 𝐵0 → 𝑋𝑢ℓ𝜈 or 𝐵0 → 𝑋𝑐ℓ𝜈.
The decay rates are proportional to |𝑉𝑢𝑏 |

2 and |𝑉𝑐𝑏 |
2, respectively. Examples of quark-gluon and gluon

self-interactions are shown.

One of the two main ingredients for describing the decay rate is a phase-space factor, which accounts
for the available kinematic configurations of the final-state particles. The kinematics of semileptonic
decays into hadrons of a fixed mass 𝑚𝑋 can be fully described using two variables. Typically, the
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Chapter 2 Theoretical background and status of |𝑉𝑢𝑏 | measurements

squared momentum transfer between the 𝐵 meson and the hadron (𝑞2) and the lepton energy (𝐸ℓ) are
chosen for this purpose. They are defined as

𝑞
2
= (𝑝ℓ + 𝑝𝜈)

2
= (𝑝𝐵 − 𝑝𝑋)

2 and 𝐸ℓ =
𝑝𝐵𝑝ℓ

𝑚𝐵
,

where 𝑝𝐵, 𝑝ℓ and 𝑝𝑋 are the momenta of the 𝐵 meson, lepton, and hadron, respectively, and 𝑚𝐵 is
the mass of the 𝐵 meson. Additionally, a recoil variable 𝑤 = (𝑚2

𝐵 + 𝑚2
𝑋 − 𝑞2)/(2𝑚𝐵𝑚𝑋) is defined,

which is sometimes used in the kinematic description of the decay instead of 𝑞2. Even though the
quantities 𝐸ℓ and 𝑞2 (or 𝑤) are fully sufficient to describe the kinematics, they are not independent.
They are constrained by the momentum of the initial-state 𝐵 meson, which defines the phase space for
these decays.

The second main ingredient to the description of the decay rate is the squared magnitude of the
matrix element. A distinctive feature of semileptonic decays is the factorization of the decay amplitude
into separate hadronic and leptonic parts at leading electroweak order, in the regime where the 𝑊
boson can be considered infinitely heavy. This is valid for all quark flavors, except for the top quark,
which does not form hadrons, due to its short lifetime of 10−25 seconds [37]. For 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays,
the hadronic and leptonic currents 𝐽𝜇had and 𝐽𝜇,lep, respectively, factorize, and the decay is described
by an effective Hamiltonian

Heff =
4𝐺𝐹√

2
𝐽
𝜇

had𝐽𝜇,lep, (2.12)

where 𝐺𝐹 is the Fermi coupling constant. The effective Hamiltonian facilitates the calculation of the
matrix element, which encompasses the dynamics of the decay.

In order to evaluate the decay rate, knowledge of the leptonic and hadronic currents is necessary.
The leptonic current, corresponding to the decay of the𝑊 boson into a lepton and an antineutrino, is
described using the definition of the charged-current interaction given in Equation 2.2:

𝐽
𝜇

lep = �̄�ℓ𝛾
𝜇 (1 − 𝛾5)ℓ,

where ℓ stands for the lepton (electron or muon) and �̄�ℓ for the corresponding antineutrino. The
hadronic current involves the transition of a bottom (𝑏) quark to either a charm or an up quark. The
hadronic current is similarly related to the charged current given in Equation 2.2. Expressed in terms
of the quark mass eigenstates it takes the form:

𝐽
𝜇

had = 𝑉CKM 𝑞𝛾
𝜇 (1 − 𝛾5)𝑏,

where 𝑞 represents the charm or up quark, and 𝑉CKM denotes the element of the CKM matrix relevant
for the transition. The CKM matrix element enters the hadronic current due to the nature of the weak
quark eigenstates being different from the mass eigenstates.

Since the quarks are contained within mesons, the above expression is, however, not sufficient to
describe the total hadronic current, and non-perturbative QCD effects and hadronization processes
need to be considered. The prediction of these effects is the main challenge in calculating the total
hadronic current, since they cannot be straightforwardly accounted for using perturbative techniques.
The treatment of these non-perturbative effects depends on the nature of the hadron involved in the
𝐵 → 𝑋ℓ𝜈ℓ decay. There are two methods that are commonly used. The first describes the hadronic
current exclusively for specific final-state hadrons, such as 𝜋, 𝐷, 𝜌, or 𝐷∗. The other method takes 𝑋
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2.2 Semileptonic 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays

as the inclusive sum of all individual final-state hadrons.
For both methods, non-perturbative effects in a hadronic matrix element are included as ⟨𝑋𝑢 |�̄�𝛾

𝜇 (1−
𝛾

5)𝑏 |𝐵⟩. The matrix element of the local effective Hamiltonian given in Equation 2.12 for 𝐵 → 𝑋𝑢ℓ𝜈ℓ
decays is then written as

M = −𝑖 𝐺𝐹
4
√

2
𝑉𝑢𝑏 (ℓ̄𝛾

𝜇 (1 − 𝛾5)𝜈ℓ) ⟨𝑋𝑢 |�̄�𝛾
𝜇 (1 − 𝛾5)𝑏 |𝐵⟩, (2.13)

where the leptonic and hadronic matrix elements factorize, as did the currents before. In the following
subsections, the predictions of the hadronic matrix elements of charmless semileptonic decays are
discussed. Section 2.2.1 and 2.2.2 describe the hadronic matrix elements for inclusive and exclusive
decays, respectively.

2.2.1 Inclusive description

This subsection decribes 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, where 𝑋𝑢 represents the inclusive sum of possible final
states. To describe these decays mathematically, typically the framework of Heavy Quark Effective
Theory (HQET) [38, 39] is employed. This framework addresses heavy quarks inside heavy mesons,
such as the 𝑏 quark within the 𝐵meson, a condition satisfied by𝑚𝑏 ≫ ΛQCD. In the HQET framework,
the heavy quark is considered static, leading to a major finding: heavy-quark symmetries, where both
the flavor and spin of the heavy quark are independent of the dynamics of the total system. Due to this
decoupling, the hadronic matrix element can be expanded in powers of ΛQCD/𝑚𝑏.

Specifically, for inclusive decays, this expansion method is referred to as Heavy Quark Expansion
(HQE) [40, 41]. Initially, the inclusive differential decay rate is expressed using the matrix element
squared, as given in Equation 2.13. The phase-space factor described in the previous section enters
into the integration of the differential decay rate:

𝑑
3
Γ

𝑑𝑞
2
𝐸ℓ𝐸𝜈ℓ

= 2𝐺2
𝐹 |𝑉𝑢𝑏 |

2
𝑊𝜇𝜈𝐿

𝜇𝜈
,

where the hadronic contribution to the decay rate is labeled as𝑊𝜇𝜈 and the leptonic contribution as
𝐿𝜇𝜈 . While 𝐿𝜇𝜈 can be calculated analytically, the complex hadronic contribution contains the square
of the hadronic matrix element, which includes non-perturbative effects. The key is to use the optical
theorem [42] to relate the square of the hadronic matrix element to the forward matrix element of a
scattering amplitude, thus connecting it to a time-ordered product of currents:

𝑊𝜇𝜈 = − 1
𝜋

Im
∫

𝑑
4
𝑥𝑒

−𝑖𝑞𝛼𝑥𝛼
⟨�̄�|𝑇 [𝐽†𝜇had(𝑥)𝐽

𝜈
had(0)] |𝐵⟩

2𝑚𝐵
.

The time-ordered product is then expressed as a series of 𝑖 matrix elements of local operators O𝑛+3,𝑖
of increasing dimension 𝑛 multiplied by Wilson coefficients 𝐶𝑛,𝑖:∫

𝑑
4
𝑥𝑒

−𝑖𝑞𝛼𝑥𝛼𝑇 [𝐽†𝜇had(𝑥)𝐽
𝜈
had(0)] =

∑︁
𝑛,𝑖

1
𝑚
𝑛
𝑏

𝐶𝑛,𝑖O𝑛+3,𝑖 .

While the Wilson coefficients are fully computed using perturbative QCD, the operators describe the
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Chapter 2 Theoretical background and status of |𝑉𝑢𝑏 | measurements

non-perturbative, long-distance effects. This method, known as operator-product expansion (OPE) [43],
is valid in the limit 𝑚𝑏 → ∞ and effectively separates the perturbative from the non-perturbative
effects.

The first nontrivial contributions in the expansion of the decay rate appear at order 1/𝑚2
𝑏 (𝑛 = 2),

containing two matrix elements. The matrix elements are parameterized using the HQE parameters
𝜇

2
𝜋 and 𝜇2

𝐺 , corresponding to the kinetic energy and the chromomagnetic moment of the 𝑏 quark
inside the 𝐵 meson, respectively. At order 1/𝑚3

𝑏 (𝑛 = 3), two additional matrix elements contribute to
the overall decay rate. They are parameterized using the HQE parameters 𝜌3

𝐷 and 𝜌3
𝐿𝑆 , responsible for

the Darwin and spin-orbit terms, respectively. At higher orders (𝑛 > 3), the number of contributing
matrix elements becomes too large to introduce sensible parameterizations.

For the fully inclusive description, HQE using OPE works well, but the method reaches its limits
for 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, when it describes specific phase-space regions. Since the decay rate of
𝐵 → 𝑋𝑢ℓ𝜈ℓ decays is suppressed by a factor of |𝑉𝑢𝑏 |

2/|𝑉𝑐𝑏 |
2, its measurement is only feasible in

regions of phase space not dominated by 𝐵 → 𝑋𝑐ℓ𝜈ℓ decays, such as the high lepton momentum
region. In these regions, the fully inclusive description using OPE is no longer valid, and instead, a
partial resummation of the local OPE is needed. In this case, the differential decay rate is no longer
described as an explicit sum, but at leading order is written as:

𝑑
3
Γ

𝑑𝑃
+
𝑑𝑃

−
𝐸ℓ

=
𝐺

2
𝐹 |𝑉𝑢𝑏 |

2

192𝜋3

∫
𝑑𝜔𝐶 (𝑃+

, 𝑃
−
, 𝐸ℓ , 𝜔) 𝑓 (𝜔) + O

(
𝜆QCD

𝑚𝑏

)
, (2.14)

where 𝑃±
= 𝐸𝑋 ± | ®𝑝𝑋 | are the sum and difference of the energy and momentum of the hadron. The

Wilson coefficients 𝐶𝑛,𝑖 are now contained within a function 𝐶 (𝑃+
, 𝑃

−
, 𝐸ℓ , 𝜔) to be perturbatively

calculated. The non-perturbative contribution described by the matrix elements of operators in OPE
is now contained within the shape function 𝑓 (𝜔). This function describes the residual 𝑏-quark
momentum within the 𝐵 meson, accounting for the deviation from the ideal HQE behavior, and the
moments of 𝑓 (𝜔) are given in terms of the HQE parameters. Information about the shape function
may be extracted from 𝐵 → 𝑋𝑢ℓ𝜈ℓ , 𝐵 → 𝑋𝑐ℓ𝜈ℓ , and 𝐵 → 𝑋𝑠𝛾 decays, but its parameterization
remains a source of uncertainty.

The free parameters in the description of the shape function are typically the HQE parameters, as
well as the mass of the 𝑏 quark, dictating the width of the shape function: �̄� = 𝑚𝐵 − 𝑚𝑏. Due to its
confinement within the 𝐵 meson, the mass of the 𝑏 quark is affected by non-perturbative interactions
with other quarks. Various schemes define 𝑚𝑏, each treating the perturbative and non-perturbative
contributions differently. Three common mass schemes are the kinetic, the shape-function, and the
Kagan-Neubert schemes. The kinetic scheme defines a scale-dependent 𝑏-quark mass based on the
non-relativistic kinetic energy of the 𝑏 quark. The shape-function scheme [44] specifically addresses
the kinematic endpoint region by attributing some of the non-perturbative effects directly to 𝑚𝑏. The
Kagan-Neubert scheme [45] defines 𝑚𝑏 based on the mass of the Υ (𝑏�̄�) bound state, correcting for
binding energy and perturbative effects.

To fully describe the inclusive differential decay rates, various models have been developed,
employing different mass schemes. One model is the Bosch, Lange, Neubert, and Paz (BLNP)
model [46], which has two free parameters: the 𝑏-quark mass in the shape-function scheme 𝑚SF

𝑏

and the kinetic-energy HQE parameter 𝜇2
𝜋 . A competing model is the De Fazio and Neubert (DFN)

model [47], which models the shape function using an ad-hoc exponential model with two free
parameters. One is the mass of the 𝑏 quark in the Kagan-Neubert scheme 𝑚KN

𝑏 , defining the parameter
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�̄� = 𝑚𝐵 − 𝑚KN
𝑏 . The second parameter is 𝑎KN

= −3�̄�2/𝜆1 − 1, with 𝜆1 = −𝜇2
𝜋 .

By selecting an appropriate model to predict the differential decay rate of 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays given
in Equation 2.14 and comparing it to measured partial rates, values of |𝑉𝑢𝑏 | become accessible.

2.2.2 Exclusive description

This subsection describes exclusive 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, where 𝑋𝑢 corresponds to a specific final state.
To describe these decays mathematically, the hadronic matrix element in Equation 2.13 is separated
into contributions from vector and axial-vector currents. Lorentz-invariant functions, known as form
factors, are constructed to parameterize these matrix elements, taking non-perturbative effects into
account. Due to the 𝑉–𝐴 structure of the currents, depending on the nature of the 𝑋𝑢 meson, either
only the vector current or both vector and axial-vector currents contribute to the total hadronic matrix
element.

For decays to pseudoscalar mesons, 𝐵 → 𝑃ℓ𝜈ℓ (such as 𝐵 → 𝜋ℓ𝜈ℓ), only the vector current
contributes, and the corresponding matrix element is parameterized in terms of two form factors
𝑓+(𝑞

2) and 𝑓0(𝑞
2), which are typically given as functions of 𝑞2. The matrix element is defined as

⟨𝑃(𝑝𝑃) |�̄�𝛾
𝜇
𝑏 |𝐵(𝑝𝐵)⟩ = 𝑓+(𝑞

2)
(
𝑝
𝜇

𝐵
+ 𝑝𝜇

𝑃
− 𝑚

2
𝐵 − 𝑚2

𝑃

𝑞
2 𝑞

𝜇

)
+ 𝑓0(𝑞

2)𝑚
2
𝐵 − 𝑚2

𝑃

𝑞
2 𝑞

𝜇
,

where 𝑝𝑃 and 𝑚𝑃 are the momentum and mass of the hadron. Since 𝑓0(𝑞
2) is negligible in the case

ℓ = 𝑒, 𝜇, the differential decay rate of 𝐵 → 𝑃ℓ𝜈ℓ is expressed as a function of 𝑓+(𝑞
2) and |𝑉𝑢𝑏 |:

dΓ(𝐵 → 𝑃ℓ𝜈)
d𝑞2 =

| ®𝑝𝑃 |
3

24𝜋3 𝐺
2
𝐹 |𝑉𝑢𝑏 |

2 | 𝑓+(𝑞
2) |2, (2.15)

Often the decay rate is also expressed in terms of the Källen function 𝜆(𝑞2) with 𝜆(𝑞2) =

(𝑚2
𝐵 + 𝑚2

𝑃 − 𝑞2)2 − 4𝑚2
𝐵𝑝

2
𝑃 and thus 𝑝𝑃 = 𝜆

1/2(𝑞2)/2𝑚𝐵.
For decays to vector mesons, 𝐵 → 𝑉ℓ𝜈ℓ (such as 𝐵 → 𝜌ℓ𝜈ℓ), both the vector and axial-vector

currents contribute to the total hadronic matrix element. In addition, the polarization vector of the
meson 𝜖 needs to be considered. The vector current contribution to the matrix element is parameterized
by the form factor 𝑉 (𝑞2), while the axial-vector current contribution is parameterized by three form
factors 𝐴𝑖 (𝑞

2) with 𝑖 ∈ {0, 1, 2}:

⟨𝑉 (𝑝𝑉 , 𝜖) |�̄�𝛾
𝜇
𝑏 |𝐵(𝑝𝐵)⟩ = 𝑉 (𝑞

2)𝜖 𝜇𝜎𝜈𝜌
2𝑝𝜈𝐵𝑝

𝜌

𝑉

𝑚𝐵 + 𝑚𝑉
,

⟨𝑉 (𝑝𝑉 , 𝜖) |�̄�𝛾
𝜇
𝛾

5
𝑏 |𝐵(𝑝𝐵)⟩ = 𝑖𝜖

∗
𝜈

[
𝐴0(𝑞

2)
2𝑚𝑉𝑞

𝜇
𝑞
𝜈

𝑞
2

+ 𝐴1(𝑞
2) (𝑚𝐵 + 𝑚𝑉 )𝜂

𝜇𝜈 − 𝐴2(𝑞
2)
(𝑝𝐵 + 𝑝𝑉 )𝜎𝑞

𝜈

𝑚𝐵 + 𝑚𝑉
𝜂
𝜇𝜎

]
,

where 𝑝𝑉 and 𝑚𝑉 are the momentum and mass of the hadron, and 𝜂𝜇𝜈 = 𝑔
𝜇𝜈 − 𝑞𝜇𝑞𝜈/𝑞2 is the

transverse part of the metric. Furthermore, a form factor 𝐴12(𝑞
2) is defined in terms of 𝐴1(𝑞

2) and
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𝐴2(𝑞
2):

𝐴12(𝑞
2) = 𝐴2(𝑞

2)
| ®𝑝𝑉 |

2
𝑚𝐵

4𝑚𝑉 (𝑚𝐵 + 𝑚𝑉 )
− 𝐴1(𝑞

2)
(𝑚2

𝐵 − 𝑚2
𝑉 − 𝑞2) (𝑚𝐵 + 𝑚𝑉 )
16𝑚𝐵𝑚𝑉

.

This modification allows for a simpler translation of the four form factors 𝐴0(𝑞
2), 𝐴1(𝑞

2), 𝐴12(𝑞
2),

and 𝑉 (𝑞2) to the helicity basis:

𝐻±(𝑞
2) = 𝑉 (𝑞2)

2𝑚𝐵 | ®𝑝𝑉 |
𝑚𝐵 + 𝑚𝑉

± 𝐴1(𝑞
2) (𝑚𝐵 + 𝑚𝑉 ),

𝐻0(𝑞
2) = 𝐴12(𝑞

2)
8𝑚𝐵𝑚𝑉

𝑞
,

𝐻𝑠 (𝑞
2) = 𝐴0(𝑞

2)
2𝑚𝐵 | ®𝑝𝑉 |

𝑞
.

For decays to light leptons ℓ = 𝑒, 𝜇, only three form factors are relevant: 𝐻± and𝐻0(𝑞
2) (corresponding

to 𝐴1(𝑞
2), 𝐴2(𝑞

2), and 𝑉 (𝑞2)). The differential decay rate of 𝐵 → 𝑉ℓ𝜈ℓ as a function of 𝐻±, 𝐻0(𝑞
2),

and |𝑉𝑢𝑏 | is then given by

dΓ(𝐵 → 𝑉ℓ𝜈)
d𝑞2 =

| ®𝑝𝑉 |𝑞
2

96𝜋3
𝑚

2
𝐵

𝐺
2
𝐹 |𝑉𝑢𝑏 |

2
(
|𝐻0(𝑞

2) |2 + |𝐻+(𝑞
2) |2 + |𝐻− (𝑞

2) |2
)
. (2.16)

To predict the differential decay rates of such exclusive decays using Equations 2.15 and 2.16,
the nature of the form factors must be understood. Since they are hadronic functions containing
non-perturbative effects, they cannot be calculated analytically. Instead, they are predicted using QCD
methods, such as QCD light-cone sum rule (LCSR) techniques or lattice QCD (LQCD) [36].

LCSR methods combine elements of QCD with methods from OPE, discussed in the previous
section, and perturbation theory. These techniques are based on the concept of a light-cone, referring
to the limit at which the relevant interactions occur nearly at the speed of light. This implies that
LCSR predictions hold at low 𝑞

2 where the final-state hadron is highly relativistic. Towards higher 𝑞2,
the LCSR predictions become less reliable, as the assumptions and truncations made in the sum-rule
approach become less justified.

In contrast, LQCD predictions are most reliable in the high 𝑞2 region. These predictions are
obtained through numerical simulations of QCD on a discretized spacetime lattice. At high 𝑞2, the
relevant energy scales are low, allowing the full QCD dynamics to be simulated. This becomes
increasingly difficult towards lower 𝑞2.

The two methods therefore provide complementary predictions at opposite ends of the phase
space. By combining these predictions with measured decay rates in the relevant phase-space regions,
|𝑉𝑢𝑏 | values can be determined. To utilize available experimental information from the entire phase
space, form-factor parameterizations that account for the entire 𝑞2 range may be introduced. Possible
form-factor parameterizations are described below.

By fitting these form-factor parameterizations to measured decay-rate spectra, free parameters of
the form-factor parameterizations can be extracted. At this point, both the normalizations of the
form factors and |𝑉𝑢𝑏 | are absorbed by these parameters. Once theoretical input from LCSR or
LQCD calculations is added to provide information about the normalizations of the form factors, |𝑉𝑢𝑏 |
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becomes accessible.

Form-factor parameterizations

To account for the entire 𝑞2 range, the 𝑞2 dependence of the form factors is interpolated between the
high and low 𝑞

2 regions using analyticity and unitarity arguments.
One approach uses simple phenomenologically motivated parameterizations for the form factors,

such as the Becirevic-Kaidalov (BK) parameterization [48]. Another technique employs dispersion
relations to expand in powers of the conformal variable 𝑧(𝑞2

, 𝑞
2
0) defined as

𝑧(𝑞2
, 𝑞

2
0) =

√︃
𝑚

2
+ − 𝑞

2 −
√︃
𝑚

2
+ − 𝑞

2
0√︃

𝑚
2
+ − 𝑞

2 +
√︃
𝑚

2
+ − 𝑞

2
0

, (2.17)

where 𝑚± = 𝑚𝐵 ± 𝑚𝑋 is the sum (or difference) of the masses of the 𝐵 meson and the hadron,
corresponding to the threshold of production of hadron pairs from the vacuum. The expansions
in powers of the parameter 𝑧(𝑞2

, 𝑞
2
0) correspond to a conformal mapping of 𝑞2 to a small domain

where the series can converge rapidly. The optimal value of the free parameter 𝑞2
0 is chosen to ensure

convergence of the series.
Examples of such expansions are the Boyd-Ginstein-Lebed (BGL) [49], the Bourrely-Caprini-

Lellouch (BCL) [12], and the Bharucha-Straub-Zwicky (BSZ) [13] parameterizations. The form-factor
parameterizations most commonly used to describe exclusive semileptonic 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays are
described briefly below.

The BGL expansion: The Boyd-Ginstein-Lebed (BGL) parameterization [49] expands the form
factors of decays to pseudoscalar mesons 𝑓 (𝑞2) ( 𝑓0(𝑞

2) and 𝑓+(𝑞
2)) in terms of the parameter 𝑧

defined in Equation 2.17 using form-factor coefficients 𝑏𝑘 up to the expansion order 𝐾:

𝑓 (𝑞2) = 𝑃(𝑞2)𝜙−1(𝑞2)
𝐾−1∑︁
𝑘=0

𝑏𝑘𝑧
𝑘
. (2.18)

Here 𝜙(𝑞2) is an outer function accounting for unitarity constraints. The exact form is chosen to ensure
the series converges [49]. The inverse Blaschke factor 𝑃(𝑞2) = 𝑧(𝑞2

, 𝑚𝑅) accounts for poles below the
pair production threshold. The mass of the resonance 𝑚𝑅 depends on the allowed angular momentum
and parity. The optimal value of the free parameter proposed by Ref. [50] is 𝑞2

0 = −0.65𝑚2
−. For

decays to vector mesons, the form factors (𝐻± and 𝐻0(𝑞
2)) are first rewritten as

F1(𝑞
2) = 𝑞𝐻0(𝑞

2),

𝑓 (𝑞2) =
(
𝐻− (𝑞

2) + 𝐻+(𝑞
2)

)
/2,

𝑔(𝑞2) =
(
𝐻− (𝑞

2) − 𝐻+(𝑞
2)

)
/2𝑇,

with 𝑇 = 𝑚𝐵𝑚𝑋

√︁
𝑤

2 − 1. The newly defined form factors F1(𝑞
2), 𝑓 (𝑞2), and 𝑔(𝑞2) are then expanded

as described by Equation 2.18.
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The BCL expansion: The Bourrely-Caprini-Lellouch (BCL) parameterization [12] is similar to
the BGL parameterization. It expands the form factors for decays to pseudoscalar and vector mesons
𝑓 (𝑞2) in terms of the parameter 𝑧 defined in Equation 2.17 up to expansion order 𝐾:

𝑓 (𝑞2) = (1 − 𝑞2/𝑚2
𝑅)

−1
𝐾−1∑︁
𝑘=0

𝑏𝑘

[
𝑧
𝑘 − (−1)𝑘−𝐾 𝑘

𝐾
𝑧
𝐾

]
. (2.19)

Here, instead of employing Blaschke factors, the pole with 𝑚𝑅 is directly included in the expansion.
The optimal free parameter for the BCL expansion is 𝑞2

0 = 𝑚+(
√
𝑚𝐵 − √

𝑚𝑋)
2 [12].

The BSZ expansion: A variation of the BCL expansion is the Bharucha-Straub-Zwicky (BSZ)
parameterization [13]. The BSZ parameterization orders the power expansion differently, as a series
expansion around 𝑞2

= 0. The form factors 𝑓 (𝑞2) take the form

𝑓 (𝑞2) = (1 − 𝑞2/𝑚2
𝑅)

−1
𝐾−1∑︁
𝑘=0

𝑏𝑘

(
𝑧(𝑞2) − 𝑧(0)

) 𝑘
. (2.20)

The BK parameterization: The Becirevic-Kaidalov (BK) parameterization [48] differs from
the above expansions as it relies on a more phenomenological approach to describe the form factors.
The form factor 𝑓+(𝑞

2) is parameterized by two free parameters 𝑓+(0) and 𝛼𝐵𝐾 , accounting for the
normalization and shape of the form factor, respectively. The form factor 𝑓+(𝑞

2) is defined as

𝑓+(𝑞
2) = (1 − 𝑞2/𝑚2

𝑅)
−1 𝑓+(0)

(1 − 𝛼𝐵𝐾𝑞
2/𝑚2

𝑅)
. (2.21)

2.3 Status of |𝑽𝒖𝒃 | measurements
Since the first measurements of |𝑉𝑢𝑏 | conducted by the CLEO collaboration in the early 1990s [51],
numerous exclusive and inclusive measurements have been made by the BaBar, Belle, CLEO, and
LHCb collaborations. Recently, the Belle collaboration performed a simultaneous exclusive and
inclusive measurement of |𝑉𝑢𝑏 | [52]. This section describes the current status of |𝑉𝑢𝑏 | measurements.

Over time, a persistent tension has been observed between the |𝑉𝑢𝑏 | world averages from exclusive
and inclusive methods, presenting a longstanding puzzle regarding the origin of this discrepancy. The
current world averages determined by the Heavy Flavor Averaging Group (HFLAV) [9] are:

|𝑉𝑢𝑏 |
excl

= (3.67 ± 0.09 ± 0.12) × 10−3,
|𝑉𝑢𝑏 |

incl
= (4.19 ± 0.12 +0.11

–0.12) × 10−3,

where the first uncertainty is experimental and the second is theoretical. The results differ by
approximately 2.3 standard deviations.

This tension is also evident in measurements of |𝑉𝑐𝑏 |. Figure 2.4 shows the world averages of the
exclusive and inclusive measurements of |𝑉𝑢𝑏 | and |𝑉𝑐𝑏 | in the two-dimensional plane of |𝑉𝑢𝑏 | versus
|𝑉𝑐𝑏 |. The result of a combined fit performed by the HFLAV group using the world average exclusive
|𝑉𝑢𝑏 | and |𝑉𝑐𝑏 | measurements, as well as the world average |𝑉𝑢𝑏 |/|𝑉𝑐𝑏 | measurement, is also shown.
This result is compared to the inclusive values of |𝑉𝑢𝑏 | and |𝑉𝑐𝑏 |, highlighting the visible tension.
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Figure 2.4: A two-dimensional plot of |𝑉𝑢𝑏 | versus |𝑉𝑐𝑏 |. The blue and green bands show the world average
exclusive values of |𝑉𝑢𝑏 | and |𝑉𝑐𝑏 |, respectively. The orange band shows the world average of the |𝑉𝑢𝑏 |/|𝑉𝑐𝑏 |
measurements. The result of a combined two-dimensional fit to these values is shown in red, with the Δ𝜒2

= 1.0
contour given. The 𝜒2 probability of the fit is 8.9%. A tension is observed between the fit result and the
inclusive values of |𝑉𝑢𝑏 | and |𝑉𝑐𝑏 | (black data point), where the measurements were performed using the GGOU
shape-function [53] and a global fit, respectively. Image from Ref. [9].

The discrepancy may originate from both experimental and theoretical sources. On the theoretical
side, in exclusive measurements, theoretical predictions of the form factors from LQCD or LCSR
calculations are needed to separate the form-factor normalization from the magnitude of the CKM
matrix element. Uncertainties in these predictions directly affect the measured values. In inclusive
measurements, predictions of the total rate are derived from HQE, OPE, and shape-function modeling,
each with their own uncertainties contributing to the determination of the CKM matrix element. Ex-
perimentally, for both exclusive and inclusive measurements, factors such as background mismodeling
can have systematic effects on the extracted results. A combined effort from theory and experiment is
necessary to resolve the tension.

To investigate experimental effects in exclusive decays, testing whether the tension is present for
different decay modes is valuable. For example, the measurements composing the exclusive world
average of |𝑉𝑢𝑏 | come from 𝐵 → 𝜋ℓ𝜈ℓ decays only. One could consider measuring |𝑉𝑢𝑏 | from other
charmless decays, such as 𝐵 → 𝜌ℓ𝜈ℓ , 𝐵 → 𝜔ℓ𝜈ℓ , or 𝐵 → 𝜂

(′)
ℓ𝜈ℓ . However, the determinations of

|𝑉𝑢𝑏 | from these decays are limited by theoretical predictions. Since the 𝜌, 𝜔, 𝜂, and 𝜂′ mesons are
unstable, LQCD cannot reliably predict the form factors.

While LCSR predictions for 𝐵 → 𝜌ℓ𝜈ℓ and 𝐵 → 𝜔ℓ𝜈ℓ are available, discussions about their
validity are ongoing. Assuming they are reliable, these predictions have been used by Ref. [10] in
combination with averages of previous measurements of 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ and 𝐵 → 𝜔ℓ𝜈ℓ to obtain |𝑉𝑢𝑏 |

results:
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|𝑉𝑢𝑏 |
𝜌ℓ𝜈

= (2.96 ± 0.29) × 10−3,
|𝑉𝑢𝑏 |

𝜔ℓ𝜈
= (2.99 ± 0.35) × 10−3.

These results are lower than the exclusive (𝐵 → 𝜋ℓ𝜈ℓ) world average, approximately 2.2 standard
deviations away. They also display a larger tension of approximately 3.7 standard deviations from
the inclusive world average |𝑉𝑢𝑏 |. Instead of contributing to resolving the tension, this difference
introduces another feature yet to be understood.

As discussed in Section 2.1.5, the CKM matrix elements are crucial inputs in defining the unitarity
triangles. The current status of the constraints on the sides and angles of the CKM unitarity triangle
described by Equation 2.11 in the (𝜂, 𝜌) plane is shown in Figure 2.5. The green band corresponds to
the constraint imposed by |𝑉𝑢𝑏 |.

To define the constraints, the CKMfitter group determined an average of the exclusive and inclusive
measurements, |𝑉𝑢𝑏 | = (3.86 ± 0.14) × 10−3, and used it as the nominal input [54] to the global fit.
The global fit is able to constrain |𝑉𝑢𝑏 |, predicting a value of |𝑉𝑢𝑏 | = (3.67 ± 0.11) × 10−3, which
is in agreement with the exclusive HFLAV average. Assuming the tension in |𝑉𝑢𝑏 | is reduced, the
unitarity triangle could be further constrained. The tension in |𝑉𝑢𝑏 | currently limits the power of |𝑉𝑢𝑏 |
in determining the vertex of the unitarity triangle, directly limiting the constraints on the Standard
Model.

Figure 2.5: Constraints on the sides and angles of the CKM unitarity triangle in the (𝜂, 𝜌) plane, including
constraints from direct measurements of the angles 𝛼, 𝛽, and 𝛾. In addition, constraints are placed using the
kaon mixing parameter 𝜖𝐾 , and the mass-mixing parameters in the 𝐵𝑑 and 𝐵𝑠 meson systems, Δ𝑚𝑑 and Δ𝑚𝑠.
The constraint from |𝑉𝑢𝑏 | is given by the green band. The result of the global fit is shown as the red-hashed
region. Areas with confidence levels greater than 0.95 were excluded. Image from Ref. [55].
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CHAPTER 3

SuperKEKB and Belle II

This chapter describes the experimental facilities used to collect the data used in this work. The
main goal of the Belle II experiment is to achieve precision measurements, focusing primarily on 𝐵
mesons and charmed mesons. This includes refining the understanding of the fundamental CKM
parameters and exploring phenomena beyond the Standard Model. The Belle II experiment relies on
electron-positron collisions produced by the SuperKEKB accelerator, described in Section 3.1.

The electron-positron collisions produce pairs of 𝐵 mesons, along with other processes, discussed
in Section 3.2. The Belle II detector (see Section 3.3), located at the interaction point of the
accelerator, detects the subsequent particle interactions and decays. Detailed information about the
SuperKEKB accelerator and the Belle II detector is available in Refs. [56, 57] and Ref. [58], respectively.
Descriptions of the algorithms and methods used for particle reconstruction and identification are
provided in Section 3.4.

3.1 The SuperKEKB accelerator

This section provides details about the key specifications and capabilities of the SuperKEKB accelerator.
The SuperKEKB accelerator, located at the High Energy Accelerator Research Organization (KEK)

in Tsukuba, Japan, is an asymmetric-energy two-ring electron-positron collider. The primary objective
of the SuperKEKB accelerator is to accelerate electrons and positrons, which are tuned to collide
at the center of mass (CM) energy corresponding to the Υ(4𝑆) resonance, at

√
𝑠 = 10.58 GeV. The

Υ(4𝑆) resonance is a radially excited bottomonium state, consisting of a bottom and an anti-bottom
quark (𝑏�̄�). The collision energy of the SuperKEKB accelerator is just above the threshold to produce
a pair of 𝐵 mesons, which are particles containing two quarks, one of which is a bottom quark. The
CM energy is therefore specifically chosen to facilitate the production of 𝐵𝐵 pairs, which is why the
SuperKEKB accelerator is considered a “B-factory”.

The SuperKEKB accelerator is the successor of the KEKB accelerator, which operated from 1999
to 2010 [59]. It has undergone several phases of operation. In 2016, Phase 1 marked the initiation
of operations with single beams. By 2018, Phase 2 witnessed the assembly of most of the detector
components, resulting in the first collisions. Subsequently, in 2019, Phase 3 saw the completion of the
full detector setup. The accelerator experienced its first extended shutdown in 2022 to optimize its
performance, and restarted collisions in 2024.
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The acceleration of electrons begins with their production. A thermionic gun with a barium-
impregnated tungsten cathode produces electrons, some of which are led to a tungsten target producing
positrons. Subsequently, positrons undergo emittance reduction in a damping ring, while electrons
follow a different path. The positrons and electrons are accelerated to energies of 4.0 GeV and 7.0 GeV,
respectively, using a linear accelerator. Positrons then circulate in the low-energy ring (LER), and
electrons in the high-energy ring (HER). A final-focus superconducting magnet system brings the
beams to cross to produce electron-positron collisions inside the Belle II detector, described further in
Section 3.3. A schematic layout of the accelerator is depicted in Figure 3.1.

Figure 3.1: Sketch of the layout of the SuperKEKB electron-positron accelerator. Image from Ref. [56].

The intensity of particle collisions produced by accelerators is defined by the instantaneous
luminosity. It quantifies the rate at which particles interact per unit area and time. The design
luminosity of the SuperKEKB accelerator is 6.5 × 1035 cm−2s−1 [60], which is 40 times higher than
the luminosity of its predecessor the KEKB accelerator.

This ambitious goal is based on the implementation of the nanobeam scheme [56, 61, 62]. In
addition to increasing the beam currents, contributing a factor two increase in luminosity, it aims to
minimize the longitudinal beam overlap. The decrease in collision area is achieved by introducing a
large crossing angle and keeping the horizontal beam size small. This results in an additional factor
20 increase in luminosity.

The SuperKEKB accelerator already holds the current world record for peak instantaneous luminosity
with 3.1× 1034 cm−2s−1 [60]. Some encountered challenges related to beam injection and collimation,
resulting in intolerable levels of beam-induced backgrounds, have however also led to reduced
performance compared to the designed performance.

In addition to the instantaneous luminosity, another key performance metric is the total integrated
luminosity, which represents the cumulative measure of particle collisions over a given time interval.
The total recorded integrated luminosity of the SuperKEKB accelerator from the beginning of Phase 3
in 2019 to the extended shutdown in 2022 is 424 fb−1 [11, 63].
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3.2 Particle collisions and beam-induced backgrounds
During the collision of the electron and positron beams, in addition to the production of 𝐵𝐵 pairs,
various other interaction processes occur. In the context of this thesis, these will collectively be
referred to as backgrounds. The dominant processes can be categorized into continuum, other QED,
and beam-induced backgrounds. This section will discuss the production of 𝐵𝐵 pairs and the types of
backgrounds encountered and their sources.

𝑩𝑩 production

The primary target of the SuperKEKB accelerator is the production of 𝐵𝐵 pairs, which occurs via
the production of the Υ(4𝑆) resonance. The Υ(4𝑆) meson is the third radial excitation of the Υ

(JPC
= 1−−) bottomonium (𝑏�̄�) bound state. The mass of the Υ(4𝑆) meson, 10.58 GeV, is just above

the threshold to produce a 𝐵𝐵 pair, as twice the mass of a 𝐵 meson is approximately 10.56 GeV. Due to
the proximity to the energy threshold, the 𝐵𝐵 production leaves very little available energy to produce
additional particles. This allows for tight constraints on the kinematics of the produced 𝐵𝐵 pair. The
Υ(4𝑆) meson decays into a 𝐵𝐵 pair more than 96% of the time [37]. The resonant production of an
Υ(4𝑆) meson with the subsequent production of a 𝐵𝐵 pair is shown in a Feynman-style diagram in
Figure 3.2.

𝑒
−

𝑒
+

𝑏

�̄�

�̄�/𝑑

𝑢/𝑑

𝐵
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𝐵
+/𝐵0

Figure 3.2: Sketch of an electron-positron interaction resulting in resonant production of an Υ(4𝑆) meson with
subsequent production of a 𝐵𝐵 pair.

Continuum production

Instead of yielding an Υ(4𝑆) meson, the electron-positron collisions at the SuperKEKB accelerator can
produce nonresonant quark pairs. These QED background events, collectively referred to as continuum
events, are characterized by the production of quark-antiquark (𝑞𝑞) pairs without the presence of a
specific resonance peak. The term “continuum” is chosen because 𝑞𝑞 pair production is possible at
any energy surpassing twice the respective quark mass threshold. The absence of a resonance peak
holds true even when scanning across energy levels. At the CM energy of the SuperKEKB accelerator,
the potential nonresonant 𝑞𝑞 pairs include up-quark pairs (𝑢𝑢), down-quark pairs (𝑑𝑑), charm-quark
pairs (𝑐𝑐), and strange-quark pairs (𝑠𝑠), with 𝑢𝑢 and 𝑐𝑐 pair production being the most dominant.

Other QED background production

In addition to the production of continuum 𝑞𝑞 events, other QED production processes result from
electron-positron collisions at the SuperKEKB accelerator. These processes include the pair production
of leptons (𝑒+𝑒− → ℓ

+
ℓ
−), where ℓ ∈ {𝑒, 𝜇, 𝜏}, and the annihilation into two photons (𝑒+𝑒− → 𝛾𝛾).
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Electron-positron collisions may also produce two virtual photons, which can then generate a pair
of low-momentum electrons, muons, or tau leptons through pair production while retaining the
original electron-positron pair. This is known as a two-photon process: 𝑒+𝑒− → 𝑒

+
𝑒
−
ℓ
+
ℓ
−, where

ℓ ∈ {𝑒, 𝜇, 𝜏}.
The dominant QED process is Bhabha scattering (𝑒+𝑒− → 𝑒

+
𝑒
−), with a cross section approximately

three times larger than that of Υ(4𝑆) meson production [64]. Its significance is further emphasized
when a photon is generated during the scattering process, resulting in radiative Bhabha scattering:
𝑒
+
𝑒
− → 𝑒

+
𝑒
−
𝛾. The emitted photon may interact with the detector material, leading to pair production

and the generation of false hits within the detector.
Most of these QED background processes are characterized by low-multiplicity track topologies,

meaning four or fewer particles are in the final state. These are commonly referred to as “low-
multiplicity backgrounds”. Exceptions include processes involving tau leptons, which decay further,
often resulting in a larger number of final-state particles. For these backgrounds, the multiplicity
depends on the decay mode of each tau lepton.

Beam-induced backgrounds

A significant background category not directly related to the electron-positron collisions, includes
beam-induced backgrounds. These backgrounds arise from interactions among beam particles or
between beam particles and residual gas particles in the beam pipe. Although these processes occur
along the entire length of the beam pipe, they are particularly problematic near the interaction region.
The particles produced in these interactions can mimic signal hits, making event reconstruction
challenging. The three main sources of beam-induced backgrounds are Touschek scattering, beam-gas
scattering, and synchrotron radiation, as discussed below. For more detailed information on the levels
of these backgrounds at the SuperKEKB accelerator, refer to Ref. [65].

Touschek scattering backgrounds [66] result from collisions and Coulomb scattering between
particles within the same bunch, causing particles to leave the bunch. Since the rate of this process is
inversely proportional to the beam size, it is a dominant effect at the SuperKEKB accelerator. However,
its impact is reduced slightly because the rate is also inversely proportional to the beam energy.

Beam-gas scattering occurs due to the imperfect vacuum inside the beam pipe. Residual gas
molecules can interact with beam particles through Coulomb interactions and Bremsstrahlung. This
process is similar to Touschek scattering, where beam particles leave the bunch and create showers in
the detector.

Synchrotron radiation is a third type of beam-induced background, emitted as particles are
accelerated radially outward. Within the detector, strong magnetic focusing amplifies this effect.
As with the other two background processes, the emitted low-energy photons can interact with the
detector, generating false hits.

3.3 The Belle II detector

This section provides a comprehensive description of the Belle II detector. The Belle II detector [58] is
positioned around the collision point of the SuperKEKB accelerator, serving the purpose of detecting
and recording the particle collisions. It succeeds the Belle detector [67], which operated at the collision
point of the KEKB accelerator from 1999 to 2010. The Belle II detector commenced data collection
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after its full commissioning in March 2019.
The detector is constructed of multiple subdetectors placed around a double-walled beryllium beam

pipe with an inner radius of 10 mm. The subdetectors within the Belle II detector serve specific
functions, each contributing to the overall functionality. The detector encompasses a tracking system,
featuring the pixel detector (PXD), a silicon vertex detector (SVD), and the central drift chamber (CDC).
Beyond the CDC, the time-of-propagation counter (TOP) and the aerogel ring-imaging Cherenkov
detector (ARICH) cover the barrel and forward end-cap regions, respectively, contributing to charged
particle identification. The electromagnetic calorimeter (ECL) is positioned outside the TOP and
occupies the remaining volume within a superconducting solenoid magnet with a field strength of
1.5 T. The magnetic field is crucial for measuring the momentum and charge of detected particles. The
𝐾𝐿 and muon detector (KLM) is situated outside the solenoid coil. The data recorded by the Belle II
subdetectors passes through a trigger system before being passed on to the data acquisition system. A
schematic representation of the detector layout, illustrating the arrangement of the subdetectors, can
be found in Figure 3.3.

Figure 3.3: Sketch of the layout of the Belle II detector. The incoming positron and electron beams are shown,
and the subdetectors labeled. The vertex detector consists of the pixel detector and the silicon vertex detector.
Image adapted from Ref. [68].

The Belle II detector adheres to a right-handed Cartesian coordinate system, with the origin at
the interaction point (IP). The 𝑧-axis in the laboratory frame aligns with the electron beam direction
(HER), the 𝑦-axis points upwards, and the 𝑥-axis extends radially outward. Polar coordinates (𝑟 , 𝜃, 𝜙)
are also utilized for precise descriptions. The detector’s angular acceptance ranges from 17 to 150
degrees in 𝜃, covering the entire 2𝜋 range in 𝜙. The detector is divided into three regions in 𝜃: forward,
barrel, and back. The asymmetry in the beam energies results in a Lorentz boost of the CM frame
with respect to the laboratory frame, and the detector layout intentionally reflects this asymmetry.

Below, more detail is provided about the purpose and the underlying physical processes resulting in
particle detection for each subdetector. For more detailed information about interactions of particles
with detectors see, for example, Ref. [69].
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Pixel detector (PXD)

The Belle II pixel detector (PXD) is positioned closest to the interaction point (IP) as the innermost
subdetector within the vertex detector (VXD), enabling precise vertexing for identifying short-lived
particles within an angular acceptance of 17 to 150 degrees [58]. The PXD comprises two layers of
DEPleted p-channel Field Effect Transistor (DEPFET) [70, 71] silicon detectors located at 14 mm and
22 mm from the IP, utilizing monolithic silicon sensors arranged in modules. Each module consists of
768× 250 DEPFET sensors, totaling approximately 8 million pixels. Until the first extended shutdown,
the first layer includes 16 modules, and the second layer comprises 8 modules. For further information
on the current status and plans, see Ref [72].

The DEPFET operating principle involves a p-channel Metal Oxide Semiconductor Field-Effect
Transistor (MOSFET) integrated onto a fully depleted silicon substrate, creating a potential minimum,
the “Internal Gate,” for electron accumulation [70, 71]. Incident particles produce electron-hole pairs
within the fully depleted bulk. The electrons accumulate in the Internal Gate, and upon switching
on the transistor, the electrons modulate the channel current. The sensor simultaneously detects and
internally amplifies signals, allowing for a non-destructive readout.

To address challenges such as high hit rates near the beam pipe due to beam-induced background,
the PXD employs thin sensors (75 𝜇m) with no additional support and cooling material in the active
region, ensuring minimal multiple scattering. The detector has variable pixel sizes of 50 𝜇m × (55 -
85) 𝜇m, and a high readout rate of 50 kHz, effectively limiting background occupancy to 1-2%. In
addition to mitigating multiple scattering, minimizing radiation damage is a challenge. Both, DEPFET
sensors and the associated readout chips, are designed to withstand up to 10 MRad without significant
deterioration of performance [58]. The average spatial resolution after four years of data taking is
approximately 15 𝜇m, with a hit efficiency of 98% [73].

Silicon vertex detector (SVD)

The silicon vertex detector (SVD) is the second component of the vertex detector (VXD) and surrounds
the PXD [58, 74]. Its primary objectives include precise vertexing of short-lived particles and
momentum measurements. It is particularly effective in tracking low-momentum particles and
facilitates ionization-loss measurements for particle identification. The SVD is composed of four
layers of double-sided silicon strip detectors (DSSDs) made of six-inch wafers, amounting to a total of
172 DSSDs. The layers are positioned at radii between 38 and 140 mm from the IP. To achieve the
same angular acceptance as the PXD, the first layer is aligned entirely parallel to the beam pipe, while
the forward sections of subsequent layers are slanted with respect to the beam axis.

The main structure of DSSDs consists of 𝑝-doped sensing strips implanted in the 𝑛-type silicon
bulk, facing the beam axis (𝑧), and 𝑛-doped strips implanted on the opposite side along 𝑟–𝜙. The
𝑛-doped strips are located on the sensor face towards the outside and are placed orthogonally to the
𝑝-doped sensors. Upon the incidence of a particle, an electron-hole pair is generated, and through
the application of an electric field, electrons and holes move to opposite sides, inducing a charge on
the sensors. The orthogonal arrangement of the sensors is important for providing three-dimensional
trajectory information.

Using DSSDs with a thickness of approximately 300 𝜇m results in a low material budget. The use
of strips instead of pixels, which are used in the PXD, is feasible since the background levels for the
SVD at larger radii than the PXD are more manageable. This choice results in lower costs and fewer
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readout channels. The average sensor hit efficiency exceeds 99%, with measured resolutions ranging
from 9 to 25 𝜇m, depending on the layer and side [75–80].

Central Drift Chamber (CDC)

The Central Drift Chamber (CDC) provides important information for three-dimensional tracking,
momentum measurements, and energy-loss measurements to identify low-momentum tracks [58]. The
CDC’s inner and outer radii are 16 and 113 cm from the IP, respectively, covering the full angular
acceptance of 17 to 150 degrees. It spans a length of 2.3 m with a diameter of 2.2 m. The CDC is a
multi-wire proportional drift chamber featuring 14,336 tungsten sense wires, each with a diameter of
30 𝜇m, surrounded by eight aluminum field wires with a diameter of 126 𝜇m. To mitigate multiple
scattering effects, the CDC is filled with a gas mixture comprising 50% helium and 50% ethane
(C2H6).

When a charged particle traverses the gas, it ionizes the medium. The resulting electrons are
guided by an electric field along the field lines. Near the wire, a strong electric field causes secondary
ionization, leading to avalanche multiplication and inducing a charge at the drift chamber wire. The
currents in the wires are directly proportional to the deposited energy, enabling the measurement of
d𝐸/d𝑥, which is a crucial input for particle identification.

The CDC wires are organized to provide both 𝑥-𝑦 and 𝑧-axis information. Wires in the axial layers
are aligned parallel to the beam axis (𝑧-axis), allowing for timing measurements to determine the
position in the 𝑥-𝑦 plane. To further obtain 𝑧-axis information, some wires are skewed in stereo layers
with an angular offset ranging from −74 to 70 mrad. The sense wires are organized into alternating
superlayers of axial and stereo layers, with the first superlayer comprising eight layers and subsequent
superlayers consisting of six layers, totaling nine superlayers. The position resolution varies from 50
to 120 𝜇m, depending on the layer and the angle of the incident particle [81].

Time-of-propagation (TOP) counter

The time-of-propagation (TOP) counter is part of the particle identification (PID) system in the barrel
region. The TOP counter uses Cherenkov radiation to discriminate primarily between charged kaons
and pions, as well as protons and deuterons [58]. It surrounds the CDC at a radius of 1.2 m from the
IP and covers a polar angle acceptance of 32.2 to 128.7 degrees. The TOP counter consists of 16
quartz radiators, evenly distributed in 𝜙. Each radiator is made of two quartz crystals, each 20 mm
thick, 45 cm wide, and 1.25 m long, with an array of photomultiplier tubes at the end of each radiator.

Cherenkov radiation is produced when particles travel through a medium at a speed greater than
the local speed of light. The particles emit photons at the Cherenkov angle, given by cos 𝜃𝑐 = 1/𝛽𝑛,
where 𝛽 is the ratio of the particle’s momentum to its energy, and 𝑛 is the refractive index of the
medium. Total internal reflection within the quartz radiator preserves the Cherenkov angle, and the
photomultiplier tubes detect the photons, allowing measurement of the (𝑥, 𝑦) coordinates and the
arrival time. By reconstructing the Cherenkov angle and obtaining 𝛽 from momentum information,
the TOP counter can determine the particle mass and distinguish between different particle types.
The TOP counter achieves an 85% kaon identification efficiency with a 10% pion misidentification
rate [82, 83]. Muons also leave detectable signals in this counter.
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Aerogel ring-imaging Cherenkov (ARICH) counter

The proximity-focusing aerogel ring-imaging Cherenkov (ARICH) counter constitutes the second
component of the PID system [58, 84]. Positioned in the forward endcap with an acceptance angle of
14.8 to 33.7 degrees, the ARICH features inner and outer radii of 0.5 and 1.14 m, respectively, at a
distance of 1.7 m along the 𝑧-axis from the IP. Operating on the Cherenkov principle, the ARICH
employs a medium of silica aerogel, consisting of two layers with a thickness of 20 mm each. The
aerogel material is organized into square tiles, each with sides measuring 17 cm, arranged in four
concentric rings. The two layers exhibit different refractive indices, specifically 1.045 and 1.055 [64].

The ARICH counter’s operating principle is similar to that of the TOP counter. Cherenkov radiation
is generated within both aerogel layers, and the Cherenkov cones are projected onto arrays of hybrid
avalanche photodetectors after traversing the expansion volume. The refractive indices are selected
to focus the photons effectively, reducing spread by overlapping the rings from the two layers at
the photon detectors. By measuring the radius of the projected circle, the Cherenkov angle and,
consequently, 𝛽 can be determined. Different mass hypotheses can be compared when momentum
information is taken into account. The ARICH counter exhibits a kaon identification efficiency of
90% with a 10% pion misidentification rate [85].

Electromagnetic calorimeter (ECL)

The electromagnetic calorimeter (ECL) is designed to measure the energy and angular coordinates of
photons [58]. Accurate energy measurements for minimum-ionizing particles, such as muons, are
challenging because they do not deposit their entire energy inside the ECL.

The ECL in the barrel consists of 6624 thallium-doped scintillating caesium-iodide (CSI(Tl))
crystals, each with a pair of attached photodiodes to detect visible light. The endcaps use pure CSI
crystals, 2112 in total, which have a shorter scintillation decay time to handle the high pile-up in
endcap regions. These crystals have lower light output, especially in the ultraviolet spectrum. Each
crystal is equipped with an individual photodetector with internal gain. On average, the crystals have
cross-section sizes of 6×6 cm2 and lengths of 30 cm. The barrel section, extending 3 m in length
with an inner radius of 1.25 m, covers an angular acceptance of 32.2 to 128.7 degrees. The endcaps,
positioned at 2 m in the forward direction and 1 m in the backward direction, cover an acceptance
range of 12 to 155 degrees, with a one-degree gap between the barrel and endcap regions.

As particles traverse the detector, they generate electromagnetic or hadronic showers through
processes like Bremsstrahlung and pair-production, leading to the production of photons and subsequent
showers. The energy deposited is measured as scintillation light, enabling the recovery of the shower’s
energy. The ECL can detect photon energies ranging from 20 MeV to 4 GeV.

𝑲𝑳 and muon (KLM) detector

The 𝐾𝐿 and muon (KLM) detector is designed to identify 𝐾𝐿 and muons with momenta ranging from
0.6 GeV to 1.5 GeV. These particles are not stopped by previously traversed detectors, reaching the
KLM detector where they leave energy deposits. While muons leave tracks in the CDC, 𝐾𝐿 particles
do not. The energy deposits allow detection of the particle’s flight direction, but not its energy.

The KLM surrounds the superconducting magnet within an acceptance angle of 20 to 155 degrees.
The detector comprises alternating layers of 14 iron plates, each with a thickness of 4.7 cm, and 14 (15
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in the barrel) layers of active detector material [64]. The iron plates decelerate particles and function
as the return yoke for the magnet.

Except for the first two layers, the barrel detector layers consist of glass-electrode resistive-plate
chambers (RPCs). The RPCs are composed of two parallel glass sheets separated by a 1.9 mm gap
filled with gas. Stacked in pairs, two RPCs form a module, with detector readout strips placed in
orthogonal planes on either side of the RPC pair. The module has a total thickness of 31.6 mm, a
length of 2.2 m, and a width ranging from 1.5 to 2.7 m. Charged particles ionize the gas in the RPCs.
By applying an electric field, the electrons drift, cause secondary ionizations, and induce a signal in
the readout strips.

The two innermost layers in the barrel and all detector layers in the endcap consist of scintillator
strips embedded with wavelength-shifting fibers. This design, totaling 16,800 scintillator strips in the
endcap, addresses the high background levels. Each layer has two orthogonal planes of scintillator
strips. These scintillator strips, made of doped polystyrene, generate photons when a charged particle
excites an electron into a higher energy level. These photons are guided through the wavelength-shifting
fibers, which are connected to multipixel silicon photodiodes for signal readout.

Trigger and data acquisition system

The electron-positron bunches at the SuperKEKB accelerator cross every 8 ns, generating vast amounts
of data that must be managed efficiently. A trigger system is employed to reduce the data volume by
selectively focusing on and storing events of interest. Typically, these events include Υ(4𝑆) production,
continuum events, two-photon interactions, Bhabha scattering, and 𝜇+𝜇− production. In addition
to selecting specific event types, the trigger system helps mitigate beam-induced backgrounds, as
discussed in Section 3.2.

The trigger system operates in multiple stages, with the first being the Level 1 (L1) trigger [86].
This hardware-based stage relies on Field Programmable Gate Array (FPGA) boards and collects input
from individual subdetectors such as the CDC and ECL. The CDC provides track-related information
like momentum, position, and charge, while the ECL offers details on energy deposits and energy
clusters. The TOP counter contributes timing and hit-topology information, while the KLM detector
provides data on muon tracks. A global reconstruction logic component receives information from
these detectors, performs logical calculations and low-level event reconstruction, handles pre-scaling,
and triggers the L1 decision within 2-4 𝜇s of a bunch-crossing event. If an event passes the L1 trigger,
it proceeds to the data acquisition (DAQ) system.

The next stage is the software-based High-Level Trigger (HLT), which utilizes data from all
subdetectors except for the PXD to perform event reconstruction. This process mirrors the offline
reconstruction described in the following section and determines the relevance of the event. The HLT
operates as a farm with five units equipped with a total of 1600 cores. During the initial physics runs,
the L1 trigger achieved a maximum rate of 3.5 kHz [87]. The entire trigger system is designed to
reach a maximum trigger rate of 30 kHz eventually. With each event averaging around 100 kB in size,
the HLT will eventually process an influx of 3 GB of data per second [58, 88]. Since the PXD alone
generates larger information chunks of 1 MB per event, its data is incorporated only after the HLT
decision has been made, at which point the information is stored to disk. The trigger system achieves
a total data reduction factor of 8 [87].
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3.4 Particle reconstruction and identification

The process of particle reconstruction and identification using data collected by the Belle II detector
is described in this section. The reconstruction process is carried out within the Belle II Analysis
Software Framework (basf2) [89, 90], which features a modular structure that enables flexible and
efficient data processing and analysis.

After data acquisition and storage by the DAQ system, offline software is used to reconstruct
particles from the collected data. The raw data, which includes signals, hits, and energy deposits,
is processed to extract physical objects, such as track candidates in the tracking system and energy
clusters in the calorimeter. For details, see Section 3.4.1 and 3.4.2, respectively. Subsequently, a
track-cluster matching is performed, described in Section 3.4.3, to refine the particle candidates and
provide information for particle identification, discussed in Section 3.4.4.

3.4.1 Track and vertex reconstruction

The reconstruction of charged particles at Belle II begins with the detection of hits in the subdetectors.
The algorithms and methods used for track and vertex reconstruction using these hits are described in
this subsection.

Central to the track reconstruction process are track finding and track fitting, which enable the
reconstruction of trajectories (tracks) originating from primary and secondary vertices. Subsequently,
decay vertices are reconstructed, and particle interaction points are determined, laying the foundation for
reconstructing complex decay trees. The steps of track finding, track fitting, and vertex reconstruction
are discussed in more detail below.

Despite the use of advanced algorithms for both track and vertex reconstruction, challenges arise
due to detector inefficiencies and additional hits from beam-induced backgrounds. The efficiency of
the track reconstruction algorithms, defined as the ratio of correctly reconstructed tracks to the total
number of charged particles produced in the collisions, is a key performance metric. The tracking
efficiency, the precision in vertex reconstruction and their uncertainties directly impact the accuracy
of the physics analyses that rely on the reconstructed decays.

Track finding

Track finding involves a pattern recognition process to determine which hits correspond to the same
particle trajectory. The specific approach adopted within Belle II depends on the characteristics of the
relevant subdetector. For example, the CDC and VXD require different algorithms to accommodate
differences in track multiplicity, background levels, and proximity to the IP.

For the VXD, a cellular automaton approach [91] is used, where track segments connecting hits in
adjacent layers constitute a cell. Cells that share hits are assessed for neighboring relationships, with
track candidates comprising sets of these neighboring cells. In the CDC, both a local track finder,
which employs a mechanism similar to the VXD’s, and a global track finder, which investigates all hits
simultaneously via the Legendre algorithm [91], are utilized. Combinatorial Kalman filters (CKFs)
are employed to extend track candidates from the CDC to the SVD, and finally to the PXD, to obtain
final track candidates with associated hits and rough estimates of the track parameters.
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Track fitting

Following the identification of track candidates, track fitting employs a chosen track model to refine the
estimation of track parameters. At Belle II, a helix track model is predominantly used [92, 93]. This
model is chosen due to the near-homogeneous magnetic field environment, although it is imperfect
due to detector interactions such as multiple scattering and energy loss. Simulating these interactions
accurately and estimating the associated uncertainties is challenging, especially without knowing the
correct mass hypothesis.

An iterative process refines the estimation of the track parameters and updates the track hypothesis.
This process uses a deterministic annealing filter based on a CKF. While the CKF approximates a
least squares method and considers material interactions, it cannot handle outliers. The deterministic
annealing filter mitigates this by assigning greater weight to hits with significant residuals. This
method determines the momentum, charge, and impact parameters 𝑑𝑟 and 𝑑𝑧 , which denote the closest
distance to the IP in radial and 𝑧-coordinates upon track extrapolation towards the IP.

Vertex reconstruction

Vertex reconstruction builds upon the results of the track reconstruction process by using the identified
track candidates to locate vertices, which are the points where particles interact or decay. This process
involves initial vertex finding through pattern recognition, followed by vertex fitting to precisely
determine the positions of vertices and refine track parameters at these interaction points. Accurate
reconstruction of the vertices is necessary for mapping out the decay chains of particles, such as those
of 𝐵 mesons.

3.4.2 Cluster reconstruction
Details about the reconstruction of clusters are provided in this subsection. Cluster reconstruction
relies on information from two subdetectors, the ECL and the KLM detector. The ECL identifies
photons and measures their energies by reconstructing clusters from electromagnetic showers, while
the KLM detector identifies hadrons and muons by reconstructing clusters based on energy deposits
generated by particles passing through its layers. The methods for cluster reconstruction in these
detectors depend on their respective detection capabilities and the physical principles governing
particle interactions with their materials.

Clusters within the KLM detector are formed by energy deposits within a 5◦ opening angle of each
other. Cluster reconstruction in the ECL primarily utilizes timing and energy information. The process
begins with the selection of a seed crystal with an energy above a certain threshold representing a
local energy maximum among its neighboring crystals. Next, all neighboring crystals with energy
greater than 0.5 MeV are added to form a cluster. In instances where clusters share crystals, the
energies are divided based on the ratio of the energy of each cluster to the sum of energies of the
overlapping crystals. This method ensures a representative distribution of energy among adjacent
clusters, accurately determining the photon energies.

3.4.3 Track-cluster matching
To identify the origin of clusters, they must be checked for compatibility with track candidates and
other clusters. This subsection describes this process of track-cluster matching.
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For the ECL clusters, each track candidate from the tracking system is extrapolated to the entrance
of the ECL. If a track candidate matches an ECL cluster, it is assigned a charged-particle hypothesis.
If there is no match, a neutral-particle hypothesis is assumed.

A similar process occurs for the KLM clusters, which can either originate from 𝐾𝐿 particles or
muons. Each track candidate is extrapolated to the entrance of the KLM detector, and a straight line
is drawn between the IP and the KLM detector entrance point. If a cluster’s center aligns with the
line within a 15◦ angle, the cluster is assigned a muon hypothesis. The process is repeated to check
for alignment between KLM and ECL clusters. If a cluster in the KLM detector aligns with an ECL
cluster within 15◦, they are associated with each other and assigned a 𝐾𝐿 hypothesis. The remaining
ECL clusters that have not been matched to a track or a KLM cluster are hypothesized to originate
from purely electromagnetic showers.

3.4.4 Particle identification

During particle identification, information from all subdetectors is combined, the results from track-
cluster matching are applied, and various particle hypotheses are tested. The subsection discusses the
approaches to charged and neutral particle identification with the Belle II experiment.

Charged particle identification

For a track matched with an associated cluster, charged-particle hypotheses 𝛼 ∈ {𝑒, 𝜇, 𝜋, 𝐾,
proton(𝑝), deuteron(𝑑)} are applied. For each hypothesis 𝛼 and each relevant subdetector 𝑘 , a
likelihood L𝛼,𝑘 is constructed. The total likelihood for a single charged-particle hypothesis is given
by the product of individual likelihoods from all relevant subdetectors:

L𝛼 =
∏
𝑘

L𝛼,𝑘 (3.1)

Global PID likelihood ratios are then defined for each charged-particle hypothesis 𝛼 as the ratio of its
likelihood to the sum of the likelihoods for all considered hypotheses:

PID𝛼 =
L𝛼

L𝑒 + L𝜇 + L𝜋 + L𝐾 + L𝑝 + L𝑑
(3.2)

The contribution of each subdetector to the likelihood varies depending on the particle hypothesis.
The d𝐸/d𝑥 energy-loss information provided by the CDC gives insights into the energy deposition
patterns. Additionally, the TOP and ARICH counters contribute valuable particle identification
information by analyzing the timing and Cherenkov radiation emitted by particles as they traverse
these detectors. Furthermore, inputs from the ECL, the SVD, and the KLM detector enhance the PID
process by offering measurements on particle energy, vertex positioning, and muon identification,
respectively.

For the PID ratios of the pion, kaon, proton, and deuteron, the CDC, TOP, and ARICH counters
contribute the most information. The d𝐸/d𝑥 from the CDC is most important below 0.7 GeV, while
the TOP and ARICH counter information becomes more significant above 0.7 GeV. For the pion
PID ratio, the SVD also provides important input. For muon identification, track candidates are
extrapolated into the KLM detector using the muon mass hypothesis. Nearby KLM clusters are added,
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with the difference between predicted and measured ranges, along with the goodness of fit, used as
inputs for the likelihood ratio, along with information from the CDC, TOP, and ARICH counters. For
electron identification, the 𝐸/𝑝 (energy-to-momentum) ratio from the ECL is primarily used, with
further contributions from d𝐸/d𝑥 measurements from the SVD and CDC, and information from the
TOP and ARICH counters.

Neutral particle identification

Identification of neutral particles, such as photons, neutral pions, and neutral kaons, is primarily based
on information from the ECL and the KLM detector. Photons are identified from clusters in the ECL
resulting from electromagnetic showers. The absence of an associated track in the tracking system,
combined with the shower’s shape and energy distribution in the ECL, helps distinguish photons
from other particles. Neutral pions (𝜋0) are primarily identified through their decay into two photons.
After identifying the photon candidates, the identification process involves reconstructing the invariant
masses of photon pairs. Neutral pion candidates are selected based on mass windows consistent with
the 𝜋0 mass. The spatial and energy resolution of the ECL plays a key role in accurately reconstructing
the photons and, by extension, the 𝜋0 candidates.

Long-lived neutral kaons (𝐾𝐿) are identified by their interactions in the KLM detector, where they
produce characteristic shower patterns, and by the absence of matching hits in the tracking detectors.
Neutral 𝐾𝑆 particles are typically identified through their decay into two charged pions, which are
reconstructed back to a common vertex. After reconstructing and identifying the pions, the invariant
mass of the decay products and the characteristic flight length aid in confirming the 𝐾𝑆 identity.
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CHAPTER 4

Collision and simulated datasets

This chapter describes the collision and simulated datasets used in the work discussed in this thesis.
The measurement is based on collision data, described in Section 4.1, collected by the Belle II detector.
Additionally, simulated datasets, referred to as Monte Carlo (MC) data and introduced in Section 4.2
, are employed to estimate background levels, efficiencies, and model distributions. Both collision
and simulated datasets, described below, are processed using the basf2 software framework [89,
90]. Corrections to both the simulated and collision datasets are performed based on the agreement
between simulated and collision data. They are described in Section 4.3.

4.1 Collision data

This section discusses the properties of the collision data collected by the Belle II detector.
Between 2019 and 2022, leading up to the first long shutdown, the Belle II detector collected a

dataset totaling an integrated luminosity of 424 fb−1 [11]. The bulk of this dataset originates from
electron-positron collisions at a CM energy of

√
𝑠 = 10.584 GeV, targeting the Υ(4𝑆) resonance. The

integrated luminosity of this on-resonance sample corresponds to 364 ± 2 fb−1.
An off-resonance dataset, collected at a CM energy 60 MeV below the Υ(4𝑆) resonance energy,

comprises an integrated luminosity of 42.3 ± 0.3 fb−1. Its primary function is to characterize
backgrounds, as discussed in Section 3.2. These predominantly consist of 𝑞𝑞 production events (𝑢�̄�,
𝑑𝑑, 𝑠𝑠, and 𝑐𝑐), other QED processes such as 𝜏+𝜏− production, and two-photon processes resulting in
final states like 𝑒+𝑒−ℓ+ℓ−. The off-resonance dataset also aids in estimating the number of 𝐵𝐵 pairs
present in the on-resonance data. A study by the Belle II performance group estimates 𝑁

𝐵𝐵
= (387±6)

million events of Υ(4𝑆) production with subsequent 𝐵𝐵 pair production.

4.2 Simulated data

To identify background-discriminating processes and determine efficiencies, all relevant physics
processes are simulated, producing what are known as Monte Carlo (MC) samples. The generation of
the MC samples is a two-step process. Here, the simulated datasets used for comparison and analysis
are described.

First, the physics processes are simulated using event generators, followed by the simulation of
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the detector response. The EvtGen event generator software package [94] generates generic MC
samples for both charged and neutral 𝐵𝐵 events, where both 𝐵 mesons decay into semileptonic and
hadronic 𝐵 decays. EvtGen simulates cascade decays controlled by a decay table, listing the decays
with respective branching ratios and decay models, with PYTHIA [95] used for inclusive final states. In
contrast to the generic samples, signal MC samples simulate specific final states (such as 𝐵 → 𝑋𝑐ℓ𝜈ℓ or
𝐵 → 𝑋𝑢ℓ𝜈ℓ) for one 𝐵 meson, while the other 𝐵 meson decays generically. For continuum processes,
quark-antiquark (𝑞𝑞) and tau-lepton pair (𝜏𝜏) samples are produced using PYTHIA and KKMC [96],
respectively. Two-photon production events are simulated using the AAFH software package [97].
Hadronization and tau-lepton decays are simulated with PYTHIA and TAUOLA [98], respectively.

For all samples, final-state radiation of photons from stable charged particles is simulated using the
PHOTOS [99] package. After simulating the physics processes, simulated beam-induced backgrounds
are added to all generated events [65]. The Geant4 [100] software package is used to account for all
interactions with the material upon propagation of the particles through the detector.

In this work, the generic 𝐵𝐵 samples are used to model all 𝐵 meson decays, except for 𝐵 → 𝑋𝑢ℓ𝜈ℓ
decays. For 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, separate signal MC samples, containing 50 million events each
of resonant and nonresonant 𝐵0 → 𝑋𝑢ℓ𝜈ℓ , and 𝐵+ → 𝑋𝑢ℓ𝜈ℓ events are simulated. Additionally,
10 million events each of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays are simulated separately. More

detailed information about the models used in the simulation of 𝐵 → 𝑋𝑐ℓ𝜈ℓ and 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays is
provided in the following subsections. This includes descriptions of branching fractions (Section 4.2.1),
form-factor models (Section 4.2.2), and for 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays more specifically, the lineshape of the
𝜌 meson (Section 4.2.3), and the modeling of the nonresonant 𝐵 → 𝜋𝜋ℓ𝜈ℓ (Section 4.2.4) and total
nonresonant (Section 4.2.5) components.

4.2.1 Branching fractions

This subsection provides an overview of the branching fractions used in the simulation. For
resonant 𝐵 → 𝑋𝑐ℓ𝜈ℓ decays, world average branching fractions are employed as reported by the
Particle Data Group (PDG) [37], coupled with an assumption of isospin symmetry following the
methodology in Ref. [101]. The branching fractions of these resonant 𝐵 → 𝑋𝑐ℓ𝜈ℓ decays, with
𝑋𝑐 ∈ {𝐷, 𝐷∗

, 𝐷1, 𝐷
∗
0, 𝐷

′
1, 𝐷

∗
2}, are shown in Table 4.1.

For both charged and neutral 𝐵 meson decays, the sums of the branching fractions of the resonant
decays do not agree with the total inclusively measured 𝐵 → 𝑋𝑐ℓ𝜈ℓ branching fractions, as shown in
Table 4.1. Following the procedure in Ref. [102], the remaining difference is filled by nonresonant
decays. Some of the nonresonant modes have been measured directly, such as 𝐵 → 𝐷

(∗)
𝜋𝜋ℓ𝜈 (or

additionally 𝐵 → 𝐷
(∗)
𝑠 𝐾ℓ𝜈 for charged 𝐵 mesons). After subtracting the resonant contributions to

these modes from the measured branching fractions, they are assigned to the corresponding simulated
nonresonant decays shown in Table 4.1. At this point, there is still a “gap” between the sum of the
resonant and nonresonant decays and the total inclusively measured 𝐵 → 𝑋𝑐ℓ𝜈ℓ branching fraction
for both charged and neutral 𝐵 meson decays, accounting for approximately 4% of the 𝐵 → 𝑋𝑐ℓ𝜈ℓ
decays. In this work, this gap is filled with 𝐵 → 𝐷

(∗)
𝜂ℓ𝜈ℓ decays. Since this is just a motivated

guess following Ref. [102], an uncertainty of 100% is assigned to the branching fractions of these gap
decays. The branching fractions assigned to the gap decays are presented in Table 4.1.

To model resonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, where 𝑋𝑢 ∈ {𝜋, 𝜌, 𝜔, 𝜂, 𝜂′} (or for neutral 𝐵 decays
𝑋𝑢 ∈ {𝜋, 𝜌}), world average 𝐵 → 𝑋𝑢ℓ𝜈ℓ branching fractions [37] are used. The sums of these
resonant branching fractions approximately account for 20% of the total inclusively measured
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Table 4.1: Branching fractions of the 𝐵 → 𝑋𝑐ℓ𝜈ℓ decays used in simulation. Values are derived from Ref. [37]
following the methodology in Ref. [101].

Decay Unit 𝐵
±

𝐵
0

Resonant

𝐵 → 𝐷ℓ𝜈 10−2 2.41 ± 0.07 2.24 ± 0.07
𝐵 → 𝐷

∗
ℓ𝜈 10−2 5.50 ± 0.11 5.11 ± 0.11

𝐵 → 𝐷1ℓ𝜈 10−3 6.63 ± 1.09 6.16 ± 1.01
𝐵 → 𝐷

∗
0ℓ𝜈 10−3 4.20 ± 0.75 3.90 ± 0.70

𝐵 → 𝐷
′
1ℓ𝜈 10−3 4.20 ± 0.90 3.90 ± 0.84

𝐵 → 𝐷
∗
2ℓ𝜈 10−3 2.93 ± 0.32 2.73 ± 0.30

Nonresonant

𝐵 → 𝐷𝜋𝜋ℓ𝜈 10−3 0.26 ± 0.89 0.58 ± 0.82
𝐵 → 𝐷

∗
𝜋𝜋ℓ𝜈 10−3 2.16 ± 1.02 2.01 ± 0.95

𝐵 → 𝐷𝑠𝐾ℓ𝜈 10−3 0.30 ± 0.14
𝐵 → 𝐷

∗
𝑠𝐾ℓ𝜈 10−3 0.29 ± 0.19

Gap 𝐵 → 𝐷𝜂ℓ𝜈 10−3 3.77 ± 3.77 4.09 ± 4.09
𝐵 → 𝐷

∗
𝜂ℓ𝜈 10−3 3.77 ± 3.77 4.09 ± 4.09

Total 𝐵 → 𝑋𝑐ℓ𝜈 10−2 10.8 ± 0.4 10.1 ± 0.4

𝐵 → 𝑋𝑢ℓ𝜈ℓ branching fractions for both charged and neutral 𝐵 meson decays. The remaining
difference is saturated by nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, in which the 𝑋𝑢 state hadronizes into
multiple hadrons. The branching fractions of the 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays used in the simulation are shown
in Table 4.2.

Table 4.2: Branching fractions of the 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays used in simulation. Values are provided in Ref. [37].

Decay Unit 𝐵
±

𝐵
0

Resonant

𝐵 → 𝜋ℓ𝜈 10−4 0.78 ± 0.03 1.50 ± 0.06
𝐵 → 𝜌ℓ𝜈 10−4 1.58 ± 0.11 2.94 ± 0.21
𝐵 → 𝜔ℓ𝜈 10−4 1.19 ± 0.09
𝐵 → 𝜂ℓ𝜈 10−4 0.39 ± 0.05
𝐵 → 𝜂

′
ℓ𝜈 10−4 0.23 ± 0.08

Nonresonant 𝐵 → 𝑋𝑢ℓ𝜈 10−3 1.34 ± 0.22 1.48 ± 0.24
Total 𝐵 → 𝑋𝑢ℓ𝜈 10−3 1.76 ± 0.22 1.92 ± 0.24

4.2.2 Form-factor models
To describe the decay rates of the semileptonic 𝐵 → 𝑋ℓ𝜈ℓ decays as functions of 𝑞2, form-factor
parameterizations introduced in Section 2.2.2 are used. This subsection discusses the form-factor
models implemented in the simulation to represent particle interactions accurately.

The BGL [49] parameterization given in Equation 2.18 is chosen to describe the form factors of
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𝐵 → 𝐷ℓ𝜈ℓ and 𝐵 → 𝐷
∗
ℓ𝜈ℓ decays. The form-factor expansion coefficients used in the simulation

are provided in Table 4.3. For 𝐵 → 𝐷ℓ𝜈ℓ decays, the central values of the expansion coefficients to
order 𝑘 = 3 for 𝑓+(𝑞

2) and 𝑓0(𝑞
2) provided by Ref. [103] are implemented. Central values of the

expansion coefficients to order 𝑘 = 1 for the F1(𝑞
2), 𝑓 (𝑞2), and 𝑔(𝑞2) form factors given in Ref. [104]

are used in the simulation of 𝐵 → 𝐷
∗
ℓ𝜈ℓ decays. Table 4.3 provides these values in a modified form:

�̃�𝑘 = 𝜂EW |𝑉𝑐𝑏 |𝑏𝑘 , where 𝜂EW = 1.0066 [105] is an electroweak correction.

Table 4.3: Central values and uncertainties of the form-factor expansion coefficients for 𝐵 → 𝐷ℓ𝜈ℓ , 𝐵 → 𝜋ℓ𝜈ℓ
and 𝐵 → 𝐷

∗
ℓ𝜈ℓ decays used in simulation. The BGL parameterization is used to describe 𝐵 → 𝐷ℓ𝜈ℓ and

𝐵 → 𝐷
∗
ℓ𝜈ℓ decays, while the BCL parameterization is used in the description of 𝐵 → 𝜋ℓ𝜈ℓ decays.

Coefficient 𝐵 → 𝐷ℓ𝜈ℓ 𝐵 → 𝜋ℓ𝜈ℓ

𝑓+(𝑞
2)

𝑏
+
0 0.0126 ± 0.0001 0.42 ± 0.02
𝑏
+
1 −0.094 ± 0.003 −0.51 ± 0.09
𝑏
+
2 0.34 ± 0.04 −0.75 ± 0.34
𝑏
+
3 −0.1 ± 0.6

𝑓0(𝑞
2)

𝑏
0
0 0.0115 ± 0.0001 0.56 ± 0.02
𝑏

0
1 −0.057 ± 0.002 −1.42 ± 0.11
𝑏

0
2 0.12 ± 0.04
𝑏

0
3 0.4 ± 0.7

Coefficient ×103
𝐵 → 𝐷

∗
ℓ𝜈ℓ

F1(𝑞
2) �̃�

F1
0 0.30 ± 0.10
�̃�
F1
1 −3.68 ± 1.74

𝑓 (𝑞2) �̃�
𝑓

0 0.51 ± 0.01
�̃�
𝑓

1 0.67 ± 0.34

𝑔(𝑞2) �̃�
𝑔

0 1.00 ± 0.03
�̃�
𝑔

1 −2.35 ± 0.90

In this work, 𝐵 → 𝜋ℓ𝜈ℓ decays are described using the BCL [12] parameterization given in
Equation 2.19. In the simulation, central values for the expansion coefficients 𝑏𝑘 from Ref. [14],
consisting of results from Refs. [15–17], are implemented and shown in Table 4.3. The expansion
orders are 𝑘 = 2 and 𝑘 = 1 for the 𝑓+(𝑞

2) and 𝑓0(𝑞
2) form factors, respectively. The form factors

of 𝐵 → 𝜌ℓ𝜈ℓ and 𝐵 → 𝜔ℓ𝜈ℓ decays are described using the BSZ [13] parameterization given in
Equation 2.20. The central values for 𝑏𝑘 used in the simulation are provided by Ref. [10], which
extracted the BSZ expansion coefficients from averaged 𝐵 → 𝜌ℓ𝜈ℓ and 𝐵 → 𝜔ℓ𝜈ℓ measurements.
The expansion order is 𝑘 = 2 for the 𝐴1(𝑞

2), 𝐴12(𝑞
2), and 𝑉 (𝑞2) form factors, and it is 𝑘 = 1 for the

𝐴0(𝑞
2) form factor. The implemented central values are shown in Table 4.4.

To describe the form factors of the 𝐵 → 𝜂
(′)
ℓ𝜈ℓ decays, the BK [48] parameterization given in

Equation 2.21 is used. Due to the mixing of the 𝜂 and 𝜂′ states, additional nontrivial modifications
would be necessary to implement a valid expansion-based parameterization. Results from LCSR
calculations in Ref. [106] are used as central values of the free parameters in the simulation and are
provided in Table 4.4.

4.2.3 Lineshape of the 𝝆 meson

In contrast to the relatively long lifetime of 26 ns of the pion, the 𝜌 meson decays rapidly, with a
lifetime of only 4 × 10−15 ns [37]. This results in a significantly larger natural width of the 𝜌 meson
compared to the pion, whose width can be considered negligible in most cases. Since the lineshape
of a particle is a defining property of the invariant mass spectrum of the particle’s decay products,
often used to reconstruct the particle, careful consideration is required in modeling the lineshape.
This subsection provides a detailed description of the lineshape modeling of the 𝜌 meson within the
simulation, including any assumptions and parameters.
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Table 4.4: Central values and uncertainties of the BSZ form-factor expansion coefficients for 𝐵 → 𝜌ℓ𝜈ℓ and
𝐵 → 𝜔ℓ𝜈ℓ decays, and of the free parameters in the BK parameterization for 𝐵 → 𝜂

(′)
ℓ𝜈ℓ decays, used in

simulation. For 𝐵 → 𝜂
(′)
ℓ𝜈ℓ decays, the larger of the two uncertainties is used where Ref. [106] quotes

asymmetric uncertainties.

Coefficient 𝐵 → 𝜌ℓ𝜈ℓ 𝐵 → 𝜔ℓ𝜈ℓ

𝐴0(𝑞
2) 𝑏

𝐴0
0 0.86 ± 0.19 0.94 ± 0.28
𝑏
𝐴0
1 1.43 ± 1.02 1.78 ± 1.20

𝐴1(𝑞
2)

𝑏
𝐴1
0 0.26 ± 0.03 0.24 ± 0.03
𝑏
𝐴1
1 0.38 ± 0.13 0.30 ± 0.22
𝑏
𝐴1
2 0.16 ± 0.41 0.00 ± 0.55

𝐴12(𝑞
2)

𝑏
𝐴12
0 0.29 ± 0.03 0.25 ± 0.04
𝑏
𝐴12
1 0.72 ± 0.17 0.54 ± 0.24
𝑏
𝐴12
2 0.37 ± 0.70 −0.03 ± 0.96

𝑉 (𝑞2)
𝑏
𝑉
0 0.33 ± 0.03 0.31 ± 0.04
𝑏
𝑉
1 −0.87 ± 0.18 0.89 ± 0.27
𝑏
𝑉
2 1.88 ± 0.94 1.81 ± 1.19

Parameter 𝐵 → 𝜂ℓ𝜈ℓ 𝐵 → 𝜂
′
ℓ𝜈ℓ

𝑓+(0) 0.168 ± 0.047 0.130 ± 0.036
𝛼𝐵𝐾 0.46 ± 0.06 0.45 ± 0.17

The dynamic amplitude 𝐴 describing the lineshape |𝐴2 | of a particle can be parameterized as a
function of the energy

√
𝑠 using a fixed-width relativistic Breit-Wigner of the form:

𝐴(
√
𝑠) = 1

𝑀
2
𝑅 − 𝑠 + 𝑖𝑀𝑅Γ𝑅

, (4.1)

where 𝑀𝑅 and Γ𝑅 define the nominal mass and width of the particle. For the decay of a 𝜌 meson into
two pions,

√
𝑠 = 𝑚𝜋𝜋 , corresponding to the di-pion invariant mass. Often the nominal mass and width

provided by the PDG [37], 𝑀𝑅 = 775.26 ± 0.23 MeV and Γ𝑅 = 149.1 ± 0.8 MeV, are used to describe
the lineshape of the 𝜌 meson. The 𝑚𝜋𝜋 distribution of 𝜌 → 𝜋𝜋 in 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays resulting

from substituting the PDG values into Equation 4.1 is given as the grey histogram in Figure 4.1.
It is, however, not always appropriate to substitute these values without further consideration, as

they depend on the chosen parameterization of the 𝜌 amplitude. Incorrectly implementing these values
may alter the pole position of the lineshape, which is an unintended feature since the pole position is
an intrinsic property of the resonance. To account for this effect, in this work, the pole-conserving
values of 𝑀𝑅 and Γ𝑅 reported in Ref. [107] are implemented: 𝑀𝑅 = 0.7602 ± 0.0017 MeV and
Γ𝑅 = 0.1471 ± 0.002 MeV. In Ref. [107], these values were determined from a conversion of the
pole position √

𝑠0 = (0.763 − 0.073𝑖) reported in Ref. [108]. The 𝑚𝜋𝜋 spectrum of 𝜌 → 𝜋𝜋 in
𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ decays resulting from substituting these values into Equation 4.1 is shown as the

light-blue histogram in Figure 4.1. The shift in the position of the peak between the two options is
visible.

Other effects on the lineshape related to possible interference between particles also need to be
considered. For example, in Ref. [107], the level of interference between the 𝜌 and 𝜔 mesons in
semileptonic decays is examined using the partial branching-fraction spectrum of 𝐵+ → 𝜋

+
𝜋
−
ℓ
+
𝜈ℓ as

a function of the𝑚𝜋𝜋 invariant mass measured by Ref. [109]. The measured spectrum within the range
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Figure 4.1: Invariant mass 𝑚𝜋𝜋 spectrum of 𝜌 → 𝜋𝜋 in 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ decays using the mass and width of

the 𝜌 meson: 1) directly from the PDG, 2) converted from the pole position [108], or 3) using the lineshape
of the 𝜌 meson including an estimation of the interference between the 𝜌 and 𝜔 mesons [107]. The partial
branching-fraction spectrum of 𝐵+ → 𝜋

+
𝜋
−
ℓ
+
𝜈ℓ as a function of 𝑚𝜋𝜋 measured by Ref. [109] is shown on a

second axis.

of 0.46 to 1.10 GeV is shown in green in Figure 4.1. Ref. [107] performed an amplitude fit incorporating
an additional 𝜌-𝜔 meson interference term to the measured 𝑚𝜋𝜋 spectrum of 𝐵 → 𝜋𝜋ℓ𝜈ℓ decays.
The 𝑚𝜋𝜋 spectrum of 𝜌 → 𝜋𝜋 in 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays obtained from the fit results is shown as the

red histogram in Figure 4.1. We choose to model the 𝜌 meson lineshape neglecting the contributions
from interference, but include potential interference effects as a systematic uncertainty discussed in
Section 8.3.9.

4.2.4 Nonresonant 𝑩+
→ 𝝅+𝝅−ℓ+𝝂ℓ spectrum

A significant component of the nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays consists of events where the 𝑋𝑢
system corresponds to a pair of charged pions. Accurately representing the abundance of these decays
in simulation is crucial for overall background estimation, and a correct prediction of the shape of
the 𝑚𝜋𝜋 spectrum is necessary whenever a 𝜌 meson is reconstructed from two charged pions. This
subsection discusses the modeling of the nonresonant 𝐵+ → 𝜋

+
𝜋
−
ℓ
+
𝜈ℓ component, including the

methodologies and results.
In this thesis, results from Ref. [109] are used to address both concerns in a data-driven way. In

Ref. [109], the partial branching-fraction spectrum of 𝐵+ → 𝜋
+
𝜋
−
ℓ
+
𝜈ℓ decays as a function of 𝑚𝜋𝜋

has been measured. Since the measured spectrum includes contributions from resonant 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ

decays, it cannot be used directly to describe the nonresonant 𝐵+ → 𝜋
+
𝜋
−
ℓ
+
𝜈ℓ decays in the simulation.

While a naive subtraction of the world average total branching fraction of 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ from the
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measured total branching fraction could provide a reasonable description of the total abundance of
the nonresonant 𝐵+ → 𝜋

+
𝜋
−
ℓ
+
𝜈ℓ decays, it would not lead to an accurate representation of the 𝑚𝜋𝜋

spectrum of these decays.
Instead, in this work, a region of the measured spectrum contaminated by 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays

is defined. This corresponds to the region in 𝑚𝜋𝜋 located at the 𝜌 meson mass. We combine all
measurement points from Ref. [109] reaching into the [𝑚𝑅 − Γ𝑅, 𝑚𝑅 + Γ𝑅] region, with 𝑚𝑅 and Γ𝑅
corresponding to the PDG mass and width of the 𝜌 meson, respectively. This results in a combined bin
with edges: [0.46, 1.10] GeV. The individual measurements within this region are shown in Figure 4.1.
In Figure 4.2, the combination of the measurements within this region is shown as the black data point
within the grey band. The remaining bins shown in Figure 4.2 correspond to the ones in Ref. [109].
The bin edges are defined as: 𝑚𝜋𝜋 = [0.28, 0.46, 1.10, 1.18, 1.26, 1.34, 2.00] GeV.
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Figure 4.2: The partial branching-fraction spectrum of 𝐵+ → 𝜋
+
𝜋
−
ℓ
+
𝜈ℓ measured as a function of the 𝑚𝜋𝜋

invariant mass in Ref. [109]. The simulated nonresonant 𝐵 → 𝜋𝜋ℓ𝜈ℓ spectrum, and the result of the interpolation
of the spectrum into the 𝜌 meson mass window (shown in grey) is also shown.

The uncorrected 𝑚𝜋𝜋 spectrum of nonresonant 𝐵+ → 𝜋
+
𝜋
−
ℓ
+
𝜈ℓ decays in simulation, shown in

purple in Figure 4.2, and the measured spectrum do not agree well. One reason is that a relatively
simple phase-space model is used to simulate the nonresonant decays with EvtGen [94], corresponding
only to a physically-motivated estimate. Additionally, the simulation does not account for additional
resonances, such as the 𝑓2(1270), whose mass peak is observed in the measured spectrum in the
region surrounding 1.27 GeV.

To correct the simulated spectrum, first, the partial branching fractions measured by Ref. [109]
are assigned to the simulated nonresonant𝐵+ → 𝜋

+
𝜋
−
ℓ
+
𝜈ℓ decays in all bins except for the bin

corresponding to the 𝜌 meson mass window marked in grey in Figure 4.2. Due to the dominance of
𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ events in this bin, the partial branching fraction in this bin is estimated by interpolating

the measured partial branching fractions from the first and last bins.
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However, the appropriate functional form of the interpolation depends on the behavior of the
nonresonant decays as a function of 𝑚𝜋𝜋 . A simple model of a straight line with two free parameters
is selected, under the assumption that nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ events exhibit no resonant structure
as a function of 𝑚𝜋𝜋 . This is in agreement with the findings of Ref. [107], showing that any of the
proposed models can be represented by a sloped straight line as a function of 𝑚𝜋𝜋 within the range of
the 𝜌 meson mass bin. The interpolated point is shown in light-blue in Figure 4.2. This interpolated
partial branching fraction is assigned to all 𝐵+ → 𝜋

+
𝜋
−
ℓ
+
𝜈ℓ events falling into this bin.

The 𝑚𝜋𝜋 spectrum of the nonresonant 𝐵+ → 𝜋
+
𝜋
−
ℓ
+
𝜈ℓ events in siumlation thus corresponds to

the combination of the black and blue points shown in Figure 4.2. In this way, both the normalization
and the shape in 𝑚𝜋𝜋 are assigned in a data-driven way. The estimation of the uncertainties related to
this procedure is described in Section 8.3.6.

4.2.5 Hybrid model implementation

This subsection provides details on the modeling of the total nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ component
in simulation. The total nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays is described using the DFN [47] model, as
detailed in Section 2.2.1. This model predicts the triple-differential rate in 𝑋𝑢 particle mass 𝑚𝑋, the 𝐵
meson rest-frame lepton energy 𝐸𝐵ℓ , and 𝑞2, combined with a nonperturbative shape function using an
exponential model. In the simulation, the central values for the two relevant parameters provided in
Ref. [110] are used:

�̄� = 0.621 ± 0.041 GeV and 𝜆1 = −0.497+0.072
–0.086 GeV2

.

The distributions of 𝑚𝑋, 𝐸𝐵ℓ , and 𝑞2 for the nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays are shown in Figure 4.3.
To accurately describe the total 𝐵 → 𝑋𝑢ℓ𝜈ℓ sample composition as a function of 𝑚𝑋, 𝐸𝐵ℓ , and 𝑞2, a

hybrid model [111] approach is implemented, closely following the methodology in Ref. [112]. This
approach combines the resonant and nonresonant decay rates in bins of 𝑚𝑋, 𝐸𝐵ℓ , and 𝑞2 to recover the
inclusively measured rates. Weights 𝑤𝑖 are assigned to the nonresonant events, such that the sample
size in each bin 𝑖 is 𝐻𝑖 = 𝑅𝑖 + 𝑤𝑖 𝐼𝑖 , where 𝑅𝑖 is the number of resonant events in the bin, and 𝐼𝑖 is the
number of nonresonant events in the bin. The binning scheme is as follows:

𝑚𝑋 = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV,

𝐸
𝐵
ℓ = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV,

𝑞
2
= [0, 2.5, 5, 7.5, 10, 12.5, 15, 25] GeV2

,

The resulting distributions of 𝑚𝑋, 𝐸𝐵ℓ , and 𝑞2 for the total 𝐵+ → 𝑋𝑢ℓ𝜈ℓ samples, separated into
resonant and nonresonant contributions, are shown in Figure 4.3. The effect of implementing the
hybrid model on the distributions of the nonresonant samples is most prominently observed in the 𝑚𝑋
distribution.

4.3 Corrections based on data-MC agreement

To accurately estimate background contributions and efficiencies from simulation, the simulated
(MC) data needs to represent the collision data. Whenever deviations between the two are observed,
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Figure 4.3: Distributions of (a) 𝑋𝑢 particle mass 𝑚𝑋, (b) the 𝐵 meson rest-frame lepton energy 𝐸𝐵ℓ , and (c) 𝑞2

in 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays. The nonresonant component is modeled using the DFN model, shown before and after
implementing the hybrid model. The resonant component is also shown.

corrections are applied to efficiencies, fake rates, and overall event rates. The following subsections
describe the corrections for particle identification (PID) performance (Section 4.3.1), track momentum
and photon energy biases (Section 4.3.2), and differences in event rates between off- and on-resonance
data (Section 4.3.3).

4.3.1 Particle identification corrections

Since the PID ratios, which were introduced in Section 3.4.4, are not perfectly modeled in the
simulation, selections based on these ratios can introduce biases in the selection efficiencies of events
between collision and simulated data. This subsection describes the dedicated corrections for PID
discrepancies between collision data and simulation.

Identification efficiencies and misidentification probabilities for charged pions, kaons, electrons,
and muons are determined separately for each particle and its charge in bins of momentum and polar
angle using data samples from physics control modes. Correction tables for these efficiencies and
misidentification rates are provided by the Belle II performance group in bins of particle momentum
and polar angle for various selections on the PID ratio. These tables are then used to correct the
simulated data.

For lepton PID ratios, a study of the agreement between the efficiencies in collision and simulated
data has been conducted using 𝐽/𝜓 → ℓ

+
ℓ
−, 𝑒+𝑒− → ℓ

+
ℓ
− (𝛾), and 𝑒+𝑒− → (𝑒+𝑒−)ℓ+ℓ− modes.

Similarly, the agreement in lepton misidentification rates has been investigated in 𝐾0
𝑠 → 𝜋

+
𝜋
− and

𝑒
+
𝑒
− → 𝜏(1𝑝)𝜏(3𝑝) modes. For pion and kaon PID ratios, studies of 𝐷∗ → 𝐷

0 [𝐾𝜋]𝜋, 𝐾0
𝑠 → 𝜋

+
𝜋
− ,

and Λ
0 → 𝑝𝜋

− have been performed to determine corrections for efficiency and misidentification
rates.

The regions in momentum and polar angle not covered by the correction tables are negligible,
accounting for less than 0.01% of the simulated events. Of the covered events, the average efficiency
correction for the electron PID ratio is 0.96, with no corrections larger than 1.17. For the muon PID
ratio, the average correction is 0.92, with maximum corrections of 1.26.
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Chapter 4 Collision and simulated datasets

4.3.2 Track momentum and photon energy bias
This subsection describes the adjustments made to correct biases in track momentum and photon
energy measurements.

In a study of 𝐷∗ → 𝐷
0 [𝐾−

𝜋
+]𝜋+ decays, it was observed that the 𝐷 meson invariant mass

distribution is shifted in collision data compared to the PDG value present in the simulation. This
discrepancy originates from a minor inaccuracy in the magnetic field map used in reconstructing the
collision data, leading to a bias in track momentum. This effect is corrected by scaling the momentum
of each track using a scaling factor of 0.99987.

In studies of 𝜋0 and 𝜂 decays into two photons, it was also discovered that there is a finite bias in
the energy and resolution of the low-energy photon spectrum in collision data. This effect is corrected
by scaling the energy of each cluster not matched to a track.

4.3.3 Continuum corrections
Before comparing the simulated continuum to the off-resonance data, normalization differences in
event rates due to different luminosities and CM energies are accounted for. These corrections are
described in the following.

First, the off-resonance sample is scaled to match the luminosity of the on-resonance dataset.
Additionally, a correction factor is needed to account for 1/𝑠 dependence of the continuum production
cross-section. This means fewer continuum events occur at the on-resonance energy than predicted by
the luminosity-scaled off-resonance sample. The total scaling factor for the off-resonance sample is
given by:

Lon
Loff

×
𝐸

2
off

𝐸
2
on
,

where Lon and Loff are the luminosities of the on- and off-resonance data samples, respectively, and
the average CM energies of the on- and off-resonance data samples are given by 𝐸on and 𝐸off.
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CHAPTER 5

Event reconstruction and selection

In Chapter 3, the methods used to reconstruct particles at the Belle II experiment were described. This
chapter provides details about the specifics of event reconstruction from particle candidates.

First, the tagged and untagged approach to event reconstruction are introduced in Section 5.1. Next,
Section 5.2 described the reconstruction of the signal 𝐵 meson and signal selection steps. For decays
involving a final-state neutrino, such as 𝐵 → 𝜋ℓ𝜈ℓ and 𝐵 → 𝜌ℓ𝜈ℓ , the reconstruction process includes
estimating the so-called missing momentum attributed to the neutrino. This process is described in
Section 5.3.

Event reconstruction involves selection steps designed to enhance signal purity while maintaining
high efficiency. Two key metrics used to evaluate reconstruction and selection performance are purity
and efficiency. The total reconstruction or selection efficiency is defined as the ratio of the number
of events after reconstruction or selection to the initial number of events. Additionally, a step-wise
efficiency is defined as the ratio of the number of events after a particular selection step to the number
of events before that step. Purity is defined as the ratio of signal events to the total number of events.

During the reconstruction process, multiple event candidates may arise, each representing a different
combination of particle candidates. The number of candidates per event is referred to as the multiplicity.
In Section 5.4 and 5.5, the categorization of simulated events and the quantities used for signal
extraction are described, respectively.

5.1 Event reconstruction

This section describes two approaches to event reconstruction at the Belle II experiment. In cases where
a 𝐵 meson decays hadronically, the 𝐵 meson can be fully reconstructed by sequentially reconstructing
its daughter particles from the lowest to highest levels. However, when the 𝐵 meson decay includes a
neutrino in the final state, as in semileptonic decays, or in inclusive 𝐵 meson decays with multiple final
states, kinematic constraints are only provided by the experimental setup. As discussed in Chapter 3,
the CM energy of the SuperKEKB accelerator is slightly above the threshold needed to produce two
𝐵 mesons. Knowing the energy of the Υ(4𝑆), one 𝐵 meson can be kinematically constrained, if
information about the kinematics of the partner 𝐵 meson is available . There are two main approaches
for this, which are detailed below.
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Chapter 5 Event reconstruction and selection

Tagged approach: In the tagged approach, first one 𝐵 meson is reconstructed, known as the tag
side, and then reconstruct the signal 𝐵 meson using the remaining tracks and clusters in the event. The
tag-side reconstruction involves many channels with various selection stages, and Belle II employs a
dedicated algorithm called Full Event Interpretation [113]. The strong kinematic constraints from
the reconstructed tag side result in high signal purity; however, this approach also reduces signal
reconstruction efficiency due to the limited number of tag-side channels.

Untagged approach: Alternatively, in the untagged or inclusive-tag approach, the tag side is
not explicitly reconstructed and the focus lies solely on reconstructing the signal 𝐵 meson. The sum
of all tracks and clusters not assigned to the signal 𝐵 meson constitutes the rest of the event (ROE).
While the untagged approach lacks direct constraints from the second 𝐵 meson, kinematic constraints
implied by the ROE can still be utilized through some assumptions. Although this approach results in
lower signal purity compared to the tagged approach, it offers higher signal reconstruction efficiency.

The high signal reconstruction efficiency of the untagged approach is particularly desirable in
the early stages of a particle physics experiment, where the tagged approach provides statistically
limited results. The current size of the Belle II dataset is one of the reasons the untagged approach is
chosen for analyzing 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays. In this approach, the signal 𝐵 meson is

reconstructed from a lepton and a hadron (𝜋 or 𝜌) candidate, with neutrino properties inferred from
the missing momentum, which is determined from the difference between the known initial state and
the observed final state.

5.2 Signal 𝑩 meson reconstruction and selection
The reconstruction of signal 𝐵 mesons begins by selecting possible track candidates for the lepton
and pion. The preselection of signal event candidates is detailed in the Section 5.2.1. Subsequent
selection steps aim to reject backgrounds and enhance purity while maintaining high signal selection
efficiency. These are descirbed in Section 5.2.2.

5.2.1 Reconstruction and preselection of signal events
This section discusses the reconstruction of signal events, including intitial signal selection steps.

Initially, track candidates are required to have polar angles within the acceptance of the CDC and
transverse momenta greater than 0.05 GeV. This requirement filters out low-quality tracks that are
partially outside the full detector acceptance. At this stage, the fraction of generated signal events
correctly reconstructed in simulation is 83% for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 72% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events.

Detector and tracking inefficiencies, as well as acceptance losses, contribute to the reduction in signal
reconstruction efficiency.

The sample purity is very low, at 3.1 × 10−7 and 0.7 × 10−7 signal events per background event.
This is due to the large cross-sections of continuum and low-multiplicity processes. Additionally, event
multiplicities are very high, with approximately 132 candidates for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 700 candidates

for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ per simulated event. For continuum events, the numbers are about a factor of

three lower, and low-multiplicity events yield around five candidates per event. To improve signal
reconstruction, issues of purity and multiplicity need to be addressed. Applying stricter selection
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5.2 Signal 𝐵 meson reconstruction and selection

criteria and advanced algorithms can enhance the identification of true signal events. The following
subsections will detail these additional selection steps and their impact on improving the overall
quality of the reconstructed signal.

Application of the hlt hadron filter

Before focusing on further quality improvements, the hlt hadron filter acting on collision data is
applied to simulation. Only those simulated events that pass this filter are then selected for further
reconstruction steps. The hlt hadron filter is designed to reject events inconsistent with containing a
hadron at the HLT level. It mainly includes selection steps to reject events consistent with characteristic
Bhabha scattering and is effective at rejecting these low-multiplicity events. This is reflected in the
reconstruction efficiencies, with greater than 96% efficiency for simulated 𝐵𝐵 and continuum events,
and more than 99.95% of low-multiplicity events rejected.

Impact parameter selections

To ensure only tracks from the IP are considered, selections are imposed on the impact parameters
recommended by the Belle II performance group. For lepton candidates, 𝑑𝑟 < 1.0 cm and |d𝑧 | < 3.0 cm
are required, while for pion candidates, 𝑑𝑟 < 2.0 cm and |d𝑧 | < 4.0 cm are required. These requirements
correspond to a cylindrical region centered on the IP with a length of 3.0 cm (4.0 cm for pions) along
the 𝑧-axis and a radius of 1.0 cm (2.0 cm for pions) in the transverse plane. The chosen thresholds
are loose enough to reject particles not coming from the IP without introducing bias due to impact
parameter modeling. The looseness results in a selection efficiency greater than 97% for signal events
but it ranges from 60% to 70% for background events.

CDC hits for pion candidates

In addition, a selection criterion is applied on the number of hits in the CDC recommended by the
Belle II performance group to identify pion candidates, selecting only those with more than 20 hits.
This ensures the selected pion candidates leave enough information in the CDC to reconstruct a
high-quality track and are more likely to reach the PID detectors. Information from the PID detectors
improves performance and helps differentiate pions from electrons. The signal selection efficiency
is 93% for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 90% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ signal events. Approximately 80% of 𝐵𝐵

background, 85% of continuum, and 65% of low-multiplicity events are retained.

Pion PID selection

PID likelihood ratios, as discussed in Chapter 3.4.4 and desribed by Equations 3.1 and 3.2, are used to
select reconstructed electron, muon, and pion candidates compatible with the corresponding particle
hypotheses. All pion candidates are required to have PID likelihood ratios greater than 0.1. The
pion PID likelihood ratio includes information from the SVD, TOP counter, CDC, ECL, ARICH
counter, and KLM detector. The average pion identification efficiency is 86%, with signal selection
efficiencies of 91% and 81% for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, respectively. The kaon and

lepton misidentification rates are 7% and 0.4%, respectively, retaining 70% of the continuum and 𝐵𝐵
background events in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode and 50% in the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ mode, while only 30%

of the remaining low-multiplicity backgrounds are retained. Normalized distributions of the pion PID

47



Chapter 5 Event reconstruction and selection

likelihood ratio for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ signal, continuum, and 𝐵𝐵 background events, and the selection

thresholds, are shown in Figure 5.1(a). Similar distributions are observed for the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode.

0.0 0.2 0.4 0.6 0.8 1.0
pionID

0

5

10

15

20

25

No
rm

al
ize

d 
in

 a
rb

. u
ni

ts

Belle II
B0 +

Signal
Continuum

BB

(a)

0.0 0.2 0.4 0.6 0.8 1.0
electronID

0

5

10

15

20

25

30

35

No
rm

al
ize

d 
in

 a
rb

. u
ni

ts

Belle II
B0 +

Signal
Continuum

BB

(b)

0.0 0.2 0.4 0.6 0.8 1.0
muonID

0

5

10

15

20

25

30

35

40

No
rm

al
ize

d 
in

 a
rb

. u
ni

ts

Belle II
B0 +

Signal
Continuum

BB

(c)

Figure 5.1: Normalized simulated distributions of the (a) pion, (b) electron, and (c) muon PID likelihood
ratios for simulated signal, continuum, and 𝐵𝐵 background events in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode. The selection

thresholds are indicated, and the rejected regions are shaded grey.

Lepton PID selection

Similarly, the electron PID likelihood ratio combines information from the CDC, ECL, ARICH
counter, and KLM detector, while the muon PID likelihood ratio also includes data from the TOP
counter. The PID likelihood ratios for electron and muon candidates are required to be greater than
0.9. The average lepton identification efficiency is 92%, resulting in a signal selection efficiency of
90%. The hadron misidentification rates are 0.2% for electron PID selection and 3.2% for muon PID
selection. Lepton PID selections remove approximately 95% of 𝐵𝐵 and continuum background events,
while about 20% of the remaining low-multiplicity events are retained. Normalized distributions of
the electron and muon PID likelihood ratios for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode are shown in Figures 5.1(b)

and 5.1(c). Similar distributions are observed for the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode.

Polar angle selection

As discussed in Section 4.3.1, corrections for identification efficiencies between collision and simulated
data are applied in polar angle and momentum bins of the particle. This setup is selected, since the
identification performance varies with detector specifications, resulting in resolutions that depend
on detector region and momentum. The modeling of polar angle and momentum distributions of
lepton and pion candidates after applying corrections described in Section 4.3.1 is examined. Some
residual disagreement is observed in the extreme regions of the lepton and pion-candidate polar
angle distributions (𝜃ℓ and 𝜃𝜋). This likely results from mismodeling of the detector response in
these regions, not fully captured by the physics control modes. To address this, the mismodeled
regions are removed, retaining events with cos 𝜃ℓ > −0.85 and −0.85 < cos 𝜃𝜋 < 0.85. The signal
selection efficiency remains at 90%, and a similar fraction of background events is retained. During
the validation of fit results in Section 7.5, stability tests are performed to ensure this selection does not
bias the results.
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5.2 Signal 𝐵 meson reconstruction and selection

5.2.2 Signal-specific selections

Following the preselection steps, the overall signal selection efficiency is 59% for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ

events and 48% for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events. Purities have improved significantly, increasing by factors

of 35 and 54 to 110 × 10−7 for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 38 × 10−7 for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ . The selections are

extended by performing vertex fits [114] to the hadron and lepton candidates and require that they
converge. The fraction of candidates rejected by this vertex fit condition is very low, less than 0.01%
for all event categories. Additional signal-specific selections are implemented, as discussed in the
following subsections.

Lepton momentum

In semileptonic 𝐵 → 𝑋ℓ𝜈ℓ decays, the lepton phase space depends on the mass of the 𝑋 hadron.
Hadrons containing a charm quark, such as 𝑋𝑐 hadrons, are heavier than the pion or the 𝜌 meson.
Consequently, the lepton momentum spectrum for 𝐵 → 𝑋𝑐ℓ𝜈ℓ decays peaks at lower momenta
compared to 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays. Additionally, 𝐵 → 𝑋𝑐ℓ𝜈ℓ decays have larger branching fractions
due to the suppression of bottom quark transitions to up quarks compared to transitions to charm
quarks. This is reflected in the relative magnitudes of |𝑉𝑢𝑏 | and |𝑉𝑐𝑏 |, as discussed in Section 2.1.5.

The 𝐵 → 𝑋𝑐ℓ𝜈ℓ decays thus represent a significant background in 𝐵 → 𝑋𝑢ℓ𝜈ℓ analyses, and it is
key to reduce their contribution. One way of targeting these decays is through the lepton momentum
spectrum. First the four-momenta of electron candidates are corrected for bremsstrahlung by adding
the four-momenta of photons with cluster energies below 1.0 GeV for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 0.5 GeV

for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ , found within a cone of 0.05 rad around the electron momentum vector. The

maximum opening angle and cluster energies were optimized using simulated signal event samples.
The optimization of the bremsstrahlung correction parameters is detailed in Appendix A.1.

Normalized distributions of the CM lepton momenta 𝑝∗ℓ for simulated signal events, 𝐵𝐵, and
continuum background events are shown in Figures 5.2(a) and 5.2(b) for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ modes, respectively. In the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode, leptons with CM momenta in the

range [1.0, 2.85] GeV are selected to retain 92% of the signal events while rejecting approximately
80% of the background candidates. The lower threshold is particularly effective at targeting leptons
from 𝐵 → 𝑋𝑐ℓ𝜈ℓ events, while the upper threshold primarily filters out continuum events inconsistent
with signal 𝐵 meson decays.

Given the larger combinatorial backgrounds in the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode, a tighter lower threshold is

applied to balance signal retention and background rejection. This is possible without a significant
loss in signal selection efficiency, since the CM lepton momentum spectrum of 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays

peaks at larger values than for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ decays, due to the different spin structure of the decay

to a vector 𝜌 meson. 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events with CM lepton momenta in the range [1.4, 2.85] GeV

are selected. This selection yields a signal efficiency of 83%, with 90% of the background events
removed.

Di-pion invariant mass

In reconstructing the 𝜌 meson candidate from two charged pion candidates in the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ

mode, the di-pion invariant mass 𝑚𝜋𝜋 is investigated. The normalized distributions of 𝑚𝜋𝜋 for
simulated signal, 𝐵𝐵, and continuum background events in the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ mode are presented
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Figure 5.2: Normalized simulated distributions of the CM lepton momentum in the (a) 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and

(b) 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ modes. The normalized distribution of the invariant mass 𝑚𝜋𝜋 of the 𝜌 → 𝜋𝜋 decay in

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ decays is shown in (c). The distributions are separately shown for simulated signal, continuum,

and 𝐵𝐵 background events. The selection thresholds are indicated, and the rejected regions are shaded grey.

in Figure 5.2(c). These distributions incorporate specific models for the 𝜌 meson lineshape and the
branching fractions of nonresonant 𝐵+ → 𝜋

+
𝜋
−
ℓ
+
𝜈ℓ events, as detailed in Section 4.2.3 and 4.2.4.

While correctly reconstructed 𝜌 mesons, which do not originate from 𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ signal decays,

contribute to a peak at the 𝜌 meson mass, simulated 𝐵𝐵 and continuum background samples show
a more pronounced combinatorial background with no resonant structure below the 𝜌 meson mass
peak. To effectively reduce this combinatorial background, a tight selection around the 𝜌 meson mass
would be ideal. However, to avoid introducing bias from potential mismodeling of the 𝜌 meson mass,
a stringent selection is avoided. Potential mismodeling could arise from 𝜌-𝜔 meson interference, as
discussed in Section 4.2.3. Thus, events within a window centered on the PDG mass of the 𝜌 meson,
with a total width of three times the PDG decay width: 0.554 < 𝑚𝜋𝜋 < 0.996 GeV [37], are retained.
This selection results in a signal efficiency of 85%, retaining 35% of 𝐵𝐵 and continuum background
events, and only 0.3% of low-multiplicity events.

Hadron-lepton angle: cos 𝜽𝑩𝒀

To filter out candidates inconsistent with the kinematics of signal 𝐵 meson decays, the hadron-lepton
angle distribution is used. In semileptonic 𝐵 → 𝑋ℓ𝜈ℓ decays, the combination of the signal hadron
and lepton candidates is referred to as a 𝑌 candidate. Assuming only a single massless particle (the
neutrino) has not been reconstructed, the recoil momentum can be used to define the cosine of the
angle between the 𝑌 and the 𝐵 meson as:

cos 𝜃𝐵𝑌 =
2𝐸∗

𝐵𝐸
∗
𝑌 − 𝑚2

𝐵 − 𝑚2
𝑌

2| ®𝑝 ∗
𝐵 | | ®𝑝

∗
𝑌 |

, (5.1)

where 𝐸∗
𝐵 and | ®𝑝 ∗

𝐵 | are the energy and magnitude of the three-momentum of the 𝐵 meson, respectively,
calculated from beam properties, and 𝑚𝐵 is the mass of the 𝐵 meson [37]. Similarly, 𝐸∗

𝑌 , | ®𝑝 ∗
𝑌 |, and

𝑚𝑌 are the energy, magnitude of the three-momentum, and invariant mass of the 𝑌 candidate in the
CM frame, respectively. For correctly reconstructed signal events with perfect resolution, cos 𝜃𝐵𝑌
should range from −1 to 1.
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5.3 Missing momentum reconstruction

To retain sufficient background events for training the classifiers discussed in Chapter 6, a loose
selection of | cos 𝜃𝐵𝑌 | < 1.6 is applied. This selection achieves approximately 96% signal efficiency,
while retaining 4% and 19% of 𝐵𝐵 background events, and 15% and 46% of continuum background
events in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, respectively. As a result, the purity increases

by factors of 14 and 4 in the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, respectively. The simulated

distribution of cos 𝜃𝐵𝑌 for the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode, with the selection indicated by dashed lines, is

shown in Figure 5.3(b). A similar distribution is observed for the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode. The histogram

event categories are described in Section 5.4.
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Figure 5.3: Simulated distributions of the (a) number of tracks, (b) cos 𝜃𝐵𝑌 , and (c) missing momentum angle
in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode. The events are categorized as described in Section 5.4. Each distribution is shown

after the preceding selection has been applied. Selection thresholds are indicated, and the rejected regions are
shaded grey.

5.3 Missing momentum reconstruction

In untagged semileptonic measurements at B-factories, although the signal neutrino is undetected, its
properties can be inferrred from the ROE. This section introduces the concept of missing momentum,
which is attributed to the neutrino. The accuracy of predicting the missing momentum from ROE
information depends on the quality of the tracks and clusters included, and thus specific requirements
on these components are imposed. These requirements and additional event selection steps based on
ROE information are also discussed below.

Concept and definition of missing momentum

At B-factories such as the SuperKEKB accelerator, the initial conditions are well-known, including
that the sum of the momenta of the two 𝐵 mesons corresponds to the momentum of the Υ(4𝑆) meson,
®𝑝Υ(4𝑆) . Assuming that the ROE includes all tracks and clusters associated with the non-signal 𝐵
meson:

®𝑝Υ(4𝑆) = ®𝑝ROE + ®𝑝𝑋 + ®𝑝ℓ + ®𝑝𝜈 ,

where ®𝑝ROE is the sum of the momenta of all tracks and clusters in the ROE, and ®𝑝𝑋, ®𝑝ℓ , and ®𝑝𝜈 are
the three-momenta of the hadron, lepton, and neutrino, respectively. In the CM frame of the Υ(4𝑆)
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meson, the missing momentum is defined as:

®𝑝 ∗
𝜈 = −( ®𝑝 ∗

𝑋 + ®𝑝 ∗
ℓ + ®𝑝 ∗

ROE).

Since the neutrino is not detected, its momentum is considered the missing momentum, i.e., ®𝑝 ∗
miss = ®𝑝 ∗

𝜈 .
Similarly, the missing energy can be defined as 𝐸∗

miss = 𝐸
∗
𝜈 . The missing four-momentum in the CM

frame is then given by:

(𝐸∗
miss, ®𝑝

∗
miss) = (𝐸∗

Υ(4𝑆) , ®𝑝
∗
Υ(4𝑆) ) −

(∑︁
𝑖

𝐸
∗
𝑖 ,

∑︁
𝑖

®𝑝 ∗
𝑖

)
,

where 𝐸∗
𝑖 and ®𝑝 ∗

𝑖 are the CM energy and momentum of the 𝑖th track or cluster in the event, respectively.
An alternative definition of the missing energy is often used: 𝐸∗

miss = 𝐸
∗
𝜈 = | ®𝑝 ∗

𝜈 | = | ®𝑝 ∗
miss |. This

definition is preferred to avoid using information about the energy of the ROE. This approach is
advantageous because the energy of each particle in the ROE depends on the mass hypothesis applied,
making energy determination prone to errors from particle identification. Nevertheless, even using
the momentum of the ROE to estimate energy introduces a residual error due to the mass hypothesis
applied when transforming individual momenta from the lab frame to the CM frame.

ROE track and cluster selection

To obtain an accurate prediction of the neutrino momentum, the ROE must be as pure and complete as
possible. To achieve this the quality of both tracks and clusters contributing to the ROE needs to be
considered. As discussed earlier, applying the correct mass hypothesis to tracks is crucial for defining
the energy and momentum of the ROE. Thus, each track in the ROE is assigned its “most-likely”
particle hypothesis by selecting the mass hypothesis 𝛼 that maximizes the PID likelihood ratio PID𝛼.

To minimize the impact of beam-induced background and acceptance losses, the following
requirements are imposed on track candidates contributing to the ROE:

• Tracks must be within the CDC acceptance,

• Tracks must have transverse momenta greater than 0.05 GeV,

• Tracks must have impact parameters satisfying d𝑟 < 1.0 cm and |d𝑧 | < 3.0 cm.

For clusters included in the ROE, recommendations from the Belle II performance group re applied.
Each cluster must be within the CDC acceptance and consist of more than one crystal. Additionally,
only clusters detected within 200 ns of the collision time are considered, which corresponds to
approximately five times the mean timing resolution of the calorimeter.

To ensure that the simulated ROE matches the ROE in collision data, the track and cluster
distributions, such as transverse momentum 𝑝𝑡 and cluster energy, are compared between simulation
and collision data. The agreement for various 𝑝𝑡 and cluster energy thresholds is examined in the
forward, barrel, and backward detector regions. The procedure is detailed in Appendix A.2. Good
agreement is observed in the 𝑝𝑡 distributions with a threshold of 𝑝𝑡 > 0.05 GeV, indicating no need
for tighter track requirements.

For cluster energy spectra, the agreement between simulated and collision data is highly dependent
on beam-induced background levels, which vary significantly by detector region. Given that beam-
induced backgrounds primarily produce low-energy clusters, regions with significant discrepancies
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are eliminated using energy thresholds. Therefore, region-dependent cluster energy thresholds are
introduced. Clusters with energies greater than 0.060, 0.050, and 0.075 GeV in the forward, barrel,
and backward directions, respectively, are allowed to contribute to the ROE.

Selection on missing momentum angle

After selecting the tracks and clusters contributing to the ROE, events are addressed where massive
particles escape undetected, potentially biasing the missing momentum estimation. Accurately
estimating the missing momentum is essential for achieving high resolution in the signal extraction
variables (see Section 5.5). Events with the polar angle of the missing momentum 𝜃miss in the lab
frame outside the CDC acceptance are therefore rejected, requiring 0.30 rad < 𝜃miss < 2.72 rad.
The simulated distribution of 𝜃miss is shown in Figure 5.3(c). A similar distribution is observed for
the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ mode. This selection results in an efficiency of approximately 95% for all event

categories in both modes.

Selection on track multiplicity

The average track multiplicity of 𝐵 meson decays at the Υ(4𝑆) energy is about 5.4 [115], so the
number of tracks in the ROE is expected to peak around five. Including an additional two (three) tracks
from the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ (𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ) signal side, the total number of tracks for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ

(𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ) signal events should peak around seven (eight). The simulated distribution of track

number for the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode is shown in Figure 5.3(a). A similar distribution is observed for

the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode.

Track multiplicity is a critical feature for distinguishing between signal and low-multiplicity events.
A significant fraction of Bhabha, two-photon, and other low-multiplicity events can be rejected without
major losses in signal selection efficiency by setting a minimum track threshold. This threshold is
determined by examining the background with the highest track count, which are primarily two-photon
events like 𝑒𝑒 → 𝑒𝑒𝑒𝑒 and 𝑒𝑒 → 𝑒𝑒𝜇𝜇, each resulting in four tracks. Thus, only events with more
than four tracks are retained. The threshold is indicated by the dashed line in Figure 5.3(a). The signal
selection efficiency is 88% for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events and 99% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, due to the

different number of tracks on the signal 𝐵 meson side. This discrepancy arises from the additional
track on the signal 𝐵 meson side in 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events compared to 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events. This

selection retains only 0.07% of low-multiplicity events and eliminates an additional 20% of continuum
backgrounds.

After these reconstruction and selection steps, the overall signal selection efficiency is 45% for
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ and 30% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events. Purities have increased by factors of 58 and 77

compared to those mentioned in Section 5.2.2, reaching 6.4 × 10−4 (𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ) and 3.0 × 10−4

(𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ).

5.4 Event categorization

The simulated event categories depicted in Figure 5.3 are based on the origin of the signal lepton
candidate. Events are divided into two primary categories: 𝐵𝐵 events and continuum backgrounds.
The 𝐵𝐵 event category is further subdivided into signal, cross-feed, 𝐵 → 𝑋𝑢ℓ𝜈ℓ , 𝐵 → 𝑋𝑐ℓ𝜈ℓ , and
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other 𝐵𝐵 background categories. These event categories are described in the following and they are
revisited during the signal extraction discussion in Chapter 7.

Signal: Correctly reconstructed signal events are classified as signal or true signal events. Events
where the signal lepton is correctly reconstructed but the signal hadron is not fall into the combinatorial
signal category. Another signal category is isospin-conjugate signal events. In the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ

mode, these events correspond to cases where the signal lepton originates from a 𝐵+ → 𝜋
0
ℓ
+
𝜈ℓ decay.

In the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode, they refer to events where the signal lepton is produced in a 𝐵0 → 𝜌

−
ℓ
+
𝜈ℓ

decay. In Figure 5.3, true, combinatorial, and isospin-conjugate signal events are shown as separate
event categories.

Cross-feed: In the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode, the cross-feed category includes events where the signal

lepton originates from a 𝐵 → 𝜌ℓ𝜈ℓ decay. In the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode, a similar category is defined

for 𝐵 → 𝜋ℓ𝜈ℓ cross-feed events. Defining these cross-feed components helps in cross-linking the two
reconstruction modes during signal extraction, as discussed in Section 7.4.

𝑩 → 𝑿𝒖ℓ𝝂ℓ and 𝑩 → 𝑿𝒄ℓ𝝂ℓ: Events where the signal lepton originates from other 𝐵 → 𝑋𝑢ℓ𝜈ℓ
decays are categorized under 𝐵 → 𝑋𝑢ℓ𝜈ℓ background. This category includes events where 𝑋𝑢 is
a well-known resonant state (𝜔, 𝜂, 𝜂′). It also contains events where the signal lepton comes from
nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, such as 𝐵 → 𝜋𝜋ℓ𝜈ℓ decays. Figure 5.3 shows these nonresonant
𝐵 → 𝜋𝜋ℓ𝜈ℓ background events as a separate event category. Similarly, the 𝐵 → 𝑋𝑐ℓ𝜈ℓ background
category includes all events where the signal lepton comes from a 𝐵 → 𝑋𝑐ℓ𝜈ℓ decay.

Other 𝑩𝑩: The previously mentioned categories cover events where the signal lepton is produced
directly in a semileptonic 𝐵 meson decay (primary lepton) and has been correctly identified (true
lepton). The other 𝐵𝐵 background category encompasses remaining 𝐵𝐵 background events. This
category includes events with incorrectly identified signal leptons (fake leptons) or cases where the
signal lepton does not originate directly from a semileptonic decay (secondary lepton). Additionally,
it includes a small number of events where leptons are produced in other 𝐵 meson decays, such as
𝐵 → 𝑋𝑠ℓℓ with 𝑋𝑠 being a hadron containing a strange quark.

Continuum: The continuum background category consists of events where the electron-positron
collision produces a 𝑞𝑞 or 𝜏𝜏 pair, rather than an Υ(4𝑆) meson and a 𝐵𝐵 pair. Low-multiplicity events
remaining after the previous selections are also included in the continuum background category. This
predominantly includes 𝑒𝑒 → 𝑒𝑒𝜏𝜏 events.

5.5 Signal extraction variables

In this section the variables used to extract signal events are described. This includes the beam-
constrained mass 𝑀bc and the energy difference Δ𝐸 , which are constructed using beam energy
information. The method used to reconstruct the squared momentum transfer 𝑞2 from the 𝐵 meson to
the hadron is also described.
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5.5 Signal extraction variables

Beam-constrained mass and energy difference

To test the kinematic consistency of an event with a signal 𝐵 meson decay, ROE information is used to
define the beam-constrained mass 𝑀bc and the energy difference Δ𝐸 . The beam-constrained mass
is the invariant mass of the 𝐵 meson, with the single-beam energy 𝐸∗

beam in the Υ(4𝑆) rest frame
assigned as the reconstructed energy of the 𝐵 meson, which is half of the CM energy

√
𝑠. In the CM

frame, 𝑀bc is thus defined as

𝑀bc =

√︃
𝐸
∗2
beam − | ®𝑝 ∗

𝐵 |
2
=

√︄(√
𝑠

2

)2

− | ®𝑝 ∗
𝐵 |

2
, (5.2)

where ®𝑝 ∗
𝐵 is the reconstructed momentum of the 𝐵 meson in the Υ(4𝑆) rest frame. The energy

difference Δ𝐸 is defined as the difference between the reconstructed and expected 𝐵 meson energy. In
the CM frame, it is given by

Δ𝐸 = 𝐸
∗
𝐵 − 𝐸∗

beam = 𝐸
∗
𝐵 −

√
𝑠

2
, (5.3)

where 𝐸∗
𝐵 is the reconstructed energy of the 𝐵 meson, and the expected 𝐵 meson energy is 𝐸∗

beam.
To calculate both Δ𝐸 and 𝑀bc, the four-momentum of the reconstructed 𝐵 meson in the CM frame

𝑝
∗
𝐵 must be known. Using the definition of missing momentum from Section 5.3, ®𝑝 ∗

𝐵 = ®𝑝 ∗
𝑋 + ®𝑝 ∗

ℓ + ®𝑝 ∗
miss

and 𝐸∗
𝐵 = 𝐸

∗
𝑋 + 𝐸∗

ℓ + | ®𝑝 ∗
miss | are defined. The resolutions of Δ𝐸 and 𝑀bc are limited by the accuracy

of estimating the neutrino momentum using ROE information. Thus, the contents and purity of the
ROE, described in Section 5.3, are crucial.

The distributions of Δ𝐸 and 𝑀bc in the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode (before applying selections on the

number of tracks, missing momentum, and cos 𝜃𝐵𝑌 ) are shown in Figure 5.4(a) and 5.4(b), respectively.
Similar distributions are observed for the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ mode. As expected, the energy difference Δ𝐸

is consistent with 0 GeV for correctly reconstructed signal events. For these events, 𝑀bc is consistent
with the 𝐵 meson mass, approximately 5.279 GeV [37].
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Figure 5.4: Simulated distributions of (a) Δ𝐸 and (b) 𝑀bc in the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode before applying cuts on

the number of tracks, missing momentum, and cos 𝜃𝐵𝑌 .
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A two-dimensional fit region in Δ𝐸 and 𝑀bc with −0.95 < Δ𝐸 < 1.25 GeV and 5.095 < 𝑀bc <

5.295 GeV is defined. Visualizing the effect of the selection is helpful with two-dimensional
distributions of Δ𝐸 and 𝑀bc, shown for signal and background events in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode in

Figure 5.5(a) and 5.5(b), respectively. Similar distributions are observed for the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode.

In Figure 5.4 the fit region selection is indicated by dashed lines, while in Figure 5.5, it is represented
by the green box. The selected region is enriched in signal, while it retains sub-regions sufficiently
populated by backgrounds for distinguishing events during signal extraction.
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Figure 5.5: Two-dimensional distributions of Δ𝐸 and 𝑀bc for simulated (a) signal and (b) background events in
the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode. The selected fit region is marked by the green rectangle.

The signal selection efficiency for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ events is 82%, while 85% of the background events

are rejected. For 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events, the signal efficiency is similar, but the fraction of rejected

background events is smaller at 70%. The reduced background rejection is due to the background in
the Δ𝐸 distribution peaking closer to the selected fit region than in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode. This

feature is due to the combination of the selection on the di-pion invariant mass of the 𝜌 → 𝜋𝜋 decay,
the tighter lepton momentum selection, and reconstruction losses in the 𝜌 meson.

Momentum transfer squared
As discussed in Section 2.2, the momentum transfer squared 𝑞2 describes the kinematics of semileptonic
decays. For exclusive final states, 𝑞2 is used to parameterize the form factor, which includes non-
perturbative effects. By measuring the differential decay rate as a function of 𝑞2, the value of |𝑉𝑢𝑏 |
can be determined, as detailed in Equations 2.15 and 2.16.

For semileptonic 𝐵 → 𝑋ℓ𝜈ℓ decays, 𝑞2 is defined by

𝑞
2
= (𝑝𝐵 − 𝑝𝑋)

2
= (𝑝ℓ + 𝑝𝜈)

2
, (5.4)

where 𝑝𝐵, 𝑝𝑋, 𝑝ℓ , and 𝑝𝜈 represent the four-momenta of the 𝐵 meson, hadron, lepton, and neutrino,
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respectively. The upper endpoint of 𝑞2 is determined by the masses of the 𝐵 meson and the hadron.
For 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ decays, this endpoint is 26.4 GeV2, and for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays, it is 20.3 GeV2.

The lower endpoint is set by the mass of the lepton. For decays involving light leptons (e, 𝜇), the
lepton mass is negligible, resulting in a lower endpoint of 0 GeV2.

To perform a differential measurement, the 𝑞2 range is divided into 13 bins for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and

10 bins for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ . The first 12 (9) bins have uniform widths, while the final bins extend to

the respective kinematic endpoints. The bin labels and edges for 𝑞2 are: 𝑞1 : 𝑞2 ∈ [0, 2], 𝑞2 : [2, 4],
𝑞3 : [4, 6], 𝑞4 : [6, 8], 𝑞5 : [8, 10], 𝑞6 : [10, 12], 𝑞7 : [12, 14], 𝑞8 : [14, 16], 𝑞9 : [16, 18],
𝑞10 : [18, 20(20.3)], 𝑞11 : [20, 22], 𝑞12 : [22, 24], 𝑞13 : [24, 26.4] GeV2.

In simulation, 𝑞2 bins can be defined both in true and reconstructed 𝑞2 spaces. True values of
𝑞

2 are calculated from the generated 𝐵 meson and hadron momenta using Equation 5.4. Ideally,
reconstructed values of 𝑞2 are obtained by reconstructing the momenta of the 𝐵 meson and hadron.
However, due to the missing neutrino component, this process is less straightforward as the 𝐵 meson
momentum must be estimated. Several approaches to estimating this momentum are discussed and
compared below:

Rest frame: A straightforward approach assumes that the 𝐵 mesons decay at rest. In this scenario,
the 𝐵 meson energy is half the CM energy, and its momentum is zero. In reality, the 𝐵 meson is not at
rest but carries a total momentum of 0.332 GeV due to the difference between the Υ(4𝑆) mass and
twice the 𝐵 meson mass. Therefore, the resolution in 𝑞2 using the rest frame method is limited by this
assumption.

Diamond Frame: Alternative methods use the kinematics of the signal hadron and lepton candidates
to predict the 𝐵 meson momentum ®𝑝 ∗

𝐵. The Diamond Frame technique [116] predicts the 𝐵 meson
momentum using the cos 𝜃𝐵𝑌 variable defined in Equation 5.1. This method constrains the 𝐵 meson
momentum to lie on the surface of a cone defined by the 𝜃𝐵𝑌 angle and the 𝑌 candidate momentum.
Figure 5.6(a) shows a sketch of the cone construction. The 𝐵 meson momentum is determined as a
weighted average over possible configurations on the cone surface, with a weight of sin2

𝜃𝐵. This
weight is based on the assumption that the electron-positron beams are effectively massless and
polarized along the beam axis. The produced spin−1 Υ(4𝑆) meson thus has its spin aligned with the
axis, and it decays to two spinless 𝐵 mesons with prior probability of the 𝐵 meson flight direction
relative to the beam axis following a sin2

𝜃𝐵 distribution. The average over ten configurations of the 𝐵
meson momentum, evenly distributed in azimuthal angle on the cone, is predicted as the 𝐵 meson
momentum. Figure 5.6(a) illustrates two such configurations.

ROE method: The ROE method combines kinematic information from the signal hadron and
lepton candidates, represented by 𝜃𝐵𝑌 , with the ROE momentum vector. The 𝐵 meson momentum
vector on the 𝜃𝐵𝑌 cone that is most back-to-back with the ROE vector is selected. Figure 5.6(b)
illustrates the ROE method [117]. The chosen 𝐵 meson momentum vector is the one on the 𝜃𝐵𝑌 cone
that maximizes the projection onto the inverted ROE momentum vector, − ®𝑝 ∗

ROE.

Combined method: The combined method integrates the Diamond Frame and ROE methods.
This approach resembles the Diamond Frame technique, but before averaging over the ten vectors on
the 𝜃𝐵𝑌 cone, each vector is weighted by 1

2 (1 − 𝑝 ∗
𝐵 · 𝑝 ∗

ROE). Here, 𝑝 ∗
𝐵 and 𝑝 ∗

ROE are the unit vectors of
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(a)

(b)

Figure 5.6: (a) Illustration of the cone defined by 𝜃𝐵𝑌 and the 𝑌 candidate momentum used to predict the 𝐵
meson momentum using the Diamond Frame technique. Image from Ref. [116]. (b) Illustration of the ROE
method, which selects the 𝐵 meson momentum vector on the 𝜃𝐵𝑌 cone that is most back-to-back with the ROE
momentum vector.

®𝑝 ∗
𝐵 and ®𝑝 ∗

ROE, respectively. This factor adjusts for the projection onto the ROE momentum vector.
Additionally, the sin2

𝜃𝐵 weight is included in the combined method [118].

The resolutions in 𝑞2 obtained using the rest frame, Diamond Frame, ROE, and combined methods
for simulated 𝐵0 → 𝜋

−
𝜇
+
𝜈𝜇 and 𝐵+ → 𝜌

0
𝜇
+
𝜈𝜇 are shown in Figure 5.7(a) and 5.7(b), respectively.

The ROE method exhibits the most prominent peak in resolution but also displays long tails. The
Diamond Frame technique has a less pronounced peak and does not exhibit long tails. The combined
method effectively integrates the advantages of both the ROE and Diamond Frame techniques.
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Figure 5.7: Resolution in 𝑞2 achieved in simulation using the rest frame, Diamond Frame, ROE, and combined
(labeled as D + ROE Frame) methods for simulated (a) 𝐵0 → 𝜋

−
𝜇
+
𝜈𝜇 and (b) 𝐵+ → 𝜌

0
𝜇
+
𝜈𝜇 signal events.

58



5.5 Signal extraction variables

The resolutions are quantitatively compared by approximating them as Gaussian functions, as shown
in Figure 5.7. For each method, the width of the corresponding Gaussian function is determined. The
smallest width 𝜎 is achieved using the combined method for both modes. For 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ signal events, the resolutions are 𝜎 = 0.395 GeV2 and 𝜎 = 0.438 GeV2, respectively.

The poorer resolution in the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode is mainly due to reconstruction losses associated with

the 𝜌 meson. To fully assess the most suitable method, it is necessary to evaluate not just the widths
but also the tail behavior of the resolution functions. Therefore, the fraction of events falling outside
the [−𝜎, 𝜎] range for each method, as indicated in the legends of Figure 5.7, is also determined. For
both 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, the combined method results in the smallest fraction of

events outside this range. Thus, the combined method is used for estimating 𝑞2, as in simulation it
better assigns events to the correct true and reconstructed 𝑞2 bins compared to the other methods.

The resolutions in 𝑞2 decrease with increasing 𝑞2, ranging from 0.09–0.60 GeV2 for simulated
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ events and 0.16–0.84 GeV2 for simulated 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events. These values are

smaller than the defined momentum transfer bin widths. Since the reconstructed values of 𝑞2

determined this way depend on cos 𝜃𝐵𝑌 , which is calculated using the beam energy, the effects of
potential beam-energy differences in collision and simulated data on the 𝑞2 resolutions need to be
evaluated. This is described in Section 8.3.2.

The performance of the combined method is further evaluated using bin migration matrices. The
process of bin migration refers to the misclassification of events from one 𝑞2 bin to another due to the
resolution limits of the detector system or the statistical fluctuations inherent in the simulated datasets
used to model the physical processes. This misclassification can distort the true shape of the 𝑞2

distribution, leading to systematic uncertainties in the extracted parameters. The bin migration matrix
entry with indices 𝑖, 𝑗 represents the fraction of events reconstructed in 𝑞2 bin 𝑖 with true 𝑞2 in bin 𝑗 .
Ideally, diagonal entries with 𝑖 = 𝑗 would be unity, with no events reconstructed in incorrect 𝑞2 bins.
Figure 5.8 presents the bin migration matrices for simulated 𝐵0 → 𝜋

−
𝜇
+
𝜈𝜇 and 𝐵+ → 𝜌

0
𝜇
+
𝜈𝜇 events.

The 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode shows significantly larger bin migrations compared to the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ

mode.
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Figure 5.8: Migration matrices for 𝑞2 bins from the combined method (labeled as D + ROE Frame) for simulated
(a) 𝐵0 → 𝜋

−
𝜇
+
𝜈𝜇 and (b) 𝐵+ → 𝜌

0
𝜇
+
𝜈𝜇 signal events.
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CHAPTER 6

Background suppression

After reconstructing and selecting signal events, as discussed in Chapter 5, the dominant background
contributions from continuum and 𝐵𝐵 events are addressed. Figure 6.1 shows the simulated
distributions of Δ𝐸 , 𝑀bc, and reconstructed 𝑞2 for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes. The

contributions from continuum and 𝐵𝐵 backgrounds stand out. This chapter describes the suppression
of these backgounds using multivariate analysis (MVA) to create classifiers that differentiate between
signal and background events.
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Figure 6.1: Simulated distributions of Δ𝐸 (left), 𝑀bc (middle), and reconstructed 𝑞2 (right) for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ

(top) and 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ (bottom) modes, following the selections described in Chapter 5.

First, Section 6.1 introduces the concept of MVA. In Section 6.2 its implementation and performance
within the work discussed in this thesis are outlined. Subsequent to applying these background-
suppression techniques, a best candidate selection is conducted, described in Section 6.3 . The overall
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Chapter 6 Background suppression

effectiveness of the selection process is discussed in Section 6.4.

6.1 Multivariate analysis

This section introduces the concept of multivariate analysis (MVA), which involves techniques for
extracting information from data using multiple variables. In particle physics, MVA methods are often
employed to enhance signal-to-background ratios by classifying events. MVA algorithms may rely on
linear algebra or integrate machine-learning (ML) techniques. ML algorithms exploit correlations in
underlying statistical distributions that might not be immediately visible.

Common ML methods for classification in particle physics include neural networks and decision
trees. These methods are trained using datasets with labeled data points categorized as signal or
background. The output of the MVA classifier measures the ability to distinguish between signal and
background categories and is, in some respects, proportional to a signal probability. Neural networks
consist of layers of interconnected nodes (neurons), where connections are weights adjusted iteratively
to maximize the signal probability. Decision trees use sequential cuts at nodes, with the final path
determined by the highest signal probability. This discussion will focus on decision trees, although
many concepts also apply to neural networks.

A key metric for evaluating MVA performance is the receiver operating characteristic (ROC) curve.
The ROC curve plots background rejection versus signal efficiency, with the area under the ROC
curve (AUC) obtained by integrating this function. Ideally, a perfect separation between signal and
background categories results in an AUC of 1.0. If the MVA method performs no better than random
guessing, the AUC is 0.5.

Further validation is required to ensure that the model generalizes beyond the training data to avoid
overfitting (also known as overtraining). Overfitting occurs when the model memorizes the training
data, capturing specific features or noise unique to that sample. A hypothesis test using both training
and independent test samples with labeled data points can detect overfitting. The null hypothesis
assumes that the test and training samples are statistically equivalent. A p-value is calculated based on
the difference between test and training sample classifier distributions. The p-value quantifies the
probability of observing the measured (or a more extreme) difference. Overfitting, indicated by a
p-value below 0.05 [119], is common with single decision trees that have too many nodes, enabling
them to target specific features.

An overly simple model can also be problematic, as it may fail to capture all key features of the
sample. This results in disagreement between test and training sample classifiers, known as underfitting
(or undertraining). A hypothesis test can detect underfitting with p-values greater than 0.95 [119].
Underfitting can often be mitigated by slightly increasing model complexity.

Reducing overfitting is typically more challenging, as simplifying the model reduces sensitivity to
both noise and key features. To address overfitting, multiple trees (an ensemble) can be trained and
combined using a boosting algorithm. Data points are weighted based on how well they are classified
by each tree, with weights propagated during subsequent tree training, and each tree contributes to the
final signal probability. This type of decision tree is known as a boosted decision tree (BDT). When
the final classifier is constructed by combining the outputs of all trees rather than using only the final
tree, it is called a gradient boosted decision tree. A stochastic gradient boosted decision tree (SGBDT)
further reduces overfitting by training individual trees on subsets of the total sample.

To some extent, SGBDT performance can be tuned using hyperparameters, including:
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6.2 Background suppression using boosted decision trees

• Number of trees: The total number of trees in the ensemble.

• Depth of the trees: Controls how deep each tree can grow.

• Number of cuts in a tree: Determines the total number of allowed cuts within a tree.

• Shrinkage: The rate at which trees are combined, scaling each tree’s contribution.

• Sampling rate: The size of the sample subset used for training each tree within the SGBDT.

Tuning these hyperparameters can reduce overfitting and improve SGBDT classification performance.

6.2 Background suppression using boosted decision trees
Following the introduction of multivariate analysis (MVA), this section describes its application in the
work discussed in this thesis. Given the dominance of 𝐵𝐵 and continuum backgrounds, as observed in
Figure 6.1, the goal is to target these backgrounds specifically.

The setup of the BDT classifiers including the used data samples are discussed in Section 6.2.1,
while the selected input variables are described in Section 6.2.2. Multiple SGBDTs are trained using
the FastBDT [120] package integrated within the basf2 framework. The validation of the classifiers
and the rationale for selecting SGBDTs over simpler cut-based methods is discussed in Section 6.2.3.
The performance of selecting on the output classifiers is described in Section 6.2.4.

6.2.1 Classifier setup and data samples
To address the dominant 𝐵𝐵 and continuum backgrounds in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ

modes, methods are implemented to suppress these events. The approaches, selected setup and data
samples used to achieve this goal are discussed in this subsection.

One approach to suppress background events involves training a single BDT classifier for each
mode to distinguish between signal and background events. An alternative approach trains separate
classifiers to target continuum and 𝐵𝐵 backgrounds individually. This separation is motivated by the
expectation that distinguishing signal from continuum events is easier compared to 𝐵𝐵 events, due to
more distinct event shapes. The difference in event shape between continuum and 𝐵𝐵 events arises
from the absence of 𝐵 mesons and the hadronization of quark pairs into jets in continuum events.
Further details are provided in Section 6.2.2.

Initially, continuum suppression classifiers are trained to separate signal from continuum events.
In the second stage, the focus lies on 𝐵𝐵 events that are signal-like, identified by selecting regions
with continuum suppression classifier outputs greater than 0.8. In these signal-enriched regions, 𝐵𝐵
background suppression classifiers are trained to target events that were not rejected by the continuum
suppression classifiers.

Figure 6.1(c) shows that background composition varies in each 𝑞2 bin, especially for 𝐵𝐵 background,
where the other 𝐵𝐵 category dominates at low 𝑞

2, the 𝐵 → 𝑋𝑐ℓ𝜈ℓ events dominate at intermediate
𝑞

2 and 𝐵 → 𝑋𝑢ℓ𝜈ℓ events dominate at high 𝑞2. To optimize background suppression in each 𝑞2 bin,
separate BDT classifiers are trained for each reconstructed 𝑞2 bin. The 𝑞10 bin in the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ

mode is firther split into two bins (𝑞10: 𝑞2 ∈ [18, 19.5], 𝑞11: 𝑞2 ∈ [19.5, 20.3]) to improve signal
sensitivity in the highest 𝑞2 bin. This results in a total of 2 × (13 + 11) = 48 BDTs.

The data samples used for training and validating the BDT classifiers are defined as follows. Each of
the 48 BDT classifiers is trained and tested using simulated events with a 50:50 split between signal and
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background events. Continuum background samples include simulated continuum, 𝜏-pair, and two-
photon 𝑒𝑒𝜏𝜏 events, with negligible contributions from other two-photon and low-multiplicity events.
The continuum background samples consist of simulated continuum and taupair data corresponding to
an integrated luminosity of 600 fb−1 to ensure the 𝑞2 bin with the fewest events has at least 500,000
events. Additionally, the full sample of simulated two-photon and low-multiplicity events, scaled to
600 fb−1, is used.
𝐵𝐵 background samples are derived from 1 ab−1 of generic simulated data, including both neutral

and charged 𝐵-meson events, excluding true signal events. A larger luminosity compared to the
continuum sample is required because 𝐵𝐵 background suppression classifiers are trained in the
signal-enriched regions of the continuum suppression classifiers, resulting in lower 𝐵𝐵 background
retention. Signal samples consist of correctly-reconstructed signal events from the full simulated
signal sample. In each 𝑞2 bin, the number of signal events is scaled to match the number of background
events. The samples for 𝐵𝐵 and continuum background suppression are split into training and test
samples with a 70:30 ratio.

After selecting the final list of input variables (see Section 6.2.2), a grid search is conducted to
determine the optimal hyperparameter settings. The number of trees has the most significant impact on
the AUC. The focus lies thus on finding the value that maximizes it. For continuum suppression BDT
classifiers, the best performance is achieved with 200 trees, while 𝐵𝐵 suppression BDT classifiers
perform best with 150 trees. Other hyperparameters have a lesser impact on the AUC and are set to
default values in the basf2 framework, as follows:

• Number of trees = 200 / 150

• Depth of the trees = 3

• Number of cuts in a tree = 8

• Shrinkage = 0.2

• Sampling rate = 0.5

6.2.2 Input variables
Before training the BDT classifiers using the training data samples described above, potential input
variables are selected. This process is described in this subsection.

First a preliminary list of input variables is produced and any poorly modeled variables are removed.
From the remaining variables, those with the highest feature importance are selected to create the
final list of input variables for each BDT classifier. In the FastBDT package, feature importance is
calculated by comparing the AUC when including the variable in the training to the AUC when it is
excluded [120]. This approach quantitatively measures the impact of an input variable on the final
classifier.

For the 24 continuum suppression BDT classifiers, the ten input variables with the highest feature
importance are used. For the 24 𝐵𝐵 background suppression BDT classifiers, the top twelve variables
are selected. The reason for including two additional variables in the 𝐵𝐵 background suppression
BDT classifiers is that 𝐵𝐵 background events are more similar to signal events compared to continuum
events based on event shape. As a result, the individual discriminating power of each input variable
is lower. By allowing the 𝐵𝐵 background suppression BDT classifiers to use information from two
additional input variables, a partial compensation for this effect occurs.
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6.2 Background suppression using boosted decision trees

In producing the final list of input variables, none of the selected input variables are allowed to
strongly correlate with Δ𝐸 , 𝑀bc, or 𝑞2. Specifically, correlations between these variables and Δ𝐸 ,
𝑀bc, or 𝑞2 are required to be lower than 0.7. Additionally, to remove redundancy in the provided
information, correlations between input variables for signal events are required to be less than 0.95.

In the following, the input variables are described in detail, starting with the event shape variables
and continuing with variables describing aspects of event kinematics and topology. Finally, the final
lists of input variables is presented.

Event-shape variables

The variables describing the event shape are particularly relevant for suppressing continuum back-
grounds. Signal and continuum events at B-factories exhibit distinct event shapes due to their
production mechanisms. For continuum events, in the CM frame of the incoming electron-positron
pair, the quark and antiquark are produced back-to-back. Due to their low masses compared to
the collision energy, the produced quarks have high energies. The quarks hadronize due to color
confinement, leading to jet-like behavior in the lab frame because of the boost from the CM frame.
This effect is illustrated in Figure 6.2(a).

In contrast, for 𝐵𝐵 events, the Υ(4𝑆) meson energy is just above the threshold for producing two 𝐵
mesons. In the CM frame, the 𝐵mesons are nearly at rest. In the lab frame, this results in near-isotropic
(spherical) angular distributions of the 𝐵 meson decay products, as shown in Figure 6.2(b).

The distinct event shapes of 𝐵𝐵 and continuum events provide substantial discriminating power.
However, this discriminating power is not limited to continuum events alone. Signal and 𝐵𝐵

background events also exhibit distinct event shapes, though the differences are more subtle compared
to continuum events. Below, three categories of event-shape variables are described.

(a) (b)

Figure 6.2: Illustration of (a) the jet-like continuum and (b) the spherical 𝐵𝐵 event shape in the lab frame,
resulting from the high momenta of the produced quarks 𝑝(𝑞) and the very low momenta of the 𝐵 mesons 𝑝(𝐵).
Image from Ref. [121]
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Thrust variables: The thrust axis ( ®𝑇) is defined as the axis along which the sum of the projected
momenta of the tracks ( ®𝑝𝑖) in the event is maximal [122]:

®𝑇 = max

(∑︁
𝑖

®𝑇 · ®𝑝𝑖

)
The thrust is the magnitude of this axis. For jet-like events, such as those from continuum processes,
the thrust is expected to be close to 1. For isotropic events, the thrust value is distributed around 0.5.
Distinct thrust axes are also defined for the tracks related to the signal 𝐵 meson and those belonging to
the ROE. The magnitudes of these axes are called Thrustsig and ThrustROE, respectively.

The cosine of the angle between the total thrust axis and the axis describing the sum of the momenta
of all tracks in the event is referred to as cos 𝜃Thrust. This angle is expected to be close to 0 for jet-like
events, such as continuum events, where the two axes should coincide. This results in a cos 𝜃Thrust
distribution peaking at 1. Conversely, for 𝐵𝐵 events, a uniform angular distribution is expected
without structure in cos 𝜃Thrust. Additionally, cos 𝜃z is defined as the cosine of the angle between the
total thrust axis and the beam axis.

Fox-Wolfram moments: The Fox-Wolfram moments describe the momentum distribution in an
𝑁-particle system [123]. The ℓ-th order normalized moment is given by:

ℎ
𝑘
ℓ =

∑𝑁
𝑖, 𝑗 | ®𝑝𝑖 | | ®𝑝 𝑗 |𝑃ℓ (cos 𝜃𝑖 𝑗)∑𝑁

𝑖, 𝑗 | ®𝑝𝑖 | | ®𝑝 𝑗 |

where | ®𝑝𝑖 | is the momentum magnitude of the 𝑖-th particle, 𝑃ℓ (cos 𝜃𝑖 𝑗) is the Legendre polynomial of
degree ℓ, and 𝜃𝑖 𝑗 is the angle between the vectors ®𝑝𝑖 and ®𝑝 𝑗 . In this work, the index 𝑘 = 𝑠𝑜 indicates
that particle 𝑖 is related to the signal 𝐵 meson, while particle 𝑗 is part of the ROE. For 𝐵𝐵 events, the
momentum vectors of the particles related to the signal 𝐵 meson are largely uncorrelated with those
of the ROE particles. In contrast, for continuum events, the momentum vectors of the reconstructed
𝐵 meson and the ROE are correlated. Thus, the distributions of ℎ𝑘ℓ are expected to differ between
continuum and 𝐵𝐵 events.

Cleo cones: The CLEO cones describe the momentum flow around the thrust axis of a particle
system [124]. Nine cones (cc1–9) are defined centered around the total thrust axis, with each successive
cone having an opening angle increasing in ten-degree steps. The momentum within each of these
cones is measured. For 𝐵𝐵 events, the flight directions of the particles should be uncorrelated. In
contrast, for jet-like continuum events, the flight directions of particles within the jet are correlated,
resulting in different distributions for the CLEO cone variables.

Kinematic and topological variables

In addition to event-shape variables, there is another category of variables that focus on individual
aspects of the reconstructed 𝐵 meson candidate or the ROE. These variables describe the event
topology or the kinematics of particles within the event. Some of these variables are effective in
distinguishing signal events from both continuum and 𝐵𝐵 background events. Others are specifically
designed to target differences between signal and the remaining 𝐵𝐵 events.
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6.2 Background suppression using boosted decision trees

Some of these variables have already been introduced in previous reconstruction or selection steps.
These include the 𝜒2 probability of the vertex fit to the signal pion and lepton candidates, cos 𝜃𝐵𝑌 ,
𝜃miss, the number of tracks, 𝑝ROE, and cos 𝜃ℓ . In addition, the cosine of the angle between the signal
𝐵 meson momentum vector and the vector connecting its fitted vertex to the IP, both in the plane
parallel and perpendicular to the beam axis, is included. These are defined as cos 𝜃p,ip and cos 𝜃XY

p,ip,
respectively. Another important discriminating variable is cos 𝜃𝑊ℓ , which is the cosine of the angle
between the lepton’s direction in the𝑊 boson frame and the𝑊 boson’s direction in the 𝐵 meson frame.
In the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ mode, the distribution of cos 𝜃𝑣 , defined as the cosine of the angle between the 𝜌

meson direction in the 𝐵 meson frame and the pion direction in the 𝜌 meson rest frame, also provides
a clear distinction between signal and background events.

Final list of input variables

After training the 48 BDT classifiers using the preliminary list of variables described above, the
ten (twelve) variables with the highest feature importance for each continuum (𝐵𝐵 background)
suppression BDT classifier are selected.

The final input variables for each of the continuum suppression BDT classifiers for the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ

and 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ modes are listed in Figure 6.3(a) and 6.3(b). The relative importance of each input

variable is shown. The “×” indicates that the variable was not selected for the relevant BDT classifier.
The cos 𝜃Thrust is among the most discriminating variables for suppressing continuum backgrounds
across all 𝑞2 bins, for both 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes. For some variables, such as

cos 𝜃𝑊ℓ and ℎso
22, there is a strong dependence of feature importance on 𝑞2. This observed behavior is

one reason for training separate classifiers for different 𝑞2 bins.
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Figure 6.3: The input variables and their relative feature importance for the continuum suppression BDT
classifier in each 𝑞2 bin for the (a) 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and (b) 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes.

Similarly, the final input variables for each of the 𝐵𝐵 background suppression BDT classifiers
for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes are listed in Figure 6.4(a) and 6.4(b). Except for

the lowest 𝑞2 bins in the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode, where cos 𝜃𝐵𝑌 dominates, the greatest discriminating
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power is provided by cos 𝜃𝐵𝑌 , cos 𝜃𝑊ℓ , and the 𝜒2 vertex fit probability. In the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode,

the latter two variables exhibit the highest feature importance. The feature importance also shows a
dependence on the 𝑞2 bin for the 𝐵𝐵 background suppression classifiers. This reflects the difference
in background composition across different 𝑞2 bins. Variables that effectively distinguish signal
from 𝐵 → 𝑋𝑐ℓ𝜈ℓ events are important in intermediate 𝑞2 bins, where 𝐵 → 𝑋𝑐ℓ𝜈ℓ background is
predominant. However, if these variables do not differentiate well between signal and 𝐵 → 𝑋𝑢ℓ𝜈ℓ
events, their importance decreases in high 𝑞2 bins, where 𝐵 → 𝑋𝑢ℓ𝜈ℓ events are more common.
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Figure 6.4: The input variables and their relative feature importance for the 𝐵𝐵 background suppression BDT
classifier in each 𝑞2 bin for the (a) 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and (b) 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes.

6.2.3 Classifier validation and performance

After finalizing the list of input variables and training the classifiers, the absence of overfitting or
underfitting needs to be verified. The validation of the classifiers and their performance is described
in this subsection.

To validate the classifiers, the Kolmogorov-Smirnov test [125] is used to evaluate p-values, as
described in Section 6.1. The p-values obtained separately for signal and background events are
within the range of 0.05–0.95. Additionally, the ROC curves for the training and test samples are
compared and good agreement is observed. Both tests indicate that no overfitting or underfitting is
occurring.

Next, the performance of the BDT classifiers is evaluated by examining the ROC curves. The ROC
curves for the continuum suppression BDT classifiers for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes

are shown in Figure 6.5. The AUCs are all greater than 0.95, indicating that each classifier provides
substantial discriminating power between signal and continuum events. The ROC curves for the 𝐵𝐵
background suppression BDT classifiers for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes are also

shown in Figure 6.5. The AUCs are all greater than 0.77 but are lower than those of the continuum
suppression BDT classifiers. The reduced discriminating power of the 𝐵𝐵 background suppression
classifiers is expected due to the more similar event shapes of the backgrounds. This effect is further
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6.2 Background suppression using boosted decision trees

enhanced by training these classifiers using a signal-enriched sample.
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Figure 6.5: ROC curves of the continuum (top) and 𝐵𝐵 background (bottom) suppression BDT classifiers for
the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ (left) and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ (right) modes. The areas under the ROC curves are provided.

Further, the performance achieved by the classifiers is compared to that of a cut-based approach
within each 𝑞2 bin. To achieve the same level of background rejection with a cut-based approach,
significant losses in signal selection efficiency are conceded. When using the three most discriminating
variables—cos 𝜃𝐵𝑌 , cos 𝜃Thrust, and the 𝜒2 vertex fit probability—the signal selection efficiencies are
up to 30% lower. Thus, for the purpose of the work described in this thesis, the BDT classifiers
outperform the cut-based approach.

6.2.4 Classifier selection
After applying the classifiers to the simulated and collision data samples, they are used to suppress
backgrounds. The selections on the classifiers and their performance at suppressing backgrounds are
discussed in this subsection.

The distributions of the continuum and 𝐵𝐵 background suppression classifiers for one example 𝑞2

bin in simulated and collision data for the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode are shown in Figure 6.6(a) and 6.6(b).

The continuum suppression classifier distribution clearly peaks at 0 for continuum events and at 1 for
signal events. In contrast, the 𝐵𝐵 background suppression classifier distribution shows more overlap
between signal and 𝐵𝐵 events, with peaks towards 0 and 1 but less pronounced.
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Figure 6.6: Distributions of the (a) continuum and (b) 𝐵𝐵 background suppression classifiers in the 𝑞6 bin
of the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode in simulated and collision data. The ratio between the entries in simulated and

collision data is shown in the lower panel.

The backgrounds are supressed by performing a two-dimensional selection on the continuum and
𝐵𝐵 background suppression BDT classifiers for each reconstructed 𝑞2 bin. The reasons for using
separate thresholds for each 𝑞2 bin are similar to those for training separate classifiers. Firstly, it
accounts for the varying contributions of continuum and 𝐵𝐵 background events to the total background.
Secondly, selecting per reconstructed 𝑞2 bin reduces the risk of introducing sharp features into the
true 𝑞2 spectrum, which could bias the measurement of |𝑉𝑢𝑏 | from form-factor fits.

Minimum thresholds on the classifiers (𝐶out,1, 𝐶out,2) are selected by maximizing the figure of merit
(FOM) predicted by simulation for each reconstructed 𝑞2 bin. The FOM is a measure of statistical
signal significance and is defined as:

FOM(𝐶out,1, 𝐶out,2) =
𝑁sig√︁

𝑁sig + 𝑁bkg
,

where 𝑁sig and 𝑁bkg are the numbers of signal and background events in the 𝑞2 bin when thresholds
𝐶out,1 and 𝐶out,2 are applied. Example plots of the FOM as a function of the 𝐵𝐵 background and
continuum suppression classifiers for the 𝑞1 and 𝑞8 bin of the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode are shown in

Figure 6.7. While the continuum classifier dominates at low 𝑞
2 where the continuum background is

most dominant, the 𝐵𝐵 background classifier gains in importance in intermediate 𝑞2 bins, where the
contribution from the 𝐵𝐵 background grows.
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events with classifiers above the thresholds listed in Table 6.1 are

selected. In the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ (𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ) mode, these selections retain 55% (48%) of the signal,

but only 4% (1%) of the 𝐵𝐵 background, and 1% (0.6%) of the continuum events in simulation.
The agreement of the selection efficiency between simulated and collision data relies on correctly
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Figure 6.7: Plot of the FOM as a function of lower thresholds on the continuum and 𝐵𝐵 background suppression
classifiers in the (a) 𝑞1 and (b) 𝑞8 bin of the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode from simulation. The thresholds corresponding

to the maximum FOM values are marked with a cross.

modeled input variable distributions. The presence of any potentially concerning mismodeling is
enhanced by selecting on the BDT classifiers. The agreement in the input variable distributions
between simulated and collision data after applying the minimum thresholds listed in Table 6.1 is
examined. Generally good agreement is observed, with p-values in the range 0.05–0.95. To account
for residual uncertainties in the signal selection efficiencies the classifier distributions in simulated
and collision data are compared (see Section 8.3.3).

6.3 Best candidate selection

After selecting on the BDT classifiers, different event multiplicities are accounted for using a best
candidate selection discussed in this section. While the multiplicity for reconstructed 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ

events is 1.08, for reconstructed 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events it is 1.18. For 𝐵𝐵 background and continuum

events, the multiplicities are larger. While in the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode, these are 1.13 and 1.29,

respectively, in the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode, the multiplicities are 1.29 and 1.43.

In events with multiple candidates in either or both the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes,

one candidate is randomly selected and the others are discared to avoid any bias. This best candidate
selection ensures that a single event cannot contribute multiple times to either or both the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ

and 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ modes.

By checking the agreement of the overall multiplicities between simulated and collision data, a
correct modeling of the multiplicities is verified. This check is repeated for different data-taking
periods and consistently good agreement is observed. This indicates a negligible uncertainty on the
signal selection efficiency.
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Table 6.1: Continuum and 𝐵𝐵 background classifier thresholds for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events

across different reconstructed 𝑞2 bins determined by maximizing the FOM.

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ

𝑞
2 bin Continuum 𝐵𝐵 Continuum 𝐵𝐵

𝑞1 0.975 0.467 0.983 0.647
𝑞2 0.918 0.450 0.950 0.592
𝑞3 0.902 0.432 0.945 0.647
𝑞4 0.898 0.588 0.901 0.691
𝑞5 0.912 0.612 0.901 0.758
𝑞6 0.923 0.707 0.851 0.769
𝑞7 0.898 0.667 0.829 0.824
𝑞8 0.842 0.694 0.923 0.857
𝑞9 0.822 0.633 0.934 0.857
𝑞10 0.877 0.671 0.945 0.868
𝑞11 0.898 0.593 0.950 0.846
𝑞12 0.916 0.547
𝑞13 0.941 0.534

6.4 Signal selection efficiencies

The best candidate selection completes the signal selection process. The performance of the selection,
focusing on the total signal selection efficiencies, is described in this section.

In the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode, the purity has increased to 1.4 signal events per 100 events. In the

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ mode, there are 1.6 signal events per 100 events. These results correspond to increases

by factors of 21 and 54 compared to the samples before background suppression using the BDT
classifiers. Overall, the purities have increased by factors of 104 in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode and 105

in the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode. The total signal selection efficiencies are 15% for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events

and 7% for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events. The reduced efficiency in the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ mode, compared to the

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ mode, is necessary to achieve similar levels of purity in both modes.

To ensure no sharp features were introduced into the 𝑞2 spectrum, the signal efficiencies are
examined in bins of true 𝑞2. The signal selection efficiency in a given true 𝑞2 bin is defined as the
number of signal events in that bin after all selections divided by the number of initial signal events in
the same bin. For simulated signal events divided into true 𝑞2 bins based on the boundaries given in
Section 5.5, the signal selection efficiencies 𝜖 range from 9% to 19% in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode and

from 3% to 9% in the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode. The signal efficiencies in each 𝑞2 bin, including statistical

and systematic uncertainties, are presented in Table 6.2. These efficiencies are also shown as functions
of 𝑞2 in Figure 6.8.

The efficiencies presented in Table 6.2 include contributions from both true and combinatorial
signal events. These are labeled as “total signal” in Figure 6.8. Efficiencies related to true signal
events only are also shown. Overall, nearly flat efficiency distributions are observed, confirming that
the 𝑞2 spectra remain largely undistorted by the selections. Combinatorial signal events contribute
mainly at high 𝑞2, as indicated by the increase in total signal selection efficiencies compared to true
signal selection efficiencies in those regions.
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Table 6.2: Signal efficiencies in % for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ events in each true 𝑞2 bin from

simulation after all selections have been performed. The signal samples include true and combinatorial signal
events. The first uncertainty is statistical and the second is systematic.

𝑞
2 bin

Signal efficiency [%]
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ

𝑞1 9.90 ± 0.09 ± 0.06 3.812 ± 0.058 ± 0.017
𝑞2 13.15 ± 0.11 ± 0.08 5.821 ± 0.067 ± 0.038
𝑞3 16.03 ± 0.12 ± 0.10 6.989 ± 0.069 ± 0.049
𝑞4 16.67 ± 0.12 ± 0.10 7.951 ± 0.072 ± 0.060
𝑞5 16.76 ± 0.13 ± 0.10 8.259 ± 0.071 ± 0.069
𝑞6 16.96 ± 0.13 ± 0.09 8.246 ± 0.070 ± 0.068
𝑞7 17.39 ± 0.13 ± 0.08 7.465 ± 0.067 ± 0.066
𝑞8 17.48 ± 0.14 ± 0.08 6.353 ± 0.064 ± 0.060
𝑞9 18.35 ± 0.15 ± 0.09 6.442 ± 0.071 ± 0.065
𝑞10 18.34 ± 0.16 ± 0.12 6.517 ± 0.088 ± 0.089
𝑞11 18.03 ± 0.17 ± 0.16
𝑞12 16.70 ± 0.19 ± 0.25
𝑞13 14.27 ± 0.27 ± 0.28
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Figure 6.8: Signal efficiencies as a function of true 𝑞2 for (a) 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and (b) 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ signal events.

Efficiencies are shown for the sum of true and combinatorial signal events (labeled as total signal) and separately
for true signal events.

Statistical uncertainties on the efficiencies are calculated assuming the number of selected events
follows Poisson distributions. Systematic uncertainties include those due to lepton and pion PID
performance. For the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ mode, uncertainties also arise from potential mismodeling of the

𝜌 meson lineshape. Additionally, systematic uncertainties include contributions from mismodeling of
the BDT classifiers, as discussed in Section 6.2.4. Other uncertainties account for bin migrations due
to limited simulated sample sizes or residual form-factor dependence. The origin and evaluation of
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these uncertainties are described in Chapter 8.3.3.
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After signal selection and background suppression, the distributions of Δ𝐸 , 𝑀bc, and 𝑞2 for the
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes in simulated and collision data are shown in Figure 7.1. The

lower panels provide a comparison of the data samples, illustrating the difference between collision
and simulated data divided by the combined uncertainty. Distributions of Δ𝐸 and 𝑀bc within each
reconstructed 𝑞2 bin are provided in Appendix B.1.
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Figure 7.1: Distributions of Δ𝐸 (left), 𝑀bc (middle), and 𝑞2 (right) in the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ (top) and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ

(bottom) modes for simulated and collision data after signal selection and background suppression. The hatched
areas represent statistical and systematic uncertainties on the simulated distributions, detailed in Chapter 8. The
lower panels show the difference between collision and simulated data divided by the combined uncertainty.
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In this chapter the development of a signal extraction method to simultaneously measure 𝐵0 →
𝜋
−
ℓ
+
𝜈ℓ and 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ signal events in 𝑞2 bins is described. In addition, the application of

the developed method in the determination of the partial branching fractions of 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ decays, which are used to extract |𝑉𝑢𝑏 |, is discussed. First, the methods for parameter

estimation through fits are described in Section 7.1. The selected implementation as a simultaneous
extended binned maximum likelihood fit is explained in Section 7.2. This further includes a discussion
of the likelhood function in Section 7.3. Next, the fit components (templates), parameters and variables
are discussed in Section 7.4, highlighting the treatment of the continuum and signal templates.

In Section 7.5, the results obtained from fitting the three-dimensional distribution of Δ𝐸 , 𝑀bc, and
reconstructed 𝑞2 are presented. Finally, the determination of the partial and total branching fractions
is described in Section 7.6.

7.1 Parameter estimation though fits
This section introduces methods for parameter estimation, which aims to determine the values of
parameters within a theoretical model that best explain the observed data. Two primary methods
for parameter estimation through fits are chi-square and likelihood-based fits, each with distinct
advantages and suitable applications.

Chi-square fits: The chi-square statistic is calculated as the sum of the squared differences
between observed and expected values, normalized by the variance of the observed values. The best-fit
parameters are those that minimize the chi-square statistic, indicating the smallest relative deviation
between the model predictions and the observed data. Chi-square fits are most appropriate when the
uncertainties in the data are well-understood and can be approximated by a Gaussian distribution.

Likelihood-based fits: Likelihood-based fits are more flexible, as they can accommodate data
with non-Gaussian error distributions. They are especially useful for complex models or datasets with
varying sizes. Maximum likelihood estimation techniques construct likelihood functions that quantify
how well the model’s predicted distributions match the observed data.

7.2 Maximum likelihood fit method
Given the flexibility of likelihood-based fits in handling varying dataset sizes and uncertainty
estimations, a maximum likelihood fit is developed for the work discussed in this thesis to extract the
number of signal events. Different approaches exist for implementing maximum likelihood fits, and in
this section the selected setup is described.

First the choice between binned and unbinned maximum likelihood estimation is considered.
Unbinned maximum likelihood estimation utilizes each data point individually without grouping the
data points into bins. While this approach makes full use of the available data, it can be computationally
intensive for large datasets. In contrast, binned maximum likelihood estimation groups the data into
bins, which reduces computational complexity and is making it particularly advantageous for large
datasets. Due to these reasons, a binned approach is selected, though the choice of bin size and range
may introduce potential biases.
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7.3 Construction of the likelihood function

The predicted distributions used in the maximum likelihood estimation are derived from probability
density functions associated with each model component, known as templates. Each template is
characterized by a yield, representing the expected number of observations or entries. The fit templates
are discussed in more detail in Section 7.4. During the fitting process, the yields of specific components
are either fixed at predetermined values or they can be allowed to vary within a defined range. This
flexibility enables the fit to incorporate prior knowledge or constraints on certain components while
exploring the parameter space for others.

The outcome of a maximum likelihood fit is a set of yields, one for each component. These yields
correspond to the point of maximum likelihood, reflecting the best agreement between the model and
the observed data under the constraint that the total yield (the sum of all component yields) remains
constant. In this work, the total number of events is not known a priori and must be determined as
part of the fitting process. An extended binned maximum likelihood fit is implemented, which allows
the total yield to vary within constraints derived from Poisson statistics, accounting for statistical
fluctuations in the counts of observed events.

Finally, to constrain the cross-feed components between the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ

modes, a simultaneous fit is employed. With this approach common parameters across both datasets
can be extracted, while also accommodating dataset-specific parameters.

7.3 Construction of the likelihood function

Next, a likelihood function is constructed to be maximized during signal extraction. this process and
the resulting likelihood function is described in this section.

For a binned maximum likelihood fit, the likelihood function is based on the counts (frequencies) of
data points within each bin. Therefore, to define the likelihood function for the fit, first the expected
number of events for component 𝑝 in each bin 𝑙, denoted as 𝜈exp

𝑙, 𝑝
, is defined. Ideally, 𝜈exp

𝑙, 𝑝
matches

the number of events for component 𝑝 in bin 𝑙 from simulation, 𝜈sim
𝑙, 𝑝 . However, by introducing

per-component scale factors 𝑎𝑝 the fit may adapt the model based on observed data:

𝜈
exp
𝑙, 𝑝

= 𝑎𝑝 × 𝜈
sim
𝑙, 𝑝

These scale factors describe the ratio of the measured to simulated yield of each component. The total
number of events in bin 𝑙 is given by:

𝜈
exp
𝑙

=
∑︁
𝑝

𝑎𝑝𝜈
sim
𝑙, 𝑝 .

The likelihood function to be maximized is defined as:

−2 lnL( ®𝑎) = −2 ln
∏
𝑙

Poisson(𝑁𝑙, 𝜈
exp
𝑙

), (7.1)

where 𝑁𝑙 is the observed number of events in bin 𝑙. The fit parameters are represented by the vector
®𝑎, which contains the scale factors 𝑎𝑝 for each fit component. The Poisson distribution term in the
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Chapter 7 Branching fraction measurement

likelihood function is given by:

Poisson(𝑁𝑙, 𝜈
exp
𝑙

) =
(𝜈exp
𝑙

)𝑁𝑙𝑒
−𝜈exp

𝑙

𝑁𝑙!
.

For a simultaneous fit to the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, the likelihood function in

Equation 7.1 is extended to include individual likelihoods for each mode: Lcomb = L𝜋ℓ𝜈 × L𝜌ℓ𝜈 . The
total likelihood function is therefore:

−2 lnLcomb( ®𝑎comb) = −2 ln

[∏
𝑙

Poisson(𝑁 𝜋ℓ𝜈𝑙 , 𝜈
exp, 𝜋ℓ𝜈
𝑙

) ×
∏
𝑚

Poisson(𝑁𝜌ℓ𝜈𝑚 , 𝜈
exp,𝜌ℓ𝜈
𝑚 )

]
, (7.2)

where 𝑙 and 𝑚 denote the bins in the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, respectively. The vector

®𝑎comb contains scale factors for components in both modes, including those shared between them.
In the work described in this thesis, the likelihood function in Equation 7.2 is numerically maximized

using the iminuit package [126].

7.4 Fit templates, parameters and variables

To extract the signal yields of 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays, a simultaneous extended

binned maximum likelihood fit is performed. In this section, the templates and parameters used in
the fit, as well as the fit variables and binning choices, are described. A special focus is laid on the
treatment of the continuum template in Section 7.4.1 and the composition of the signal templates in
Section 7.4.2.

Fit templates

First, the model components associated with background event categories are defined. The background
in each signal mode is considered separately and categorized into four components: 𝐵 → 𝑋𝑐ℓ𝜈ℓ ,
𝐵 → 𝑋𝑢ℓ𝜈ℓ , other 𝐵𝐵, and continuum events, as detailed in Section 5.4. The fit templates are
generated from simulated samples corresponding to 3 ab−1 of 𝐵𝐵 events and 1 ab−1 of continuum
events. Due to the limited size of these samples, there are uncertainties in the template shapes that
must be considered in the fit.

The simulated samples are modeled and corrected as outlined in Chapter 4. Continuum templates
are derived from simulated continuum samples, which are then reweighted to correct for discrepancies
between simulated and off-resonance data. The process of reweighting continuum templates is
described in Section 7.4.1.

In addition to the eight background templates, there is one independent total signal template for
each true 𝑞2 bin in each mode. By dividing the signal samples into true-𝑞2 templates, branching
fractions can be derived within true 𝑞2 bins, which are essential for extracting |𝑉𝑢𝑏 | from differential
measurements. This binning approach in true instead of reconstructed 𝑞2 also reduces the impact of
uncertainties in 𝑞2 resolution modeling.

The 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ signal templates include contributions from true, combinatorial, and isospin-

conjugate signal events, and cross-feed events (𝐵 → 𝜋ℓ𝜈ℓ events reconstructed in the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ
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mode). Similarly, the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ signal templates consist of true, combinatorial, and isospin-

conjugate signal events, as well as cross-feed events (𝐵 → 𝜌ℓ𝜈ℓ events reconstructed in the
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ mode). Due to these cross-feed events, the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes

are interconnected through shared signal templates. The construction and composition of these signal
templates are discussed in more detail in Section 7.4.2.

Fit parameters

Next, the fit parameters are defined, which are estimated during the maximization of the likelihood
function given by Equation 7.2. These parameters are elements of the vector ®𝑎comb. Since distinct
background templates are constructed for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ modes, the fit

parameters include separate scale factors 𝑎 (𝜋/𝜌)𝑝 for each mode ((𝜋/𝜌)ℓ𝜈) and each background
component 𝑝.

Additionally, for each true 𝑞2 bin 𝑖 and each mode, there are signal scale factors 𝑎𝜋𝑖 and 𝑎𝜌
𝑖
. Because

the cross-feed events in the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode are included in the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ signal template,

and vice versa, the signal scale factors are shared between the two modes.
The scale factors are generally unconstrained. However, for the two continuum background

templates, Gaussian penalty factors are introduced to constrain the continuum yields to match the
entries of the scaled off-resonance dataset. Table 7.1 summarizes the 31 templates and corresponding
scale factors.

Table 7.1: Summary of templates and scale factors used in the fit for background and signal components. For
each true 𝑞2 bin 𝑖 and each signal mode, there is one signal scale factor: 𝑎𝜋𝑖 for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝑎𝜌

𝑖
for

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ . All fit parameters are free, except for 𝑎𝜋cont and 𝑎𝜌cont, which are constrained by off-resonance

data.

Component Reconstructed mode
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ

Signal:

True signal 𝑎
𝜋
𝑖 𝑎

𝜌

𝑖

Combinatorial signal 𝑎
𝜋
𝑖 𝑎

𝜌

𝑖

Isospin-conjugate signal 𝑎
𝜋
𝑖 𝑎

𝜌

𝑖

Cross-feed 𝑎
𝜌

𝑖
𝑎
𝜋
𝑖

Background:

𝐵 → 𝑋𝑢ℓ𝜈ℓ 𝑎
𝜋
𝑋𝑢ℓ𝜈

𝑎
𝜌

𝑋𝑢ℓ𝜈

𝐵 → 𝑋𝑐ℓ𝜈ℓ 𝑎
𝜋
𝑋𝑐ℓ𝜈

𝑎
𝜌

𝑋𝑐ℓ𝜈

Other 𝐵𝐵 𝑎
𝜋

𝐵𝐵
𝑎
𝜌

𝐵𝐵

Continuum 𝑎
𝜋
cont 𝑎

𝜌

cont

Fit variables

Lastly, Δ𝐸 and 𝑀bc are selected as fit variables, due to their significant discriminating power, as
outlined in Section 5.5. These variables effectively separate signal from background and differentiate
between various background components. While Δ𝐸 and 𝑀bc distributions vary slightly between
different true 𝑞2 signal templates, they do not sufficiently differentiate between these templates.
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Chapter 7 Branching fraction measurement

To enhance the fit’s ability to distinguish between different true 𝑞2 signal templates, the reconstructed
𝑞

2 is reconstructed as an additional fit variable. As demonstrated by the bin migration matrices
in Figure 5.8, there is a strong correlation between true and reconstructed 𝑞2, which helps the fit
to discriminate between signal templates corresponding to distinct true 𝑞2 bins. Moreover, the
reconstructed 𝑞2 distribution provides additional discrimination among the backgrounds, as seen in
Figure 7.1.

This approach of utilizing true 𝑞2 templates to fit the reconstructed 𝑞2 distribution is novel compared
to the traditional method, which employs reconstructed 𝑞2 templates along with unfolding to true 𝑞2

bins. A key advantage of this novel method is that it inherently accounts for resolution effects that
may cause events generated in one 𝑞2 bin to be reconstructed in another. This approach includes 𝑞2

resolution uncertainties directly in the fit uncertainty, avoiding the need for additional uncertainty
propagation associated with standard unfolding procedures.

Thus, a fit to the binned three-dimensional distributions of Δ𝐸 , 𝑀bc, and reconstructed 𝑞2 is
performed. The reconstructed 𝑞2 distribution is binned according to the same 𝑞2 bins used for the true
𝑞

2 templates, as detailed in Section 5.5. The two-dimensional fit region in Δ𝐸 and 𝑀bc, defined in
Section 5.5, is divided into 20 bins with the following boundaries:

• Five bins in Δ𝐸 : [−0.95, −0.35, −0.15, 0.15, 0.40, 1.25]

• Four bins in 𝑀bc: [5.095, 5.175, 5.250, 5.295]

The binning is initially chosen by dividing the Δ𝐸 and 𝑀bc ranges into equidistant bins. A finer
binning is then applied in signal-enriched regions to create bins with high purity for signal definition.
Similarly, bin boundaries are adjusted to achieve very low purity in bins for effective background
constraint. Although bin boundaries are tuned manually, the impact of binning optimization is
evaluated. The significance of the extracted signal templates (defined as the fitted value of the related
scale factor divided by its uncertainty) does not strongly depend on the chosen binning. To avoid
potential biases and sensitivity to detector or resolution mismodeling, the binning is not further
optimized. Thus, there are 13 (𝑞2) × 5 (Δ𝐸) × 4 (𝑀bc) = 260 bins in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ mode, and 10

(𝑞2) × 5 (Δ𝐸) × 4 (𝑀bc) = 200 bins in the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode, resulting in a total of 460 bins.

7.4.1 Continuum template: Reweighting
Before performing the fit to extract the signal scale factors as outlined above, the continuum templates
need to be constructed. This process is described in this subsection.

Ideally, the off-resonance data would be used directly in the fit, after correcting it as described in
Section 4.3.3, since it should closely represent the continuum background component in on-resonance
data. However, due to the small size of the off-resonance sample, particularly after suppressing
continuum events, using it directly to construct fit templates leads to significant statistical fluctuations
in individual bins.

Instead, the simulated continuum events are reweighted using off-resonance data to create a
reweighted simulated sample to use as the continuum template during signal extraction. Reweighting
reduces the dimensionality of the fit binning described above by using fewer bins for the reweighting
process. This method incorporates shape constraints from off-resonance data without the large
statistical fluctuations encountered when using the data directly in the fit.

To produce the weights, first the reconstructed 𝑞2 shapes of simulated continuum events are compared
to those of off-resonance data. Similar normalization differences are present in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and
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7.4 Fit templates, parameters and variables

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ modes, with a ratio of 1.2 between the number of events in off-resonance and simulated

data. After correcting the simulated continuum data for total normalization, the agreement between
simulated continuum and off-resonance data in the three signal extraction variables: Δ𝐸 , 𝑀bc, and
reconstructed 𝑞2, is evaluated. The distributions for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes are

shown in Figure 7.2 using the fit binning described above.
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Figure 7.2: Distributions of Δ𝐸 (left), 𝑀bc (middle), and 𝑞2 (right) in the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ (top) and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ

(bottom) modes, comparing simulated continuum and off-resonance data after scaling the simulated continuum
samples to match the number of events in off-resonance data (scale factor of 1.2). The hatched areas represent
statistical and systematic uncertainties on the simulated distributions, as described in Chapter 8. The lower
panels show the difference between collision and simulated data divided by the combined uncertainty. The
bright green line represents the simulated distribution prior to reweighting.

While the shape agreement in 𝑀bc appears reasonable, there is a potential shift in Δ𝐸 in the
simulated continuum data relative to off-resonance data. In addition, the reconstructed 𝑞2 distributions
in simulated continuum data do not closely resemble those in off-resonance data, particularly at high
reconstructed 𝑞2. The excess of events in off-resonance data at high reconstructed 𝑞2 is investigated by
examining the characteristics of these events. First, the samples are split by lepton flavor and charge,
where it is found that the excess is predominantly in the electron sample. The excess is also observed
at low missing momentum angles and in the forward and backward endcaps. Additionally, event
charge and cluster distributions align with those of two-photon processes with high multiplicity.

The excess may be due to two-photon processes simulated with insufficient cross sections or
mismodeled low-multiplicity backgrounds with more tracks in data than in simulation. Given the
relatively well-known cross sections for two-photon processes and the agreement in the number of
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tracks between simulated and collision data, it is more likely that the excess arises from two-photon
processes not included in the simulation. These include nonresonant processes, such as 𝑒𝑒 → 𝑒𝑒𝑋

where 𝑋 is a hadronic system with multiple final-state particles. They can mimic signal events and
contribute to observed excesses at high 𝑞2 when high-momentum electrons and low-momentum
particles within 𝑋 are reconstructed as signal lepton and hadron candidates.

These residual differences are corrected by adjusting the simulated two-dimensional reconstructed
𝑞

2 and Δ𝐸 spectra using bin-by-bin event weights, defined as the ratio of off-resonance events to
simulated continuum events in each bin. The reconstructed 𝑞2 distribution is binned using the fit
binning, while Δ𝐸 is split into low and high Δ𝐸 regions based on the fit binning ([−0.95, −0.1] and
[−0.1, 1.25]). The choice of two Δ𝐸 bins allows for potential shifts while maintaining a sufficient
number of off-resonance events for reweighting. The reweighted distributions of Δ𝐸 and 𝑀bc in each
reconstructed 𝑞2 bin for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes are provided in the Appendix A.4.

Any remaining discrepancies in Δ𝐸 shapes are accounted for by the uncertainty assigned to the
continuum template, as described in Section 8.3.8.

This method of reweighting the distributions of reconstructed 𝑞2 and Δ𝐸 without considering 𝑀bc
assumes that the difference between off-resonance and simulated continuum data is independent of
𝑀bc. This assumption is validated by examining p-values from Kolmogorov-Smirnov tests [125],
comparing 𝑀bc distributions in the reweighted simulated continuum and off-resonance data. The
obtained p-values agree with consistent distributions, justifying the use of the reweighted continuum
samples as the continuum templates for signal extraction.

7.4.2 Signal templates: Composition

In addition to describing the continuum templates in detail, the composition of the signal templates is
discussed in this subsection. The simulated signal samples are categorized into true 𝑞2 bins, treating
each bin as an independent signal template. These templates include true signal, combinatorial signal,
isospin-conjugate signal, and cross-feed events. First, the combination of true and combinatorial
signal components is addressed, before incorporating isospin-conjugate and cross-feed components.

Combinatorial signal events occur at the same rate as true signal events due to the same underlying
branching fraction. Thus, the number of combinatorial signal events scales proportionally with true
signal events and can be described with a single scale factor. Figure 7.3(a) and 7.3(b) show the
simulated relative ratio of true to combinatorial signal events within each true 𝑞2 bin for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ

and 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events, respectively. These ratios align with observations from Section 6.4, where

an increased signal efficiency at high 𝑞2 was observed, due to combinatorial signal events. The
fitted yields of these combined true and combinatorial signal events are used to determine the partial
branching fractions for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ in Section 7.6.

In addition to true and combinatorial signal components, the total signal templates also include
isospin-conjugate and cross-feed components. The isospin-conjugate signal component can be
included to constrain these events during signal extraction under the assumption of isospin symmetry:

B(𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ) = 2𝜏0/𝜏+ × B(𝐵+ → 𝜋

0
ℓ
+
𝜈ℓ), (7.3a)

B(𝐵0 → 𝜌
−
ℓ
+
𝜈ℓ) = 2𝜏0/𝜏+ × B(𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ), (7.3b)

where 𝜏+/𝜏0 = 1.076± 0.004 is the 𝐵 meson lifetime ratio [37]. The decay rates of charged and neutral
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ (and 𝐵0 → 𝜌

−
ℓ
+
𝜈ℓ) are thus proportional, justifying the introduction of a single scale
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Figure 7.3: The composition of the total signal component in each true 𝑞2 bin for (a) 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and (b)

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ signal events. The percentage represents the contribution of the combinatorial signal to the total

signal events in that bin.

factor for these events. The uncertainties due to the assumption of isospin symmetry in the creation of
the signal templates are discussed in Section 8.3.5.

Similar considerations apply to integrating cross-feed events, which consist of two components,
into the total signal template. The first component comprises 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events reconstructed as

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ events (termed “true cross-feed events”), and vice versa for the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ signal

template. The number of these events scales with true signal events, similar to combinatorial signal
events. The second component includes “cross-isospin events,” where 𝐵+ → 𝜋

0
ℓ
+
𝜈ℓ (𝐵0 → 𝜌

−
ℓ
+
𝜈ℓ)

events are reconstructed as 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ (𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ) events. The same isospin symmetry

arguments are applied to assign the true-signal scale factor to these events. Including these samples in
the signal templates allows the fit to constrain these backgrounds.

Figure 7.4(a) and 7.4(b) show the relative contributions of each component to the total number
of events within each true 𝑞2 bin for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ signal templates, respectively.

For both 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ , the relative contributions of cross-feed, cross-isospin, and

isospin-conjugate signal events increase with higher true 𝑞2 values. The contribution from cross-feed
and cross-isospin events is notably larger for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ than for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ . For most true 𝑞2

bins, more than 50% of events in the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ signal templates are reconstructed as 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ

events, indicating a significant total cross-feed component. These events often involve missed pions
during reconstruction. The cross-isospin component is approximately twice the size of the true
cross-feed component, consistent with the relations in Equations 7.3. The substantial cross-feed
component underscores the importance of constraining cross-feed backgrounds by simultaneously
reconstructing 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events.

Since the partial branching fractions are extracted from the combined samples of true and
combinatorial signal events, attention is owed to the relative contributions of the combined samples to
each total signal template. These contributions are referred to as signal strengths. Table 7.2 provides
the simulated signal strengths for each true 𝑞2 bin for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ decays,

including statistical and systematic uncertainties. For 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ , the signal strength ranges from

69% to 99%, while for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ , it ranges from 23% to 57%.
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Figure 7.4: The composition of events scaling with the number of true signal events in each true 𝑞2 bin for
(a) 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and (b) 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ signal events. The percentage indicates the contribution of each

component to the total number of events scaling with true signal in that bin.

Statistical uncertainties on the signal strengths reflect the underlying Poisson distributions. Sys-
tematic uncertainties encompass lepton and pion PID performance, interference effects on the 𝜌
meson lineshape for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ , tracking efficiency, signal form factors, shape uncertainties due to

limited simulated sample sizes leading to bin migrations, and isospin symmetry assumptions. The
contribution of each uncertainty source to the total uncertainty budget is discussed in the following
chapter.

Table 7.2: Signal strengths in % for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events in each true 𝑞2 bin from simulation.

The signal samples include true and combinatorial signal events. Statistical uncertainties are listed first, followed
by systematic uncertainties.

𝑞
2 bin

Signal strength [%]
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ

𝑞1 98.3 ± 0.43 ± 0.01 49.8 ± 0.33 ± 0.09
𝑞2 97.1 ± 0.37 ± 0.01 56.7 ± 0.29 ± 0.08
𝑞3 96.8 ± 0.34 ± 0.01 56.5 ± 0.25 ± 0.07
𝑞4 95.9 ± 0.33 ± 0.01 54.6 ± 0.21 ± 0.05
𝑞5 94.6 ± 0.32 ± 0.02 49.4 ± 0.18 ± 0.04
𝑞6 93.9 ± 0.32 ± 0.02 45.2 ± 0.16 ± 0.04
𝑞7 92.5 ± 0.31 ± 0.02 38.3 ± 0.13 ± 0.03
𝑞8 91.8 ± 0.31 ± 0.02 31.2 ± 0.12 ± 0.03
𝑞9 90.1 ± 0.31 ± 0.02 28.1 ± 0.11 ± 0.03
𝑞10 86.0 ± 0.31 ± 0.02 23.7 ± 0.11 ± 0.03
𝑞11 79.0 ± 0.31 ± 0.03
𝑞12 72.8 ± 0.34 ± 0.04
𝑞13 69.7 ± 0.51 ± 0.06
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7.5 Fit validation, results and stability

This section describes the validation of the fit, the obtained results and the methods used to test the fit
stability.

Fit validation

Before applying the fit to collision data, potential biases need to be identified and the estimation
of uncertainties validated. In the work discussed in this thesis, a “toy MC method ” is used. This
simulation-based approach generates a large number of pseudo-experiments, or toys, from a specified
model or distribution. To validate the fit, three-dimensional toy distributions are created for each
template by sampling event counts from the nominal templates, assuming these counts follow Poisson
distributions. Next, multiple total toy distributions are created by summing the toy distributions of
each template.

The fit is then repeatedly performed to each of these toy distributions using the nominal templates
and the resulting distributions of each fit parameter are recorded. For each fit parameter, a pull is
defined as the difference between the expected and fitted result divided by the fit uncertainty. As
outlined in Section 7.3, the scale factors expected from simulation are unity by construction. By
examining the means and standard deviations of these pull distributions, bias can be detected and the
estiamtion of the uncertainties validated. The means and standard deviations are consistent with zero
and unity, respectively, indicating unbiased results with correctly estimated uncertainties.

Fit results

Now, the fit to collision data is perfomed and the fit results are described in the following. Figure 7.5
shows the two-dimensional fit projections of the Δ𝐸 and 𝑀bc distributions in bins of reconstructed 𝑞2

for the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes. The goodness-of-fit is evaluated using a chi-square

test, with the chi-square statistic detailed in Section 7.1. The number of degrees of freedom (DOF) is
calculated as the number of fit bins minus the number of templates: 460 − 31 = 429. The resulting
𝜒

2/DOF = 468.5/429, which corresponds to a p-value of 0.091.
The statistical correlation matrix of the component scale factors is shown in Figure 7.6, with the

elements detailed in Table C.1 in Appendix C. The observed correlations are all below 0.75, with the
largest correlations occurring between the 𝐵 → 𝑋𝑐ℓ𝜈ℓ and other 𝐵𝐵 background scale factors in the
𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ mode. Signal scale factors for high true 𝑞2 templates become increasingly correlated

with the 𝐵 → 𝑋𝑢ℓ𝜈ℓ scale factor, for both 𝐵 → 𝜋ℓ𝜈ℓ and 𝐵 → 𝜌ℓ𝜈ℓ events.
First the fitted background scale factors are examined, before looking at the signal scale factors.

This validates the understanding of the backgrounds and the associated uncertainties. Only with a
well-understood background and properly estimated uncertainties the signal yields can be reliably
extracted. The expected background yields from simulation and the fitted background scale factors,
along with their statistical and systematic uncertainties, are given in Table 7.3. Systematic uncertainty
sources are discussed in the next chapter. The fitted background scale factors are consistent with
unity, supporting the assumption that the backgrounds are well-understood and uncertainties correctly
assigned.

Next, the signal scale factors are examined. The expected total signal yields from simulation and
the fitted signal scale factors for 𝐵 → 𝜋ℓ𝜈ℓ and 𝐵 → 𝜌ℓ𝜈ℓ events are provided in Table 7.4 and
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Figure 7.5: Distributions of Δ𝐸 (top) and 𝑀bc (bottom) in the 𝑞2 bins for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ

candidates reconstructed in Belle II data with fit projections from simulation overlaid. The difference between
collision and simulated data divided by the collision data uncertainty is shown in the panels below the histograms.
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Figure 7.6: Illustration of the statistical correlation matrix of the fit component scale factors.

Table 7.3: Expected yields and fitted scale factors for the background templates. The first uncertainties are
statistical and the second are systematic.

Component 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ

Exp. yield Scale factor Exp. yield Scale factor
𝐵 → 𝑋𝑐ℓ𝜈ℓ 29847 0.95 ± 0.03 ± 0.06 16666 1.04 ± 0.06 ± 0.10
𝐵 → 𝑋𝑢ℓ𝜈ℓ 7486 1.11 ± 0.14 ± 0.37 7918 0.97 ± 0.09 ± 0.27
Other 𝐵𝐵 4563 0.90 ± 0.11 ± 0.17 1796 1.05 ± 0.37 ± 0.45

Continuum 27410 0.99 ± 0.02 ± 0.04 18801 0.97 ± 0.02 ± 0.04

Table 7.5, respectively. Statistical and systematic uncertainties on the scale factors are included,
covering all relevant systematic uncertainties described in the next chapter. Signal scale factors range
from 0.85–1.27 for 𝐵 → 𝜋ℓ𝜈ℓ and 0.86–1.39 for 𝐵 → 𝜌ℓ𝜈ℓ events. Figure 7.7 and Figure 7.8 show the
one-dimensional fit projections of Δ𝐸 and 𝑀bc distributions in low, medium, and high reconstructed
𝑞

2 bins for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, respectively. The distributions in the remaining

𝑞
2 bins are provided in Appendix B.2.
As described in the previous section, the combined sample of true and combinatorial signal events

is used to determine the partial branching fractions of 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays. The

total signal template and expected yield also include contributions from isospin-conjugate signal
and cross-feed events. Using the signal strengths shown in Table 7.2, the fitted scale factors, and
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Chapter 7 Branching fraction measurement

Table 7.4: Expected yields and fitted scale factors for each 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ signal template. The fitted yields

of true and combinatorial signal events are provided. The first uncertainties are statistical and the second are
systematic.

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ

𝑞
2 bin Exp. yield Scale factor Yield
𝑞1 1043 0.85 ± 0.09 ± 0.14 869 ± 95 ± 139
𝑞2 1375 1.05 ± 0.08 ± 0.13 1406 ± 123 ± 172
𝑞3 1694 0.87 ± 0.06 ± 0.10 1426 ± 112 ± 124
𝑞4 1748 1.02 ± 0.06 ± 0.08 1714 ± 120 ± 139
𝑞5 1794 0.95 ± 0.07 ± 0.09 1617 ± 120 ± 113
𝑞6 1991 1.16 ± 0.08 ± 0.13 2167 ± 138 ± 151
𝑞7 1826 1.08 ± 0.08 ± 0.14 1817 ± 143 ± 172
𝑞8 1793 1.17 ± 0.08 ± 0.17 1921 ± 147 ± 181
𝑞9 1765 1.03 ± 0.09 ± 0.17 1640 ± 149 ± 174
𝑞10 1647 0.94 ± 0.09 ± 0.18 1328 ± 142 ± 156
𝑞11 1471 1.27 ± 0.12 ± 0.25 1472 ± 140 ± 239
𝑞12 1092 1.03 ± 0.14 ± 0.27 819 ± 120 ± 211
𝑞13 534 0.93 ± 0.20 ± 0.39 295 ± 66 ± 122

Table 7.5: Expected yields and fitted scale factors for each 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ signal template. The fitted yields

of true and combinatorial signal events are provided. The first uncertainties are statistical and the second are
systematic.

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ

𝑞
2 bin Exp. yield Scale factor Yield
𝑞1 688 0.97 ± 0.28 ± 0.34 332 ± 100 ± 118
𝑞2 1089 1.06 ± 0.18 ± 0.29 651 ± 114 ± 178
𝑞3 1460 0.76 ± 0.16 ± 0.24 630 ± 131 ± 131
𝑞4 1881 1.00 ± 0.14 ± 0.23 1028 ± 147 ± 240
𝑞5 2300 1.12 ± 0.13 ± 0.21 1273 ± 158 ± 236
𝑞6 2715 0.98 ± 0.13 ± 0.20 1207 ± 164 ± 244
𝑞7 2915 0.86 ± 0.12 ± 0.18 962 ± 136 ± 206
𝑞8 2892 1.26 ± 0.13 ± 0.22 1141 ± 118 ± 218
𝑞9 2737 1.22 ± 0.14 ± 0.24 936 ± 114 ± 186
𝑞10 2504 1.39 ± 0.15 ± 0.37 821 ± 96 ± 220

the expected total signal yields, the fitted signal yields in each true 𝑞2 bin are obtained. The fitted
signal yields for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, along with their statistical and systematic

uncertainties, are provided in Table 7.4 and Table 7.5, respectively. The results include uncertainties
related to the scale factors and those on the signal strengths, and are systematically limited,
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7.5 Fit validation, results and stability
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Figure 7.7: Distributions of Δ𝐸 (top) and 𝑀bc (bottom) in the 𝑞2 (left), 𝑞7 (middle) and 𝑞11 (right) reconstructed
𝑞

2 bins in collision data for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ candidates with one-dimensional fit projections from simulation

overlaid.

Fit stability

To assess the stability of the fit, additional tests are conducted. For instance, the dataset is divided by
lepton flavor, lepton charge, or 𝜃miss region. The fit is then performed separately on each sub-sample
and it is verified that the results are consistent within statistical uncertainties. As a specific example, the
agreement of the background scale factors between the combined 𝐵0 → 𝜋

−
𝑒
+
𝜈𝜇 and 𝐵+ → 𝜌

0
𝑒
+
𝜈𝜇

samples versus the combined 𝐵0 → 𝜋
−
𝜇
+
𝜈𝜇 and 𝐵+ → 𝜌

0
𝜇
+
𝜈𝜇 samples is observed. Figure 7.9

shows a comparison of the background scale factors for the electron, muon, and total samples. The
scale factors are consistent with each other and match the expected value of unity.

The fit stability is further verified by analyzing the reconstructed 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ

samples separately. To achieve this, the cross-feed components are isolated from the total signal
templates and they are treated as independent 𝑞2-integrated templates. The results for the signal scale
factors are consistent with the nominal results. It is also observed that these scale factors exhibit larger
relative uncertainties, which is expected as the cross-feed background is no longer constrained by the
second mode.

Additionally, as discussed in Section 5.2.1, stability tests are performed to ensure that the fit results
are not influenced by the mismodeled regions in lepton and pion polar angles. This is accomplished
by successively tightening the thresholds on the polar angles and repeating the fit to these subsets
of data. By demonstrating that the resulting scale factors agree within statistical uncertainties, after
accounting for sample overlaps, this test confirms that no bias has been introduced.
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Figure 7.8: Distributions of Δ𝐸 (top) and 𝑀bc (bottom) in the 𝑞1 (left), 𝑞5 (middle) and 𝑞9 (right) reconstructed
𝑞

2 bins in collision data for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ candidates with one-dimensional fit projections from simulation

overlaid.
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Figure 7.9: Fitted background scale factors for the nominal (total) fit with statistical and total uncertainties,
compared to those obtained when the electron and muon samples are fit separately.
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7.6 Branching fraction results

7.6 Branching fraction results

Next, the partial branching fractions are determined from the fitted yields. This process and the
obtained results are presented in this section.

The partial branching fractions ΔB𝑖 for each true 𝑞2 bin 𝑖 are computed using the signal yields, 𝑁𝑖 ,
provided in Table 7.4 and Table 7.5. Additionally, corrections are applied for the selection efficiencies
using the signal efficiencies 𝜖𝑖 listed in Table 6.2. The partial branching fractions are given by the
following equations:

ΔB𝑖 (𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ) =

𝑁𝑖 (1 + 𝑓+0)
4𝜖𝑖 × 𝑁𝐵𝐵

, (7.4a)

ΔB𝑖 (𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ) =

𝑁𝑖 (1 + 𝑓+0)
4𝜖𝑖 × 𝑁𝐵𝐵

× 1
𝑓+0
, (7.4b)

where 𝑓+0 = B(Υ(4𝑆) → 𝐵
+
𝐵
−)/B(Υ(4𝑆) → 𝐵

0
𝐵

0) = 1.065 ± 0.052 [127] converts the number of
𝐵𝐵 pairs 𝑁

𝐵𝐵
determined by the Belle II performance group into the number of neutral or charged 𝐵

mesons in the collision data sample. For 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ , the number of neutral 𝐵 mesons is required,

whereas for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ , the number of charged 𝐵 mesons is relevant. The factors of four in the

denominators account for the two 𝐵 mesons per 𝐵𝐵 pair and for the two lepton flavors (e, 𝜇) that are
combined in the measurement.

The partial branching fractions ΔB𝑖 for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays are presented

in Table 7.6. The uncertainties quoted include both statistical and systematic components. These
uncertainties reflect the variations in fitted yields and efficiencies, as well as those in 𝑁

𝐵𝐵
and

𝑓+0, which are discussed in the following chapter. Systematic uncertainties dominate the results.
The full experimental correlation matrices for the partial branching fractions of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ are provided in Tables C.2 and C.3 in Appendix C.
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Figure 7.10: Measured differential rates of (a) 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and (b) 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays as a function of true

𝑞
2. The error bars display the total uncertainty.
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Chapter 7 Branching fraction measurement

Table 7.6: Partial branching fractions ΔB (×104) of 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events in each true 𝑞2 bin.

The first uncertainty is statistical and the second is systematic.

ΔB (×104)
𝑞

2 bin 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ

𝑞1 0.117 ± 0.013 ± 0.019 0.109 ± 0.033 ± 0.039
𝑞2 0.142 ± 0.013 ± 0.018 0.140 ± 0.025 ± 0.038
𝑞3 0.119 ± 0.009 ± 0.011 0.113 ± 0.024 ± 0.024
𝑞4 0.137 ± 0.010 ± 0.012 0.162 ± 0.023 ± 0.038
𝑞5 0.129 ± 0.010 ± 0.010 0.193 ± 0.024 ± 0.036
𝑞6 0.170 ± 0.011 ± 0.013 0.183 ± 0.025 ± 0.037
𝑞7 0.139 ± 0.011 ± 0.014 0.161 ± 0.023 ± 0.035
𝑞8 0.146 ± 0.011 ± 0.015 0.225 ± 0.023 ± 0.044
𝑞9 0.119 ± 0.011 ± 0.013 0.182 ± 0.022 ± 0.037
𝑞10 0.096 ± 0.010 ± 0.012 0.158 ± 0.019 ± 0.043
𝑞11 0.109 ± 0.010 ± 0.018
𝑞12 0.065 ± 0.010 ± 0.017
𝑞13 0.028 ± 0.006 ± 0.011

Before proceeding to measure |𝑉𝑢𝑏 | using the differential rates shown in Figure 7.10, the total
branching fractions are calculated by summing the partial branching fractions:

B(𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ) = (1.516 ± 0.042 ± 0.059) × 10−4

B(𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ) = (1.625 ± 0.079 ± 0.180) × 10−4

where the first uncertainties are statistical and the second are systematic. The full experimental
correlation between these values is −0.16. The results are consistent with the world averages [37] and
are primarily limited by the systematic uncertainties discussed in the subsequent chapter.
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CHAPTER 8

Systematic uncertainties

Identifying and evaluating sources of uncertainty is essential for the accurate interpretation of results.
This process is described in this chapter. Only after quantifying the uncertainties, the results, their
limitations, and potential strategies for reducing uncertainty contributions in the future can be fully
understood and developed.

First, the types of uncertainties and how they affect the results are described in Section 8.1. Next,
the methods used to evaluate the uncertainties are introduced in Section 8.2. Finally, Section 8.3
describes the sources of uncertainties and their impact on the results.

8.1 Uncertainty types

Several types of uncertainty impact the measurement of partial branching fractions and thus influence
the determination of |𝑉𝑢𝑏 |. Beyond statistical uncertainties due to limited sample sizes, systematic
uncertainties can arise at various stages of the measurement process. Different kinds of systematic
uncertainty are discussed in this section.

Systematic uncertainties from external inputs directly affect the calculation of partial branching
fractions, as outlined in Equations 7.4a and 7.4b. These include uncertainties related to 𝑁

𝐵𝐵
and 𝑓+0,

which impact the overall normalization of the measurements without altering the shape of the partial
branching fraction spectra.

Other sources of uncertainty influence the measurement of signal yields 𝑁𝑖 in Equations 7.4a and 7.4b.
Such uncertainties can introduce variations in the shape of the partial branching fraction spectra. Since
signal yields are derived from fitted signal scale factors and signal strengths, uncertainties associated
with these components must be accounted for. Additionally, uncertainties in signal efficiencies can
also affect the shapes of the partial branching fraction spectra. The uncertainties related to these
components encompass both statistical and systematic contributions, with systematic uncertainties
arising from multiple sources, as discussed below.

Systematic uncertainties can affect the branching fraction results in different ways. When a source
of uncertainty impacts the signal templates, uncertainties on all three components—fitted scale factors,
signal strengths, and efficiencies—must be considered. In contrast, uncertainties that affect only the
background templates generally influence only the fitted scale factors.
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Chapter 8 Systematic uncertainties

8.2 Uncertainty evaluation

The evaluation of the systematic uncertainties is described in this section. To assess systematic
uncertainties, two methods are employed: a toy MC method and a bootstrapping technique. The
toy MC method is introduced in Section 7.5. The bootstrapping technique involves generating new
samples that replicate the statistical properties of the original data by resampling with replacement
from the simulated or experimental dataset [128].

For the results presented in this thesis, systematic uncertainties are consistently evaluated using the toy
MC method, except in a few cases where bootstrapping is more appropriate. For each identified source
of uncertainty, 1000 variations of the templates are produced. Variations are generated by sampling
from distributions of central values with associated uncertainties and accounting for correlations.
1000 variations are selected to balance computational feasibility with statistical robustness.

For instance, the procedure for evaluating the impact of uncertainties related to the 𝐵 → 𝜔ℓ𝜈ℓ
form factors, as described in Section 4.2.2, involves generating 1000 alternative 𝐵 → 𝑋𝑢ℓ𝜈ℓ
background distributions. These alternative distributions assume that the form-factor coefficients
follow Gaussian distributions with standard deviations corresponding to the uncertainties on the
coefficients. Subsequently, 1000 toy distributions are created by adding the alternative 𝐵 → 𝑋𝑢ℓ𝜈ℓ
templates to the unaffected templates. Fitting the nominal templates to these toy distributions and
recording the fitted scale factors enables the derivation of a covariance matrix for the signal scale
factors using Pearson correlation [129]. In this example, the covariance matrix is related to the
𝐵 → 𝜔ℓ𝜈ℓ form factors.

The toy MC method provides a distinct covariance matrix for the signal scale factors associated with
each source of systematic uncertainty. If a source impacts the signal templates, the toy MC evaluations
extend to signal strengths and efficiencies. For each set of varied signal templates, the efficiencies
and signal strengths are recorded. The systematic covariance matrices for these components are then
obtained through Pearson correlation.

The systematic covariance matrix for the partial branching fractions, related to each uncertainty
source, is determined by propagating the covariance matrices of the fitted signal scale factors, signal
strengths, and efficiencies, accounting for all correlations. Similarly, the statistical covariance matrix
for the partial branching fractions is derived from the statistical covariance matrices of the three
components. The total systematic covariance matrix for the partial branching fractions is the sum of
covariance matrices from each systematic uncertainty source, assuming these sources are uncorrelated.
Ultimately, the full experimental covariance matrix for the partial branching fractions is the sum of
the total systematic and statistical covariance matrices.

8.3 Uncertainty sources

This section describes the various known sources of systematic uncertainty affecting the partial
branching fraction results in each true 𝑞2 bin. This includes a discussion of effects related to detector
inefficiencies (Section 8.3.1), beam-energy differences (Section 8.3.2), differences in the BDT selection
efficiency (Section 8.3.3), uncertainties due to limited sizes of simulated samples (Section 8.3.4),
and uncertainties on physics constraints (Section 8.3.5). In addition, Sections 8.3.6, 8.3.7 and 8.3.8
describe uncertainties related to the 𝐵 → 𝑋𝑢ℓ𝜈ℓ , 𝐵 → 𝑋𝑐ℓ𝜈ℓ and continuum background templates,
respectively. Lastly, Section 8.3.9 discusses uncertainties related to the signal model and the 𝜌 meson
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8.3 Uncertainty sources

lineshape.
The absolute uncertainties on these results due to a specific source of uncertainty are the square

roots of the diagonal elements of the relevant covariance matrix. Tables 8.1 and 8.2 show the fractional
uncertainties on the partial branching fractions in each true 𝑞2 bin, arising from known systematic
uncertainty sources, for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events. These tables also display the relative

statistical, total systematic, and full experimental uncertainties. The elements of the full experimental
covariance matrices for the partial branching fractions of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays are

presented in Tables C.2 and C.3 in Appendix C.
For the partial branching fractions of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events, the relative total uncertainties range

from 10.0% to 47.3%. The uncertainties are dominated by those associated with the continuum
template, leading to large total uncertainties at high 𝑞2, but smaller uncertainties for intermediate 𝑞2

bins. For 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events, the relative total uncertainties are largest at low 𝑞

2, reaching 46.6%,
and are relatively constant in the remaining 𝑞2 bins, ranging from 22.0% to 32.6%.

Table 8.1: Summary of fractional uncertainties in % by source on the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ partial branching fractions

ΔB in each true 𝑞2 bin.

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ

Source 𝑞1 𝑞2 𝑞3 𝑞4 𝑞5 𝑞6 𝑞7 𝑞8 𝑞9 𝑞10 𝑞11 𝑞12 𝑞13
Detector effects 2.0 0.9 1.1 1.0 1.0 1.1 1.1 1.0 0.9 1.2 2.3 4.1 5.8
Beam energy 0.6 0.8 0.7 0.8 0.7 0.6 0.6 0.6 0.5 0.5 0.5 0.6 0.7
Sim. sample size 4.7 3.8 3.3 3.2 3.2 2.9 3.8 3.7 4.0 4.5 5.9 8.0 13.6
BDT efficiency 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3
Phys. constraints 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9
Signal model 0.1 0.1 0.2 0.1 0.0 0.2 0.2 0.4 0.3 0.8 0.9 0.2 4.9
𝜌 lineshape 0.1 0.1 0.3 0.3 0.2 0.1 0.3 0.1 0.3 0.1 0.2 0.2 0.6
N. 𝐵 → 𝜋𝜋ℓ𝜈ℓ 0.5 0.6 0.4 0.4 0.5 1.0 1.2 1.0 0.8 1.8 1.2 2.3 14.3
DFN parameters 0.8 0.4 1.5 1.6 1.4 1.7 1.2 0.1 0.7 1.2 2.9 3.5 3.7
Oth. 𝐵 → 𝑋𝑢ℓ𝜈ℓ 0.2 0.4 0.3 0.4 0.2 0.9 1.1 1.2 1.0 1.3 1.6 0.7 8.7
𝐵 → 𝑋𝑐ℓ𝜈ℓ 1.4 2.0 1.7 1.3 1.3 1.4 1.8 1.6 1.3 1.4 1.1 0.5 1.7
Continuum 15.1 11.3 7.6 7.1 5.8 5.7 8.1 8.3 9.6 10.4 14.5 23.8 34.4
Total systematic 16.4 12.6 9.3 8.7 7.7 7.7 10.0 9.9 11.1 12.2 16.6 26.0 41.6
Statistical 11.0 8.8 7.9 7.0 7.5 6.4 7.9 7.7 9.1 10.7 9.6 14.6 22.6
Total 19.7 15.4 12.2 11.2 10.7 10.0 12.7 12.6 14.4 16.3 19.1 29.8 47.3

8.3.1 Detector effects

Detector uncertainties arise from variations in tracking efficiency and uncertainties assigned to
the corrections to lepton and pion PID efficiencies, which are discussed in this subsection. The
uncertainties on the partial branching fractions of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events range from 0.9–5.8%. For

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ events, the uncertainties range from 1.1–2.8%.

Tracking efficiency

Uncertainties in tracking efficiency, introduced in Section 3.4.1, affect all simulated fit templates. To
quantify these uncertainties, the Belle II performance group compared tracking efficiency in data to
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Table 8.2: Summary of fractional uncertainties in % by source on the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ partial branching fractions

ΔB in each true 𝑞2 bin.

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ

Source 𝑞1 𝑞2 𝑞3 𝑞4 𝑞5 𝑞6 𝑞7 𝑞8 𝑞9 𝑞10
Detector effects 2.8 2.0 1.6 1.1 1.7 1.9 2.4 1.4 1.4 1.6
Beam energy 2.1 1.9 1.9 1.5 1.3 1.1 1.0 0.9 0.8 0.5
Sim. sample size 14.1 7.8 7.4 6.3 6.3 5.2 6.4 5.6 6.2 7.3
BDT efficiency 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6
Phys. constraints 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8
Signal model 0.7 0.2 0.2 0.2 0.3 0.4 0.5 0.3 1.8 2.4
𝜌 lineshape 1.7 1.6 2.0 1.0 1.9 1.8 1.4 0.9 1.6 1.7
Nonres. 𝐵 → 𝜋𝜋ℓ𝜈ℓ 5.6 6.3 6.7 8.6 9.3 10.7 10.1 7.0 7.8 11.8
DFN parameters 3.6 5.5 4.1 3.5 1.1 1.2 2.7 1.7 1.9 2.3
Oth. 𝐵 → 𝑋𝑢ℓ𝜈ℓ 1.7 3.0 3.8 5.0 5.8 6.1 6.3 1.9 7.2 12.4
𝐵 → 𝑋𝑐ℓ𝜈ℓ 1.8 1.9 1.7 1.1 1.4 1.7 0.9 0.9 1.9 2.6
Continuum 31.5 24.3 17.0 19.6 13.2 14.8 16.0 16.6 15.2 18.7
Total systematic 35.6 27.5 21.0 23.5 18.8 20.5 21.6 19.4 20.2 27.0
Statistical 30.0 17.5 20.8 14.4 12.4 13.6 14.1 10.4 12.2 11.8
Total 46.6 32.6 29.6 27.6 22.6 24.6 25.8 22.0 23.6 29.5

that in simulation using an 𝑒+𝑒− → 𝜏
+
𝜏
− control sample. The deviation from unity, measured as

0.24%, is designated as the per-track uncertainty.
The impact of this uncertainty depends on the number of tracks per event, denoted as 𝑁track.

Reconstructing 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events involves two and three tracks, respectively.

Background samples consist solely of reconstructed 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, without

mixing. Thus, the uncertainty translates into a normalization shift of the templates. For signal
templates, which include both two and three-track reconstructed events due to the cross-feed component,
the uncertainty affects not only the normalization but also the shapes of the signal templates.

To model these variations, 1000 alternative templates are generated, assuming the tracking efficiency
follows a Gaussian distribution with standard deviation 𝑁track × 0.0024. The distributions of scale
factors, signal strengths, and efficiencies from these templates are used to approximate the covariance
matrices for each. These covariance matrices are then propagated to the partial branching fractions.
The resulting uncertainties on the partial branching fractions range from 0.4% to 1.5%.

Particle ID corrections

Corrections to particle ID efficiencies, described in Section 4.3.1, affect the shapes of all fit templates.
Uncertainties in these correction factors lead to uncertainties in scale factors, signal strengths, and
efficiencies. These effects are addressed using the statistical and systematic uncertainties provided
by the Belle II performance group. Whenever asymmetric uncertainties are provided, they are
symmetrized by adopting the larger value for both upward and downward directions. Statistical and
systematic uncertainties 𝜎stat

𝑖 and 𝜎syst
𝑖

, respectively, are derived for each momentum and polar angle
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bin 𝑖.
To incorporate these uncertainties, 1000 varied correction factors are generated per bin. The varied

correction factor for variation 𝑛 and bin 𝑖 is denoted as 𝑅𝑛𝑖 = 𝑅
nom
𝑖 +Δ𝜎stat,𝑛

𝑖
+Δ𝜎syst,𝑛

𝑖
, where 𝑅nom

𝑖 is
the nominal correction factor. Statistical and systematic uncertainties are represented by Δ𝜎

stat,𝑛
𝑖

and
Δ𝜎

syst,𝑛
𝑖

, respectively. Correlations across bins are accounted for in determining these components.
The statistical component is treated as uncorrelated between bins, sampled from a Gaussian

distribution with mean zero and standard deviation 𝜎stat
𝑖 . The systematic component is fully correlated

across bins, with a global scaling factor for each variation 𝑛 extracted from a unit normal distribution.
This systematic component is calculated as the product of the scaling factor and 𝜎syst

𝑖
.

These varied correction factors are used to create 1000 toy distributions. The relative systematic
uncertainties on the partial branching fractions due to lepton efficiency and misidentification rate
corrections range from 0.7% to 5.6%. Uncertainties from pion efficiency and misidentification rate
corrections are smaller, ranging from 0.2% to 0.4%.

8.3.2 Beam-energy difference

As discussed in Section 5.5, effects of differences between the CM energy in simulated and collision
data on the signal extraction variables are studied. The evaluation of these effects is described in this
subsection.

The simulated CM energy is 10.5796 GeV, while the mean CM energy observed in collision data is
10.5771 GeV, resulting in a 2.8 MeV difference. This CM energy difference affects the modeling of the
reconstructed 𝑞2 distribution in simulation, leading to variations in the shapes of the signal templates.

To estimate this effect and account for the associated systematic uncertainty, a control mode is
studied by fully reconstructing 𝐵+ → 𝐽/𝜓 [→ 𝜇

+
𝜇
−]𝐾+ events. Simultaneously, 𝐵0 → 𝜇

−
𝐾

+ events
are reconstructed within the same fully reconstructed event set. In this way the missing neutrino in the
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ signal decays can be simulated using the undetected muon from the

𝐽/𝜓 decay, while the ROE of the fully reconstructed event mirrors the conditions of the signal decays.
In this control mode, a 4% difference in 𝑞2 resolution is observed between collision and simulated
data. Further details are provided in Appendix A.3.

To address this resolution difference, the 𝑞2 resolution in each true 𝑞2 bin of the simulated data is
adjusted using a Gaussian-smearing method. For each true 𝑞2 bin, 1000 alternative reconstructed
𝑞

2 distributions are generated by drawing each reconstructed 𝑞2 value from a Gaussian distribution
centered at the event’s true 𝑞2 value, with a standard deviation corresponding to the updated resolution
for that bin. This process produces 1000 alternative signal templates with varied reconstructed 𝑞2

distributions. These toy distributions are then fit using the nominal templates. The resulting systematic
uncertainties on the partial branching fractions for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events range from 0.5% to 0.8%,

while for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events, the uncertainties range from 0.5% to 2.1%.

8.3.3 BDT selection efficiency

The uncertainties on the signal efficiencies arising from potential discrepancies between the signal
selection efficiencies in collision and simulated data due to the selection on the 48 BDT classifiers,
are described in this subsection. For each BDT classifier selection discussed in Section 6.2.4, the
𝐵
+ → 𝐽/𝜓 [→ 𝜇

+
𝜇
−]𝐾+ control mode, described above and in Appendix A.3, is used to determine
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the ratio between the selection efficiencies in collision and simulated data. These ratios are found to be
consistent with unity within their respective uncertainties, ranging from 0.963±0.043 to 1.008±0.009.

To propagate these uncertainties to the efficiencies, the standard deviations of the ratios for each type
of BDT (continuum or 𝐵𝐵 suppression) and mode (𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ or 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ) are independently

evaluated assuming Gaussian distributions. This results in four independent uncertainties: 𝜎𝜋cont
and 𝜎𝜋BB for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ signal efficiencies across all true 𝑞2 bins, and 𝜎𝜌cont and 𝜎𝜌

BB
for the

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ signal efficiencies across all true 𝑞2 bins.

This approach is appropriate because the efficiency ratios for continuum (or 𝐵𝐵) suppression
classifier selections are correlated within each 𝑞2 bin. This correlation arises because all continuum
(or 𝐵𝐵) suppression classifiers rely on similar input variables, and the same data sample is used to
determine each efficiency ratio. The uncertainties on the efficiencies from the continuum suppression
BDT classifiers are 1.1% for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 0.6% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ . For the 𝐵𝐵 suppression BDT

classifiers, the uncertainties are 0.7% for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 1.5% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ .

8.3.4 Simulated sample size

The limited size of the simulated samples (MC statistics) used to generate the fit templates, as discussed
in Section 7.4, introduces uncertainties by potentially altering the shapes of the templates. For the
signal templates, it also induces uncertainties in scale factors, signal strengths and efficiencies, due
to bin migrations. These uncertainties are discussed in this subsection. The combined relative
uncertainties on the partial branching fractions from these effects range from 2.9% to 14.1%, making
them one of the dominant sources of uncertainty. The uncertainties are most pronounced at the
extremes of the 𝑞2 spectrum, consistent with the lower number of simulated background events in
these regions.

Background sample statistics

The shapes of the background templates are influenced by uncertainties arising from the limited sizes
of the simulated samples used for their generation. To assess the impact, the counts are adjusted within
the Poisson statistical errors in each bin of the fit variable 1000 times for all background templates.
From the signal scale factors resulting from these 1000 fits to the corresponding toy distributions, the
uncertainties on the partial branching fractions are derived.

Separating these uncertainties into contributions from the simulated continuum sample and other
samples reveals that the uncertainties related to continuum sample sizes dominate at the extremes
of the 𝑞2 spectra, with relative uncertainties up to 11.4%. In contrast, the maximum uncertainty
attributed to other simulated samples is 7.9%. This discrepancy aligns with the data volumes: 1 ab−1

for simulated continuum samples versus 5 ab−1 for the generic samples. Increasing the simulated
sample sizes, especially for continuum backgrounds, would significantly reduce these uncertainties in
future studies.

Signal sample statistics: Bin migrations

An additional source of systematic uncertainty from the limited size of the simulated samples impacting
the signal templates is bin migration. Since the nominal templates are defined by true 𝑞2 values,
effects changing the distribution of true 𝑞2, such as those caused by limited sample sizes, need to be
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considerd. Due to this, uncertainties are assigned based on the migration of signal events between true
𝑞

2 bins, reflecting signal template migrations.
To evaluate these uncertainties, a bootstrapping technique is used instead of the usual toy MC method.

By employing a bootstrapping technique instead, the effect of events migrating between templates can
be simulated. 1000 alternative signal samples are generated by sampling with replacement from the
true 𝑞2 distributions. Each sample is then separated into true 𝑞2 templates and fitted to the nominal
dataset constructed from the nominal templates. The usual procedure is followed to determine the
uncertainties on the scale factors, signal strengths, and efficiencies associated with bin migrations
using Pearson correlation.

The advantage of bootstrapping is that it inherently accounts for additional effects present in the
background templates. The uncertainties on the partial branching fractions due to bin migrations
are smaller than those from limited background sample sizes. They range from 1.0% to 3.4% for
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ and from 1.9% to 3.8% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ signal events.

8.3.5 Physics constraints
Systematic uncertainties on the partial branching fractions arising from physics constraints, described
in this subsection, include uncertainties related to the number of 𝐵𝐵 pairs and the value of 𝑓+0. These
uncertainties primarily impact the overall normalization of the partial branching fractions without
altering the shape of the 𝑞2 spectra. In contrast, uncertainties associated with the assumption of
isospin symmetry affect the normalization between charged and neutral 𝐵 meson decays within the
total signal templates, influencing the shapes of the branching fraction spectra.

𝑵𝑩𝑩 and 𝒇+0

As described in Section 7.6, the number of 𝐵𝐵 pairs, 𝑁
𝐵𝐵

, and 𝑓+0 = B(Υ(4𝑆) → 𝐵
+
𝐵
−)/B(Υ(4𝑆) →

𝐵
0
𝐵

0) are needed for evaluating the number of charged and neutral 𝐵 mesons in the collision dataset.
Systematic uncertainties on the partial branching fractions arise from uncertainties in these inputs.
The Belle II performance group provides the value of 𝑁

𝐵𝐵
= (387 ± 6), while Ref. [127] determines

𝑓+0 = 1.065 ± 0.052. Propagating these uncertainties to the partial branching fractions, relative
normalization uncertainties of 2.9% for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events and 2.8% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events are

derived.

Isospin symmetry

An uncertainty is assigned to the assumption of isospin symmetry, which is applied during the creation
of the total signal templates, as described in Section 7.4.2. This assumption involves using the same
scale factor in the fit for both charged and neutral 𝐵 → 𝜋ℓ𝜈ℓ and 𝐵 → 𝜌ℓ𝜈ℓ decays, as specified in
Equation 7.3, and fixing the 𝐵 meson lifetime ratio 𝜏+/𝜏0 to the constant value used in simulation.

To evaluate the impact of deviations from the simulation value on the fitted scale factors and signal
strengths, the relative uncertainty of 𝜏+/𝜏0 = 1.076 ± 0.004 [37] is employed. The relative fractions
of neutral and charged 𝐵 meson events in the signal templates is adjusted accordingly. Gaussian
variations of the fractions are sampled within the relative uncertainty of 0.37% to produce varied
signal templates. The fits of the nominal templates to the toy distributions reveal that the contribution
of the isospin symmetry assumption to the systematic uncertainties on the partial branching fractions
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for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ events is negligible. For 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, the contribution is also negligible at

low 𝑞
2, but introduces small relative uncertainties of 0.1% at high 𝑞2, where the isospin-conjugate

signal component is significant.

8.3.6 𝑩 → 𝑿𝒖ℓ𝝂ℓ background

The uncertainties associated with the partial branching fractions due to 𝐵 → 𝑋𝑢ℓ𝜈ℓ background
events, described in this subsection, include uncertainties related to the modeling of the nonresonant
𝐵 → 𝜋𝜋ℓ𝜈ℓ component, the parameters of the DFN model describing the shape of the total nonresonant
𝐵 → 𝑋𝑢ℓ𝜈ℓ component, and the form-factor coefficients and branching fractions. These uncertainties
impact the shape of the 𝐵 → 𝑋𝑢ℓ𝜈ℓ template. The contributions to uncertainties from the latter two
sources are summarized in the “Oth. 𝐵 → 𝑋𝑢ℓ𝜈ℓ” category in Tables 8.1 and 8.2.

Nonresonant 𝑩 → 𝝅𝝅ℓ𝝂ℓ model

One significant uncertainty related to the 𝐵 → 𝑋𝑢ℓ𝜈ℓ background events is associated with the
modeling of the nonresonant 𝐵 → 𝜋𝜋ℓ𝜈ℓ component, as discussed in Section 4.2.4. Due to the
kinematic similarity between 𝐵 → 𝜋𝜋ℓ𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, deviations from the simulated

behavior can substantially affect the measured partial branching fractions.
In the fit, both the shape in 𝑚𝜋𝜋 and the absolute normalization of the 𝐵 → 𝜋𝜋ℓ𝜈ℓ background

relative to the 𝐵 → 𝑋𝑢ℓ𝜈ℓ template are fixed according to the measurements reported by Ref. [109].
To account for uncertainties in these measurements, 1000 varied 𝑚𝜋𝜋 spectra are generated based
on the covariance matrix provided by Ref. [109]. These varied spectra are used to assess both
normalization and 𝑚𝜋𝜋 shape differences. Since the nominal 𝑚𝜋𝜋 spectrum around the 𝜌 meson mass
peak is obtained by interpolation from measurements on either side of the peak, a similar interpolation
approach is employed to produce the 1000 varied spectra.

Next, 1000 alternative 𝐵 → 𝑋𝑢ℓ𝜈ℓ distributions are created and the usual fitting procedure is
performed to evaluate uncertainties on the fitted scale factors. The uncertainties on the partial
branching fractions are significant in the high 𝑞2 region for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events, reaching up to

14.3%. For 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events, these uncertainties are among the most dominant across all true 𝑞2

bins, ranging from 5.6% to 11.8%.

DFN parameters

Another source of uncertainty arises from the description of the remaining nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ
background events, as discussed in Section 4.2.5. This uncertainty is associated with the shape-function
parameters that define the nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ background shape within the DFN model. The
uncertainties on the partial branching fractions related to these parameters are assessed by following
the methodology outlined in Ref. [9]. This evaluation includes accounting for the correlation between
the parameters and determining the uncertainties in the eigenvector basis of the relevant covariance
matrix. By aligning variations with the principal axes of the parameter uncertainty space, this approach
simplifies the analysis. Thus, the uncertainties due to both DFN parameters can be simultaneously
evaluated while considering parameter correlations.

Initially, the 𝑖 = 2 orthogonal uncertainties on the vector containing the nominal parameters ®𝑢nom:
Δ®𝑢𝑖 =

√︁
𝜆𝑖 ®𝑒𝑖 are generated, where 𝜆𝑖 and ®𝑒𝑖 represent the 𝑖-th eigenvalue and eigenvector of the
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covariance matrix, respectively. Using these uncertainties, varied DFN parameters are sampled from
multivariate Gaussian distributions with standard deviations Δ®𝑢𝑖 to create 1000 varied 𝐵 → 𝑋𝑢ℓ𝜈ℓ
templates. The resulting uncertainties on the partial branching fractions range from 0.1% to 3.7% for
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ events and from 1.1% to 5.5% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events.

Additionally, the results obtained using the DFN model are compared with those from an alternative
nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ model. This comparison is performed using the BLNP model [46], introduced
in Section 2.2.1. Since the observed differences are smaller than the uncertainties assigned to the
DFN model parameters, no additional uncertainties are introduced due to model choice.

𝑩 → 𝑿𝒖ℓ𝝂ℓ background: Form factors

Uncertainties on the partial branching fractions arising from the background 𝐵 → 𝑋𝑢ℓ𝜈ℓ form factors,
where 𝑋𝑢 ∈ {𝜔, 𝜂, 𝜂′}, are considered. The form-factor coefficients used in the simulation, listed in
Table 4.4, are provided with covariance matrices for 𝐵 → 𝜔ℓ𝜈ℓ events in Ref. [10], and for 𝐵 → 𝜂ℓ𝜈ℓ
and 𝐵 → 𝜂

′
ℓ𝜈ℓ events in Ref. [106]. To assess the uncertainties due to correlated form-factor

coefficients, a method similar to that used for the DFN parameters is used.
First, uncertainties in the eigenvector basis of the covariance matrices are generated. From these

uncertainties, Δ®𝑢𝑖 =
√︁
𝜆𝑖 ®𝑒𝑖 , varied coefficients are sampled from multivariate Gaussian distributions

with standard deviations Δ®𝑢𝑖 to create 1000 varied 𝐵 → 𝑋𝑢ℓ𝜈ℓ distributions. Fitting the 1000 resulting
toy distributions, negligible uncertainties on the partial branching fractions for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events

are determined in most true 𝑞2 bins. Significant uncertainties appear only in the highest 𝑞2 bins,
reaching up to 4.6% and 1.4% for the 𝐵 → 𝜔ℓ𝜈ℓ and 𝐵 → 𝜂ℓ𝜈ℓ form-factor coefficients, respectively.
For 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, the relative uncertainties on the partial branching fractions are larger across

the 𝑞2 spectrum.

𝑩 → 𝑿𝒖ℓ𝝂ℓ background: Branching fractions

Uncertainties associated with the branching fractions of 𝐵 → 𝑋𝑢ℓ𝜈ℓ background events, both
exclusively and inclusively measured, as listed in Table 4.2, are considered. 1000 alternative
𝐵 → 𝑋𝑢ℓ𝜈ℓ templates are created for 𝐵 → 𝜔ℓ𝜈ℓ , 𝐵 → 𝜂ℓ𝜈ℓ , 𝐵 → 𝜂

′
ℓ𝜈ℓ , and the inclusively

measured 𝐵 → 𝑋𝑢ℓ𝜈ℓ branching fractions using Gaussian variations with standard deviations given in
Table 4.2.

The uncertainties on the partial branching fractions from the 𝐵 → 𝜔ℓ𝜈ℓ and 𝐵 → 𝜂ℓ𝜈ℓ branching
fractions are similar, ranging from below 0.1% to 0.8%. Uncertainties from the inclusively measured
𝐵 → 𝑋𝑢ℓ𝜈ℓ branching fraction are significantly larger. For 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events, these uncertainties

range from 0.1% to 1.2%, with an exception in the highest 𝑞2 bin, where the uncertainty reaches 7.1%.
For 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, the uncertainties are more pronounced, varying from 1.4% to 6.3%, and up

to 12.2% in the highest 𝑞2 bin.

8.3.7 𝑩 → 𝑿𝒄ℓ𝝂ℓ background

The uncertainties in the form-factor coefficients and branching fractions of the 𝐵 → 𝑋𝑐ℓ𝜈ℓ background
events are discussed in this subsection. These uncertainties affect the shapes of the 𝐵 → 𝑋𝑐ℓ𝜈ℓ
templates. The methodologies used are similar to those applied for evaluating the 𝐵 → 𝑋𝑢ℓ𝜈ℓ
background form-factor and branching fraction uncertainties.
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𝑩 → 𝑿𝒄ℓ𝝂ℓ background: Form factors

Uncertainties on the partial branching fractions arising from the form-factor coefficients of 𝐵 → 𝐷ℓ𝜈ℓ
and 𝐵 → 𝐷

∗
ℓ𝜈ℓ , as provided in Table 4.3, are described in the following. The covariance matrices

for these coefficients are detailed in Ref. [103] and Ref. [104], respectively. Following the procedure
used for 𝐵 → 𝑋𝑢ℓ𝜈ℓ background form-factor uncertainties, variations are generated in the eigenvector
basis of these covariance matrices. From these variations, 1000 varied 𝐵 → 𝑋𝑐ℓ𝜈ℓ toy distributions
are produced to assess the uncertainties on the partial branching fractions. The resulting uncertainties
range from 0.1% to 1.7%.

𝑩 → 𝑿𝒄ℓ𝝂ℓ background: Branching fractions

In addition, uncertainties arising from both exclusively and inclusively measured 𝐵 → 𝑋𝑐ℓ𝜈ℓ branching
fractions are considered. The relevant branching fractions and their uncertainties are listed in Table 4.1.
Varied 𝐵 → 𝑋𝑐ℓ𝜈ℓ templates are created using Gaussian variations based on these uncertainties.

For 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ events, the uncertainties on the partial branching fraction range from 0.1% to

1.9Uncertainties from exclusively measured branching fractions are generally smaller compared to
those from the unknown “gap” modes. For 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, uncertainties due to 𝐵 → 𝐷ℓ𝜈ℓ

and 𝐵 → 𝐷
∗
ℓ𝜈ℓ branching fractions can reach up to 1.5% and at low 𝑞

2 are larger than the “gap”
and 𝐵 → 𝐷

∗∗
ℓ𝜈ℓ branching fraction uncertainties. At high 𝑞2, uncertainties from 𝐵 → 𝐷

∗∗
ℓ𝜈ℓ and

“gap” modes become more significant, surpassing those from 𝐵 → 𝐷ℓ𝜈ℓ and 𝐵 → 𝐷
∗
ℓ𝜈ℓ branching

fraction uncertainties.

8.3.8 Continuum component
The continuum templates are derived from simulated continuum data reweighted to match off-resonance
data, as described in Section 7.4.1. Uncertainties due to shape differences in the continuum background
templates must thus be considered. These are described in this subsection.

Uncertainties related to the simulated sample size are already covered in Section 8.3.4. Additionally,
Section 7.4.1 demonstrated that the reweighted distributions show negligible dependence on the 𝑀bc
distribution. Therefore, no additional uncertainty is assigned for this effect, as it is already included in
the uncertainty from the limited off-resonance sample size.

The continuum weights, which are obtained during the reweighting procedure, depend on the
number of off-resonance events in each bin. To account for uncertainties in these numbers, sets of 1000
varied continuum weights are generated for each bin. These weights are based on off-resonance event
numbers, which are assumed to follow Poisson distributions. By fitting the nominal templates to the
resulting toy distributions, the uncertainties on the partial branching fractions are determined. These
uncertainties are significant for both 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events, being largest in the 𝑞2

bins where the continuum background component is dominant. In these bins, uncertainties reach up
to 34.4% for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 31.5% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events. In the remaining bins, uncertainties

range from 5.7% to 23.8% for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and from 13.2% to 24.3% for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events.

8.3.9 Signal model and 𝝆 meson lineshape
The uncertainties related to shape differences in the signal templates are discussed in this subsection.
This includes the residual dependence of the templates on signal form-factor uncertainties and
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8.3 Uncertainty sources

bin-migration effects, referred to as “signal model” effects. It also includes uncertainties associated
with the modeling of the 𝜌 meson lineshape.

Signal model

Although separate signal templates are created for different true 𝑞2 bins, allowing the fit to adjust
the 𝑞2 spectrum, there is still a residual dependence of the true 𝑞2 distribution within each template
on the form-factor model. This includes effects from uncertainties in the form-factor coefficients
listed in Tables 4.3 and 4.4 for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events. To assess the uncertainties on

the partial branching fractions, the approach described for 𝐵 → 𝑋𝑢ℓ𝜈ℓ and 𝐵 → 𝑋𝑐ℓ𝜈ℓ form-factor
uncertainties is employed. As expected, the contribution to the total uncertainties is small for most 𝑞2

bins but not negligible.
Additionally, uncertainties arise from bin migrations between true 𝑞2 signal templates resulting

from signal form-factor model variations. The same bootstrapping approach is employed as the one
used for evaluating uncertainties on scale factors and signal strengths due to limited sample sizes, as
detailed in Section 8.3.4. The resulting uncertainties on the partial branching fractions due to these
combined effects range from 0.1% to 0.9% for all but the highest 𝑞2 bin for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ , and the

two highest 𝑞2 bins for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ . In these bins, uncertainties extend up to 4.9%.

Lineshape of the 𝝆 meson

The model used to describe the 𝜌 meson lineshape was discussed in Section 4.2.3. In the nominal
model, interference between the 𝜌 and 𝜔 mesons was neglected. Uncertainties related to potential
interference effects, which could impact the fitted scale factors, signal strengths, and efficiencies, are
considered in the following.

To evaluate these uncertainties, the fit results from Ref. [107], shown in Figure 4.1, are used.
Uncertainties on the fit parameters from Ref. [107] are generated in the eigenvector basis of these
parameters to cover the maximum possible deviation from the nominal model. Alternative signal
templates are produced for each variation of the 𝜌 meson lineshape. The nominal fitted scale factors
are then compared with those obtained from fitting each varied toy distribution using the nominal
templates.

Since the variations are produced in the eigenvector basis of the fit results (shown as the red
histogram in Figure 4.1), rather than in the basis of the nominal no-interference model (shown as the
blue histogram), a simultaneous variation of all fit parameter uncertainties would not be appropriate.
Instead, the largest difference between the fitted scale factors is assigned as the uncertainty.

Similarly, the uncertainties on the signal efficiencies and signal strengths are evaluated. Uncertainties
are assigned based on the largest differences between the nominal and varied efficiencies and signal
strengths. For 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ events, the resulting uncertainties are small, ranging from 0.1% to 0.6%.

For 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ events, uncertainties are larger, ranging from 0.9% to 2.0%.
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CHAPTER 9

Determination of |𝑽𝒖𝒃 |

Finally, the measured partial branching fraction spectra obtained in Chapter 7 are used to extract
values of |𝑉𝑢𝑏 | from 𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays. In this chapter, first the method used to

derive |𝑉𝑢𝑏 | through 𝜒2 minimization are introduced in Section 9.1. This includes a discussion of the
relevant theoretical constraints. Section 9.2 presents the results and Section 9.3 includes a discussion
of the relevant uncertainties. In Section 9.4 stability checks are described.

9.1 Extraction of |𝑽𝒖𝒃 | from 𝝌2 fits
As described in Equations 2.15 and 2.16, the measured partial branching fractions ΔB𝑖, listed in
Table 7.6 and illustrated in Figure 7.10, are used to determine |𝑉𝑢𝑏 | with the aid of theoretical
form-factor predictions. The method used to extract |𝑉𝑢𝑏 | are described in this section.

Independent |𝑉𝑢𝑏 | values from form-factor fits to the partial branching fraction spectra of 𝐵0 →
𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays are extracted using the chi-square statistic, detailed in Section 7.1.

The 𝜒2 to be minimized is defined as

𝜒
2
=

𝑁∑︁
𝑖, 𝑗=1

(ΔB𝑖 − ΔΓ𝑖𝜏)𝐶
−1
𝑖 𝑗 (ΔB 𝑗 − ΔΓ 𝑗𝜏) +

∑︁
𝑚

𝜒
2
Theory,𝑚, (9.1)

where 𝑁 represents the number of true 𝑞2 bins, 𝜏 denotes the 𝐵 meson lifetime, and 𝐶−1
𝑖 𝑗 is the inverse

of the total covariance matrix for ΔB𝑖 in true 𝑞2 bin 𝑖. The partial decay rate predictions for bin 𝑖, ΔΓ𝑖 ,
given in Equations 2.15 and 2.16, include the form-factor coefficients and |𝑉𝑢𝑏 |. The term 𝜒

2
Theory,𝑚

associated with the theory calculation 𝑚 imposes constraints on the shape and normalization of the
form factors entering the partial decay rate, and is key in determining |𝑉𝑢𝑏 |.

The following subsections will detail the fit setups used to extract |𝑉𝑢𝑏 | from 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ

(Section 9.1.1) and 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ decays (Section 9.1.1), including the forms of the relevant theoretical

terms.

9.1.1 Setup for 𝑩0
→ 𝝅−ℓ+𝝂ℓ decays

To extract |𝑉𝑢𝑏 | from 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ decays using the relationship described by Equation 2.15, two

different sets of theoretical constraints are considered in this work. These are described in this
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Chapter 9 Determination of |𝑉𝑢𝑏 |

subsection.
First, a theory term based solely on LQCD constraints is included. In this case, LQCD predictions

at high 𝑞2 are extrapolated to low 𝑞
2, which introduces significant uncertainties. The second option

incorporates an additional theory term that includes constraints from LCSR methods. By using LCSR
predictions at low 𝑞

2, constraints can be placed on both ends of the 𝑞2 spectrum.
Both approaches impose constraints on the BCL form-factor parameterizations. The LQCD-based

term constrains the form-factor coefficients, while the LCSR term directly constrains the magnitudes
of the form factors. Details of these theory terms are discussed separately below. Regardless of the
theory term used, 𝑚𝑅 is set to 5.325 GeV [12] when evaluating the inverse Blaschke factor in the
form-factor expansion described by Equation 2.19.

LQCD constraints: For |𝑉𝑢𝑏 | extraction from 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ decays using LQCD constraints,

nuisance parameters are included for three 𝑓+(𝑞
2) and two 𝑓0(𝑞

2) BCL form-factor coefficients 𝑏+𝑘
and 𝑏0

𝑘 , respectively, contained within the form-factor expansion in Equation 2.19. The 𝜒2
LQCD term is

defined as:

𝜒
2
LQCD =

5∑︁
𝑘,𝑙=1

(𝑏𝑘 − 𝑏
LQCD
𝑘

)𝐶−1
LQCD,𝑘𝑙 (𝑏𝑙 − 𝑏

LQCD
𝑙

), (9.2)

where 𝑏LQCD
𝑘

and 𝐶−1
LQCD,𝑘𝑙 are the constraints and inverse covariance matrix for the BCL form-factor

coefficients provided in the February 2023 version of the FLAG 21 review [14]. These constraints
combine results from the FNAL/MILC [15], RBC/UKQCD [16], and JLQCD [17] collaborations.

LCSR constraints: Alternatively, |𝑉𝑢𝑏 | can be extracted from 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ decays by including

LCSR constraints on 𝑓+(𝑞
2) and 𝑓0(𝑞

2) at five discrete 𝑞2 points. In this case, the additional 𝜒2
LCSR

term is given by:

𝜒
2
LCSR =

10∑︁
𝑘,𝑙=1

( 𝑓𝑘 − 𝑓
LCSR
𝑘 )𝐶−1

LCSR,𝑘𝑙 ( 𝑓𝑙 − 𝑓
LCSR
𝑙 ), (9.3)

where 𝑓
LCSR
𝑘 are the LCSR-constrained form factors, and 𝐶−1

LCSR,𝑘𝑙 is the corresponding inverse
covariance matrix provided by Ref. [18]. This approach directly constrains the BCL form factors 𝑓𝑘
for 𝑓+(𝑞

2) and 𝑓0(𝑞
2), incorporating the relevant inverse covariance matrix.

9.1.2 Setup for 𝑩+
→ 𝝆0ℓ+𝝂ℓ decays

To extract |𝑉𝑢𝑏 | from 𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ decays using the relationship described by Equation 2.16, a single

set of theory constraints is used. The setup is described in this subsection.
Since no LQCD predictions are available for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays, only constraints on the BSZ

form-factor parameterization derived from LCSR predictions are incorporated. Unlike the LCSR
constraints used for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ decays, which constrain the form factors directly, the LCSR

constraints for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ decays target the BSZ form-factor coefficients, similar to the LQCD

constraints used for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ decays. The 𝑚𝑅 factors within the inverse Blaschke factors in
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9.2 |𝑉𝑢𝑏 | fit results

Equation 2.20 are set to 5.724 GeV for the form-factor expansions of 𝐴1(𝑞
2) and 𝐴2(𝑞

2), and to
5.325 GeV for the form-factor expansion of 𝑉 (𝑞2) [13].

LCSR constraints: In extracting |𝑉𝑢𝑏 | from 𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ decays, LCSR constraints are incor-

porated as nuisance parameters for the BSZ form-factor coefficients. Specifically, constraints on two
form-factor coefficients 𝑏𝑖𝑘 each for 𝐴1(𝑞

2), 𝐴2(𝑞
2), and 𝑉 (𝑞2) are included, resulting in a total of six

BSZ form-factor coefficients. These coefficients are part of the form-factor expansion described by
Equation 2.20. The 𝜒2

LCSR term is given by:

𝜒
2
LCSR =

6∑︁
𝑘,𝑙=1

(𝑏𝑘 − 𝑏
LCSR
𝑘 )𝐶−1

LCSR,𝑘𝑙 (𝑏𝑙 − 𝑏
LCSR
𝑙 ), (9.4)

where 𝑏LCSR
𝑘 are the theory constraints on the form-factor coefficients from Ref. [13], and 𝐶−1

LCSR,𝑘𝑙 is
the corresponding inverse covariance matrix.

9.2 |𝑽𝒖𝒃 | fit results
By performing the fits described in the previous section, three values for |𝑉𝑢𝑏 |, presented in this
section, are obtained. For all quoted |𝑉𝑢𝑏 | results in this section, the uncertainties are presented as
follows: the first is statistical, the second is systematic, and the third is theoretical. Details on the
composition and evaluation of these uncertainties are provided in the next section.

The first value of |𝑉𝑢𝑏 | from 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ decays, using only LQCD constraints, is:

|𝑉𝑢𝑏 |𝐵→𝜋ℓ𝜈ℓ
= (3.93 ± 0.09 ± 0.13 ± 0.19) × 10−3.

When including LCSR constraints, the result for |𝑉𝑢𝑏 | from 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ decays becomes:

|𝑉𝑢𝑏 |𝐵→𝜋ℓ𝜈ℓ
= (3.73 ± 0.07 ± 0.07 ± 0.16) × 10−3.

Figure 9.1 shows the partial branching fractions of 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ decays as a function of 𝑞2. The

fitted differential rates are also displayed, along with the one, two, and three standard-deviation
uncertainty bands. The 𝜒2 per degree of freedom (DOF) for both fits is 8.4/7, corresponding to a
p-value of 0.40. The DOF is calculated as the number of 𝑞2 bins minus the number of fit parameters,
which is 13 − 6 = 7. The measured values of |𝑉𝑢𝑏 | and the BCL form-factor coefficients from the fits
to the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ partial branching fraction spectrum are provided in Table 9.1. The elements of

the full correlation matrices for these values are provided in Tables C.4 and C.5 in Appendix C.
The two |𝑉𝑢𝑏 | results obtained from 𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ decays are consistent, differing by only

0.7 standard deviations. Both results are in agreement with previous exclusive 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ

measurements [9], described in Section 2.3, with the combined LQCD and LCSR |𝑉𝑢𝑏 | fit result
agreeing exceptionally well, within 0.3 standard deviations. However, while the LQCD |𝑉𝑢𝑏 | fit result
agrees equally well with both the exclusive and inclusive world averages within 0.9 standard deviations,
the combined LQCD and LCSR |𝑉𝑢𝑏 | fit result is lower and deviates by 1.9 standard deviations from
the inclusive world average. This indicates a similar tension as observed between the exclusive and
inclusive world averages.

The third value for |𝑉𝑢𝑏 | is obtained from 𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ decays using LCSR constraints:
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Figure 9.1: Measured partial branching fractions as a function of 𝑞2 for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ decays. The fitted

differential rates are shown, along with one, two, and three standard-deviation uncertainty bands for fits using
constraints from (a) LQCD and (b) LQCD plus LCSR predictions.

Table 9.1: Measured values of |𝑉𝑢𝑏 | and the BCL form-factor coefficients with total uncertainties from fits to
the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ partial branching fraction spectrum. The 𝜒2/DOF is also provided.

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ

LQCD LQCD + LCSR
|𝑉𝑢𝑏 | (10−3) 3.93 ± 0.25 3.73 ± 0.19

𝑓+(𝑞
2)

𝑏
+
0 0.42 ± 0.02 0.45 ± 0.02
𝑏
+
1 −0.52 ± 0.05 −0.52 ± 0.05
𝑏
+
2 −0.81 ± 0.21 −1.02 ± 0.18

𝑓0(𝑞
2) 𝑏

0
0 0.02 ± 0.25 0.59 ± 0.02
𝑏

0
1 −1.43 ± 0.08 −1.39 ± 0.07

𝜒
2/DOF 8.39/7 8.36/7

|𝑉𝑢𝑏 |𝐵→𝜌ℓ𝜈ℓ = (3.19 ± 0.12 ± 0.17 ± 0.26) × 10−3.

Figure 9.2 shows the partial branching fractions of 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ decays as a function of 𝑞2. The

fitted differential rate is also displayed, with one, two, and three standard-deviation uncertainty bands.
The 𝜒2 per DOF is 3.9/3, corresponding to a p-value of 0.27. The DOF is 10 − 7 = 3, given that
partial branching fractions were measured in ten 𝑞2 bins and seven fit parameters are included. The
measured values of |𝑉𝑢𝑏 | and the BSZ form-factor coefficients from the fit to the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ partial

branching fraction spectrum are summarized in Table 9.2. The elements of the full correlation matrix
for these values are provided in Table C.6 in Appendix C.

The |𝑉𝑢𝑏 | result obtained from 𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ decays is lower compared to the |𝑉𝑢𝑏 | results from

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ decays. It agrees only within 1.8 and 1.4 standard deviations with the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ

results obtained using LQCD and combined LQCD and LCSR fits, respectively. However, the
𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ |𝑉𝑢𝑏 | result is consistent with previous 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ measurements [10], as described
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Figure 9.2: Measured partial branching fractions as a function of 𝑞2 for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ decays. The fitted

differential rate is shown along with one, two, and three standard-deviation uncertainty bands for a fit using
LCSR constraints.

Table 9.2: Measured values of |𝑉𝑢𝑏 | and the BSZ form-factor coefficients with total uncertainties from a fit to
the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ partial branching fraction spectrum. The 𝜒2/DOF is also provided.

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ

LCSR
|𝑉𝑢𝑏 | (10−3) 3.19 ± 0.33

𝐴1(𝑞
2) 𝑏

𝐴1
0 0.27 ± 0.03
𝑏
𝐴1
1 0.34 ± 0.13

𝐴2(𝑞
2) 𝑏

𝐴2
0 0.29 ± 0.03
𝑏
𝐴2
1 0.66 ± 0.17

𝑉 (𝑞2) 𝑏
𝑉
0 0.33 ± 0.03
𝑏
𝑉
1 −0.93 ± 0.17

𝜒
2/DOF 3.85/3

in Section 2.3, within 0.5 standard deviations. Since this result is higher than previous measurements,
the tensions with the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ result and the inclusive and exclusive (𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ) world

averages are reduced to 2.7 and 1.3 standard deviations, respectively.

9.3 Uncertainties

The uncertainties on the |𝑉𝑢𝑏 | results quoted in the previous section consist of statistical, systematic,
and theoretical components. These uncertainties are evaluated using a toy method and described in
this section. To determine the statistical and systematic components, toy datasets are generated by
varying the partial branching fractions according to their statistical or systematic covariance matrices.
This process includes all sources of uncertainty discussed in Chapter 8.
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200 variations are created and a 𝜒2 fit on each toy dataset is performed, using the nominal covariance
matrix and theory constraints for the 𝜒2 calculation. The width of the distribution of |𝑉𝑢𝑏 | results
from these fits gives the statistical or systematic error. Similarly, for the theoretical uncertainty, the
theory constraints are varied using their respective covariance matrices, rather than varying the input
partial branching fractions.

All three |𝑉𝑢𝑏 | results are limited by the theoretical uncertainties. For the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ results, the

relative theoretical uncertainties are 4.8% for the LQCD fit and 4.3% for the combined LQCD and
LCSR fit. For the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ result, the theoretical uncertainty is larger, at 8.2%.

Adding the LCSR constraint to the LQCD constraint for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ decays reduces the relative

theoretical uncertainty. This reduction is because LCSR predictions provide low 𝑞
2 information,

decreasing the dependence on low 𝑞
2 extrapolations from LQCD. This reduction is evident in the 𝑏0

0
coefficient of the 𝑓0(𝑞

2) form factor, as shown in Table 9.1. While improvements in the uncertainties of
the 𝑓+(𝑞

2) form-factor coefficients are minor with the inclusion of LCSR information, it significantly
constrains the 𝑓0(𝑞

2) form factor.
Including LCSR information also improves the statistical and systematic uncertainty contributions

for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ fits. To understand this effect, the relative contribution of each uncertainty source

discussed in Chapter 8, is assessed. Using the toy method, the input partial branching fractions are
varied according to the systematic uncertainty matrix corresponding to each uncertainty source. The
relative uncertainties on |𝑉𝑢𝑏 | from various systematic uncertainty sources are shown in Table 9.3.

Table 9.3: Summary of fractional uncertainties in % by source on the extracted |𝑉𝑢𝑏 | values.

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ

LQCD LQCD LCSR+ LCSR
Detector effects 0.64 0.24 0.44
Beam energy 0.05 0.03 0.09
Simulated sample size 1.51 0.78 1.41
BDT efficiency 0.31 0.21 0.28
Physics constraints 0.61 0.43 0.88
Signal model 0.38 0.13 0.41
𝜌 lineshape 0.26 0.21 0.13
Nonres. 𝐵 → 𝜋𝜋ℓ𝜈ℓ 0.43 0.11 1.97
DFN parameters 0.64 0.32 0.88
𝐵 → 𝑋𝑢ℓ𝜈ℓ model 0.61 0.40 1.56
𝐵 → 𝑋𝑐ℓ𝜈ℓ model 0.51 0.43 0.50
Continuum 2.39 1.37 4.91
Total systematic 3.26 1.91 5.33
Statistical 2.31 1.82 3.76
Theory 4.83 4.29 8.15
Total 6.40 5.13 10.34

For both 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ results, the largest contribution to the systematic

uncertainty is from the limited size of the off-resonance data sample. For the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ LQCD
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result and the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ result, this contribution alone exceeds the statistical uncertainty. Another

significant contribution to the uncertainties comes from the limited simulated sample sizes. For
the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ result, the uncertainties from modeling nonresonant 𝐵 → 𝜋𝜋ℓ𝜈ℓ decays and the

𝐵 → 𝑋𝑢ℓ𝜈ℓ background are also significant.
To understand the reduction in relative statistical and systematic uncertainties on |𝑉𝑢𝑏 | from adding

LCSR constraints, the uncertainties on the input partial branching fractions given in Table 8.1 are
examined. The statistical uncertainty as a function of 𝑞2 is analyzed to assess its importance. For
systematic uncertainties, the behavior of dominant sources as a function of 𝑞2 are examined. These
include uncertainties from limited sizes of off-resonance and simulated samples.

The uncertainties are largest at high 𝑞2, but they also dominate at low 𝑞
2. While LQCD constraints

can constrain high 𝑞2 uncertainties they cannot constrain those at low 𝑞
2. Including LCSR constraints

reduces this dependence, similarly to the reduction observed for theoretical uncertainties. This results
in decreased relative statistical and systematic uncertainties on |𝑉𝑢𝑏 |.

9.4 Stability tests

The stability of the |𝑉𝑢𝑏 | results is assessed by performing fits with various 𝑞2 cut-off values, described
in this section.

For the LQCD fit of the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ partial branching fraction spectrum, the lowest 𝑞2 bin is

sequentially removed to examine the extrapolation of the LQCD constraints to low 𝑞
2. Figure 9.3(a)

displays the extracted |𝑉𝑢𝑏 | values as a function of the 𝑞2
min cut-off values used in the 𝜒2 fit. These

results are compared with the exclusive and inclusive world averages of |𝑉𝑢𝑏 | [9], with the left-most
point representing the nominal |𝑉𝑢𝑏 | result.
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Figure 9.3: Measured |𝑉𝑢𝑏 | values for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ (a, b) and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ (c) decays with varying cut-off

values of 𝑞2 in the fit. In (a) results with LQCD constraints, where minimum cut-off values are used, are shown.
In (b) and (c) results with LCSR constraints, where maximum cut-off values are investigated, are shown. The
results are compared with the world average |𝑉𝑢𝑏 | values from 𝐵 → 𝜋ℓ𝜈ℓ and inclusive 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays from
Ref. [9]. In (c) a further comparison to the |𝑉𝑢𝑏 | result obtained in Ref. [10] from 𝐵 → 𝜌ℓ𝜈ℓ measurements is
provided.

For the combined LQCD and LCSR fit to the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ partial branching fraction spectrum

and for the fit to the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ partial branching fraction spectrum, the dependence on the high 𝑞2

extrapolation is tested by sequentially removing the largest 𝑞2 bins. The |𝑉𝑢𝑏 | results for different
𝑞

2
max cut-off values are shown in Figure 9.3(b, c). The right-most points in these figures correspond to
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the nominal |𝑉𝑢𝑏 | results. In addition to comparing these results with exclusive and inclusive world
averages, the fit-stability |𝑉𝑢𝑏 | results for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays are compared with a previous |𝑉𝑢𝑏 |

measurement [10]. For all three fits, the |𝑉𝑢𝑏 | results remain stable with varying 𝑞2 cut-off values.
Additionally, the self-consistency of the form-factor coefficients is verified by repeating the signal

extraction described in Chapter 7 using modified signal templates with 𝑞2 shapes that match the
measured form-factor coefficients. After updating the branching fraction spectra with these modified
templates, the |𝑉𝑢𝑏 | fits are re-performed and consistent results are obtained.
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CHAPTER 10

Conclusion and outlook

This thesis presented a simultaneous measurement of untagged 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ

decays using data corresponding to an integrated luminosity of 364 fb−1 recorded by the Belle II
detector. Signal events were selected, and the dominant continuum and 𝐵𝐵 backgrounds were
suppressed using boosted decision trees. A novel approach was developed to simultaneously extract
signal yields of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events in bins of true 𝑞2, effectively reducing the

dependence on the modeling of the 𝑞2 resolution. To achieve this, a simultaneous extended binned
maximum likelihood fit to the distributions of Δ𝐸 , 𝑀bc, and reconstructed 𝑞2 was constructed.

The signal yields were used to determine the partial and total branching fractions. The branching
fraction of 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ was found to be (1.516 ± 0.042(stat) ± 0.059(syst)) × 10−4, while that of

𝐵
+ → 𝜌

0
ℓ
+
𝜈ℓ is (1.625 ± 0.079(stat) ± 0.180(syst)) × 10−4. These results are consistent with the

world averages [37] and are primarily limited by the size of the off-resonance data sample and the
description of the nonresonant 𝐵 → 𝑋𝑢ℓ𝜈ℓ background.

Form-factor fits to the measured partial branching fraction spectra were performed to extract values
of the CKM matrix element magnitude |𝑉𝑢𝑏 | from 𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays. For

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ decays, two sets of theoretical constraints were applied. Using LQCD constraints from

the FLAG 21 review, updated in February 2023 [14], |𝑉𝑢𝑏 | was determined to be (3.93 ± 0.09(stat) ±
0.13(syst) ± 0.19(theo)) × 10−3. When additional LCSR constraints were included [18], the result
became (3.73±0.07(stat)±0.07(syst)±0.16(theo))×10−3. For 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays, applying LCSR

constraints from Ref. [13] resulted in a |𝑉𝑢𝑏 | value of (3.19±0.12(stat)±0.17(syst)±0.26(theo))×10−3.
The |𝑉𝑢𝑏 | results are dominated by theoretical uncertainties, highlighting the need for further

refinement of these models in the future. Experimentally, the |𝑉𝑢𝑏 | results are systematically limited
by the size of the off-resonance data sample and the available simulated samples. For 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ

decays, additional significant uncertainties arise from the modeling of 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, particularly
from nonresonant 𝐵 → 𝜋𝜋ℓ𝜈ℓ decays.

Reducing uncertainties due to limited sample sizes could primarily be achieved by increasing the
sample sizes. The dominant off-resonance sample uncertainty could also be mitigated by improving the
simulation of continuum backgrounds, allowing the off-resonance sample to be used only for validation.
To address uncertainties related to the modeling of 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, exploring alternatives to the
hybrid model may be beneficial. Developing such techniques will require more inclusive and exclusive
measurements of 𝐵 → 𝑋𝑢ℓ𝜈ℓ decays, particularly nonresonant 𝐵 → 𝜋𝜋ℓ𝜈ℓ decays, in the future.

One of the motivations for the work described by this thesis was to test the discrepancy between the
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exclusive and inclusive values of |𝑉𝑢𝑏 | [9]. Both |𝑉𝑢𝑏 | results from 𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ decays are consistent

with each other and with the exclusive world average. The |𝑉𝑢𝑏 | result constrained only by LQCD
predictions also agrees with the inclusive world average, which is not true when LCSR constraints are
included. The |𝑉𝑢𝑏 | result from 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ decays is lower than those from 𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ decays,

yet consistent with previous 𝐵 → 𝜌ℓ𝜈ℓ measurements in Ref. [10].
The discrepancies observed in |𝑉𝑢𝑏 | results when using LCSR constraints to the inclusive world

averages, potentially suggest issues within the theoretical predictions or their associated uncertainties.
Although the LQCD-constrained result aligns well with both the exclusive and inclusive world
averages, slightly reducing the overall discrepancy, it does not resolve it. Consequently, it is likely
that using the same experimental techniques in the future may not lead to further insights. Similarly,
the measurements from 𝐵

+ → 𝜌
0
ℓ
+
𝜈ℓ decays show the same discrepancies as observed in previous

studies. To improve the theoretical predictions of form factors for 𝐵 → 𝜌ℓ𝜈ℓ decays, a simultaneous
analysis of 𝐵 → 𝜋𝜋ℓ𝜈ℓ and 𝐵 → 𝜌ℓ𝜈ℓ decays could help in distinguishing between resonant and
nonresonant contributions.
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APPENDIX A

Further studies

This appendix presents additional studies that support the results discussed in this thesis.
Section A.1 describes the optimization of the bremsstrahlung correction parameters. Section A.2

focuses on the selection of optimal thresholds for track momentum and cluster energy of the ROE
particles. Section A.3 introduces the reconstruction and application of the 𝐵+ → 𝐽/𝜓𝐾+ control mode.
Finally, Section A.4 presents additional distributions from the reweighting of simulated continuum
events.

A.1 Bremsstrahlung parameter optimization

Lepton candidates are corrected for bremsstrahlung effects as described in Section 5.2.2. This section
details the optimization of the bremsstrahlung correction parameters, which include the maximum
opening angle and cluster energies.

Preliminary selections of 0.8 GeV and 1.2 GeV are applied to the lab-frame momentum of lepton
candidates in the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, respectively. The resolution of the lepton

momentum is evaluated for various angle and energy thresholds. Gaussian functions are fitted to each
resolution peak. Given that the resolution exhibits a Gaussian core with long tails, the figure of merit
(FOM), representing the fraction of total events lying outside the fitted peak width, is minimized to
determine the optimal parameters.

Figure A.1 shows the FOM as a function of cluster energy and opening angle in a two-dimensional
plot for both 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events. The optimal thresholds are marked, and the

projections of the FOM as functions of energy and angle at the optimal points are also presented.
While the optimal opening angle is consistent for both 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, the

optimal cluster energy differs due to the distinct lepton momentum thresholds in each mode.

A.2 ROE track and cluster selection optimization

Section 5.3 discusses the selection criteria for the tracks and clusters contributing to the ROE. This
section focuses on the optimization of these selections.

Initially, the agreement between simulated and collision data is examined for the transverse
momentum (𝑝𝑡 ) distribution of all ROE tracks. Figure A.2 presents these distributions, where
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Figure A.1: Two-dimensional plots of the FOM as a function of cluster energy and opening angle (left) for
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ (top) and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events (bottom) with optimal points marked. The projections of the

FOM as functions of cluster energy (middle) and opening angle (right) at the optimal points are also shown.

off-resonance data (e18) represents the simulated continuum component, while the 𝐵𝐵 backgrounds
are derived from simulation. The analysis shows that no tighter 𝑝𝑡 track selection than 𝑝𝑡 > 0.05 GeV
is necessary, as the agreement between simulated and collision data is good.
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Figure A.2: Distributions of track 𝑝𝑡 in simulated and collision data. Off-resonance data (e18) represents the
simulated continuum component. The threshold is indicated.

Subsequently, the cluster energy spectra in the forward, barrel, and backward detector regions
are compared between simulated and collision data. Figure A.3 shows these distributions, with
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off-resonance data used to represent the simulated continuum component. The comparison reveals
that the low-energy region does not match well between on-resonance and off-resonance data across
all detector regions. This discrepancy is likely due to variations in beam-induced background levels
depending on accelerator conditions. To address this, thresholds for cluster energy are applied based
on the detector region. These thresholds are chosen to ensure that a maximum of 5% of the remaining
photons are attributed to beam-induced backgrounds, as indicated by simulation.
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Figure A.3: Distributions of cluster energy in (a) forward, (b) barrel and (c) backward detector regions in
simulated and collision data. Off-resonance data (e18) represents the simulated continuum component. The
thresholds are indicated.

A.3 Control mode
To validate the reconstruction of 𝑞2 and test the consistency of the signal efficiency of the BDT
classifier selection between simulated and collision data, a control mode is introduced, which is
described in this section. Section A.3.1 describes the reconstruction of the 𝐵+ → 𝐽/𝜓𝐾+ control
mode, while the validation study for the 𝑞2 resolution is described in Section

A.3.1 Reconstruction
This subsection describes the reconstruction of the 𝐵+ → 𝐽/𝜓𝐾+ control mode. First, 𝐵+ → 𝐽/𝜓𝐾+

events, where the 𝐽/𝜓 decays to two muons, are fully reconstructed. Subsequently, 𝐵+ → 𝜇𝐾
+ events

are reconstructed, ensuring that these events form a subset of the fully reconstructed events. The
selection criteria are outlined in Table A.1 and are based on ongoing dedicated studies at the Belle II
experiment.

Muon and kaon candidates are required to have polar angles within the CDC acceptance and
transverse momenta greater than 0.05 GeV. Additionally, their impact parameters must satisfy
d𝑟 < 1.0 cm and |d𝑧 | < 3.0 cm.. Thresholds are applied to the PID ratios for both muon and kaon
candidates, and PID ratio corrections are made as detailed in Section 4.3.1. Moreover, the muon
candidate’s momentum must exceed 0.8 GeV.
𝐽/𝜓 candidates reconstructed from two muons must have an invariant mass within the range: 𝑚𝑙𝑙 ∈

[2.96, 3.19] GeV. Fully reconstructed 𝐵 meson candidates are required to pass selections on 𝑀bc and
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Table A.1: Requirements for particle candidates and the ROE in the reconstruction of the 𝐵+ → 𝐽/𝜓𝐾+ control
mode.

Selection
Muon muon PID > 0.9 and p >0.8 GeV
Kaon kaon PID > 0.6
𝐽/𝜓 𝑚𝑙𝑙 ∈ [2.96, 3.19] GeV

𝐵 meson 𝑀bc >5.2 GeV, |Δ𝐸 | <0.2 GeV, |Δ𝑀 | <0.05 GeV
ROE see Section 5.3

Δ𝐸 , with an additional constraint on the difference between the reconstructed and PDG mass of the
𝐵 meson, Δ𝑀 [37]. The ROE requirements for the fully reconstructed events align with those for
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, as described in Section 5.3. Finally, a random selection of

the best candidate is performed.

A.3.2 Validation of 𝒒2 reconstruction
This subsection describes the validation study for the reconstruction of 𝑞2 using the control mode.
After reconstructing the control mode as outlined above, the 𝑞2 resolutions in collision and simulated
data are compared. While the root-mean-square (RMS) of the 𝑞2 distribution in collision data is found
to be 0.505 GeV2, in simulated data it is 0.526 GeV2, corresponding to a 4% difference. The two
distributions are shown in Figure A.4(a). The mixed and charged components are the backgrounds
from neutral and charged 𝐵 meson events, respectively.

(a) (b)

Figure A.4: (a) Distributions of reconstructed 𝑞2 in the control mode in simulated and collision data, with
the lower panel showing the ratio between collision and simulated data. (b) Plot of RMS values of the 𝑞2

distributions as a function of Ecms for different collision datasets.

A dependence of the 𝑞2 resolution on the CM energy Ecms is observed. The Ecms in simulated
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data is 10.5796 GeV, whereas the mean Ecms in collision data is 10.5771 GeV. Three subsets of the
collision data with different Ecms ranges are examined: e18 (low Ecms), b30 (approximately the mean
data Ecms), and b36 (approximately the simulated Ecms). The RMS value of the 𝑞2 distribution for
each subset is determined, showing a linear trend with respect to Ecms. Figure A.4(b) displays the
RMS values of the 𝑞2 distribution as a function of Ecms.

Since mismodeling of the 𝑞2 distribution could impact the signal template shapes during signal
extraction, the effect of a narrower 𝑞2 resolution in collision data must be investigated. To simulate a
4% difference in resolution, as detailed in Section 8.3.2, a 4% difference is assumed for all 𝑞2 bins.
The validity of this assumption needs to be investigated, since the control mode occurrs at a single 𝑞2

value (9.59 GeV2).
To validate this assumption,Υ(4𝑆) → 𝐵𝐵(→ 𝜋/𝜌ℓ𝜈) events are generated using theTGenPhaseSpace

class [130, 131]. Two sets of events are generated: one using the mean Ecms from collision data and
the other using the Ecms from simulated data. The combined Diamond Frame and ROE method is then
used to reconstruct 𝑞2. Comparing the 𝑞2 resolutions, a smaller resolution is observed with the mean
collision data Ecms than with the simulated data Ecms, consistent with the control mode findings.

To examine the effect in different 𝑞2 bins, generated events are split into true 𝑞2 bins. The fractional
difference between the RMS values of 𝑞2 distributions in samples generated with collision and
simulated Ecms values is plotted against true 𝑞2, as shown for 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events

in Figures A.5(a) and A.5(b), respectively. The results are consistent with an overall 4% fractional
difference in RMS values across all true 𝑞2 bins.

(a) (b)

Figure A.5: Fractional differences between the RMS values of 𝑞2 distributions in generated samples using
collision and simulated Ecms values as a function of true 𝑞2 for (a) 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ and (b) 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ events.

A.4 Continuum reweighting

This section presents the distributions of Δ𝐸 and 𝑀bc in each reconstructed 𝑞2 bin for both the
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ modes, using off-resonance and reweighted simulated data. The

reweighting procedure is detailed in Section 7.4.1.
Figures A.6 and A.7 display the distributions of Δ𝐸 and 𝑀bc, respectively, for the 𝐵0 → 𝜋

−
ℓ
+
𝜈ℓ

mode. Figures A.8 and A.9 show the distributions of Δ𝐸 and 𝑀bc, respectively, for the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ
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mode. The binning chosen corresponds to that used during signal extraction, and the scale factors
provided refer to the scale factors applied to the lower and higher Δ𝐸 bins during reweighting.
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Figure A.6: Distributions of Δ𝐸 for the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode in off-resonance and reweighted simulated data

(grey) for each reconstructed 𝑞2 bin. The scale factors for the lower and higher Δ𝐸 bins used in reweighting are
indicated. The lower panels show the difference between collision and reweighted simulated data divided by the
combined uncertainty. The olive line represents the simulated distribution before reweighting.
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Figure A.7: Distributions of 𝑀bc for the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode in off-resonance and reweighted simulated data

(grey) for each reconstructed 𝑞2 bin. The scale factors for the lower and higher Δ𝐸 bins used in reweighting are
indicated. The lower panels show the difference between collision and reweighted simulated data divided by the
combined uncertainty. The olive line represents the simulated distribution before reweighting.
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Figure A.8: Distributions of Δ𝐸 for the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode in off-resonance and reweighted simulated data

(grey) for each reconstructed 𝑞2 bin. The scale factors for the lower and higher Δ𝐸 bins used in reweighting are
indicated. The lower panels show the difference between collision and reweighted simulated data divided by the
combined uncertainty. The olive line represents the simulated distribution before reweighting.
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Figure A.9: Distributions of 𝑀bc for the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ mode in off-resonance and reweighted simulated data

(grey) for each reconstructed 𝑞2 bin. The scale factors for the lower and higher Δ𝐸 bins used in reweighting are
indicated. The lower panels show the difference between collision and reweighted simulated data divided by the
combined uncertainty. The olive line represents the simulated distribution before reweighting.
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APPENDIX B

Distributions of 𝚫𝑬 and 𝑴bc

This appendix presents the distributions of Δ𝐸 and 𝑀bc for each reconstructed 𝑞
2 bin for the

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decay modes. The distributions following all signal selection and

background suppression steps are detailed in Section B.1. One-dimensional fit projections of Δ𝐸 and
𝑀bc are provided in Section B.2.

B.1 Prefit distributions
This section displays the distributions of Δ𝐸 and 𝑀bc within each reconstructed 𝑞2 bin after signal
selection and background suppression.

For the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ mode, distributions are shown in Figure B.1, B.2, and B.3 for the 𝑞1–5,

𝑞6–10, and 𝑞11–13 𝑞2 bins, respectively.
For the 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ mode, distributions are provided in Figure B.4 and B.5 for the 𝑞1–5 and

𝑞6–10 𝑞2 bins, respectively.

B.2 Postfit distributions
This section provides the distributions of Δ𝐸 and 𝑀bc within each reconstructed 𝑞2 bin for collision
data, including one-dimensional fit projections from simulation.

The one-dimensional fit projections of Δ𝐸 and 𝑀bc for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ candidates are shown in

Figure B.6 and B.7, respectively.
The corresponding distributions for 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ candidates are presented in Figure B.8 and B.9,

respectively.
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Appendix B Distributions of Δ𝐸 and 𝑀bc
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Figure B.1: Distributions ofΔ𝐸 (top) and𝑀bc (bottom) in the first five reconstructed 𝑞2 bins for the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ

mode for simulated and collision data after signal selection and background suppression. The hatched areas
represent statistical and systematic uncertainties on the simulated distributions, as detailed in Chapter 8. The
lower panels show the difference between collision and simulated data divided by the combined uncertainty.
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B.2 Postfit distributions
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Figure B.2: Distributions of Δ𝐸 (top) and 𝑀bc (bottom) in the sixth to the tenth reconstructed 𝑞2 bins for the
𝐵

0 → 𝜋
−
ℓ
+
𝜈ℓ mode for simulated and collision data after signal selection and background suppression. The

hatched areas represent statistical and systematic uncertainties on the simulated distributions, as detailed in
Chapter 8. The lower panels show the difference between collision and simulated data divided by the combined
uncertainty.
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Figure B.3: Distributions of Δ𝐸 (top) and 𝑀bc (bottom) in the last three reconstructed 𝑞
2 bins for the

𝐵
0 → 𝜋

−
ℓ
+
𝜈ℓ mode for simulated and collision data after signal selection and background suppression. The

hatched areas represent statistical and systematic uncertainties on the simulated distributions, as detailed in
Chapter 8. The lower panels show the difference between collision and simulated data divided by the combined
uncertainty.
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B.2 Postfit distributions
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Figure B.4: Distributions ofΔ𝐸 (top) and 𝑀bc (bottom) in the first five reconstructed 𝑞2 bins for the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ

mode for simulated and collision data after signal selection and background suppression. The hatched areas
represent statistical and systematic uncertainties on the simulated distributions, as detailed in Chapter 8. The
lower panels show the difference between collision and simulated data divided by the combined uncertainty.
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Figure B.5: Distributions of Δ𝐸 (top) and 𝑀bc (bottom) in the last five reconstructed 𝑞2 bins for the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ

mode for simulated and collision data after signal selection and background suppression. The hatched areas
represent statistical and systematic uncertainties on the simulated distributions, as detailed in Chapter 8. The
lower panels show the difference between collision and simulated data divided by the combined uncertainty.
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Figure B.6: Distributions of Δ𝐸 in reconstructed 𝑞2 bins in collision data for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ candidates with

one-dimensional fit projections from simulation overlaid.
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Figure B.7: Distributions of 𝑀bc in reconstructed 𝑞2 bins in collision data for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ candidates with

one-dimensional fit projections from simulation overlaid.
132



B.2 Postfit distributions

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

50

100

150

200

250

300

350

400

Ev
en

ts
 /
 B

in

q2

[0,2]GeV2

Belle ll Preliminary
B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

100

200

300

400

500

600

700

Ev
en

ts
 /
 B

in

q2

(2,4]GeV2

Belle ll Preliminary
B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

100

200

300

400

500

600

700

Ev
en

ts
 /
 B

in

q2

(4,6]GeV2

Belle ll Preliminary
B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

200

400

600

800

1000

Ev
en

ts
 /
 B

in

q2

(6,8]GeV2

Belle ll Preliminary
B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

200

400

600

800

1000

Ev
en

ts
 /
 B

in

q2

(8,10]GeV2

Belle ll Preliminary
B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

200

400

600

800

1000

1200

Ev
en

ts
 /
 B

in

q2

(10,12]GeV2

Belle ll Preliminary
B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

200

400

600

800

1000

Ev
en

ts
 /
 B

in

q2

(12,14]GeV2

Belle ll Preliminary
B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

200

400

600

800

Ev
en

ts
 /
 B

in

q2

(14,16]GeV2

Belle ll Preliminary
B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

200

400

600

800

Ev
en

ts
 /
 B

in

q2

(16,18]GeV2

Belle ll Preliminary
B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00 1.25
E [GeV]

0

100

200

300

400

500

600

700

800

Ev
en

ts
 /
 B

in

q2

(18, ]GeV2

Belle ll Preliminary

B+ 0 +

dt = 364fb 1

Signal
Comb Signal

+  

Xu 

Xc 

Other BB
Continuum
Signal
Data

Figure B.8: Distributions of Δ𝐸 in reconstructed 𝑞2 bins in collision data for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ candidates with

one-dimensional fit projections from simulation overlaid.
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Figure B.9: Distributions of 𝑀bc in reconstructed 𝑞2 bins in collision data for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ candidates with

one-dimensional fit projections from simulation overlaid.

134



APPENDIX C

Correlation matrices

This appendix provides the correlation matrices for the results discussed throughout this thesis.
Table C.1 displays the elements of the statistical correlation matrix for the component scale factors

used in the fit, as discussed in Section 7.5.
Tables C.2 and C.3 present the elements of the full experimental covariance matrices for the

partial branching fractions of the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ and 𝐵+ → 𝜌

0
ℓ
+
𝜈ℓ decays, detailed in Section 7.6,

respectively.
Tables C.4 and C.5 include the elements of the full correlation matrices for |𝑉𝑢𝑏 | and the BCL

form-factor coefficients. These matrices result from the fit to the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ spectrum with LQCD

and LQCD plus LCSR constraints, as discussed in Section 9.2.
Similarly, Table C.6 shows the elements of the full correlation matrix for |𝑉𝑢𝑏 | and the BSZ

form-factor coefficients from the fit to the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ spectrum with LCSR constraints.
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Table C.1: Statistical correlation matrix of the 31 scale factors corresponding to the fit templates.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
1 1.00
2 −0.06 1.00
3 −0.06 −0.66 1.00
4 -0.32 −0.11 −0.33 1.00
5 0.01 0.05 −0.04 0.01 1.00
6 0.06 0.60 −0.38 −0.06 −0.07 1.00
7 -0.03 −0.04 0.25 −0.12 −0.21 −0.42 1.00
8 -0.02 −0.14 −0.10 0.17 −0.09 0.02 −0.75 1.00
9 -0.33 −0.07 0.14 −0.09 0.01 −0.07 −0.14 0.24 1.00
10 0.05 −0.02 0.24 −0.55 0.01 −0.04 −0.01 0.04 0.01 1.00
11 -0.07 −0.04 −0.01 −0.07 0.01 −0.08 −0.01 0.06 0.12 −0.14 1.00
12 -0.03 −0.01 −0.11 0.01 −0.01 −0.06 0.03 0.02 0.02 0.06 −0.22 1.00
13 0.04 0.08 −0.20 −0.02 −0.01 0.01 0.05 −0.02 −0.02 0.01 0.10 −0.18 1.00
14 0.06 0.19 −0.32 0.04 −0.03 0.07 0.08 −0.07 −0.06 −0.05 0.02 0.12 −0.08 1.00
15 −0.01 0.21 −0.39 0.14 −0.01 0.08 0.07 −0.07 −0.06 −0.10 0.03 0.08 0.16 0.04 1.00
16 −0.02 0.22 −0.41 0.16 0.04 0.15 −0.04 −0.01 −0.05 −0.10 0.02 0.07 0.11 0.19 0.10 1.00
17 −0.03 0.23 −0.44 0.19 0.03 0.22 −0.11 0.03 −0.05 −0.12 0.02 0.07 0.11 0.16 0.22 0.15 1.00
18 −0.08 0.26 −0.34 0.12 0.01 0.35 −0.15 0.03 −0.02 −0.08 0.01 0.04 0.07 0.12 0.15 0.19 0.15 1.00
19 −0.15 0.12 −0.13 0.07 0.01 0.31 −0.17 0.06 0.05 −0.02 0.01 0.02 0.02 0.04 0.06 0.09 0.13 0.14 1.00
20 −0.17 −0.09 0.12 0.02 −0.01 0.14 −0.10 0.05 0.08 0.02 0.01 −0.01 −0.02 −0.04 −0.03 −0.02 −0.01 0.04 0.13 1.00
21 −0.13 −0.26 0.24 0.01 −0.02 −0.15 0.01 0.04 0.08 0.04 0.02 0.01 −0.04 −0.08 −0.08 −0.08 −0.09 −0.09 −0.04 −0.24 1.00
22 0.04 0.08 0.07 −0.16 −0.04 0.03 0.49 −0.71 −0.36 −0.06 −0.04 −0.04 0.01 0.04 0.04 0.01 −0.02 −0.02 −0.03 −0.03 −0.02 1.00
23 0.02 −0.07 −0.02 −0.01 −0.07 0.04 −0.16 0.09 0.13 −0.08 −0.12 0.04 −0.04 −0.02 −0.03 −0.02 0.01 0.01 0.01 0.01 0.02 −0.35 1.00
24 0.01 −0.09 −0.04 0.04 0.05 0.02 −0.27 0.18 −0.01 0.06 −0.07 −0.14 0.04 −0.07 −0.03 −0.01 0.01 0.01 0.02 0.02 0.02 0.02 −0.42 1.00
25 0.01 −0.14 −0.01 0.04 −0.03 −0.03 −0.24 0.17 0.05 −0.03 0.08 −0.04 −0.20 0.01 −0.05 −0.02 −0.01 −0.02 −0.01 0.01 0.03 −0.13 0.27 −0.39 1.00
26 0.01 −0.19 −0.02 0.07 0.10 −0.08 −0.36 0.28 0.06 0.01 −0.01 0.06 −0.04 −0.25 −0.05 −0.03 0.01 −0.02 −0.01 0.01 0.05 −0.16 0.03 0.31 −0.27 1.00
27 0.01 −0.24 −0.02 0.09 0.03 −0.08 −0.43 0.36 0.08 −0.01 0.03 −0.01 0.01 −0.07 −0.25 −0.03 −0.01 −0.02 0.01 0.02 0.06 −0.21 0.14 0.13 0.30 −0.08 1.00
28 −0.01 −0.33 0.11 0.07 −0.15 −0.30 −0.03 0.13 0.04 0.01 0.03 0.03 −0.01 0.01 −0.02 −0.29 −0.08 −0.08 −0.07 −0.01 0.08 −0.06 0.06 0.08 0.08 0.20 −0.15 1.00
29 −0.01 −0.38 0.17 0.05 −0.03 −0.35 −0.02 0.11 0.05 0.01 0.03 0.02 −0.01 −0.06 −0.03 −0.03 −0.34 −0.18 −0.07 −0.01 0.10 −0.06 0.05 0.06 0.09 0.11 0.19 −0.14 1.00
30 −0.04 −0.44 0.27 0.04 0.02 −0.51 0.13 0.04 0.06 0.03 0.04 0.03 −0.02 −0.07 −0.08 −0.08 −0.06 −0.45 −0.23 0.05 0.16 −0.03 0.02 0.03 0.07 0.10 0.11 0.23 −0.08 1.00
31 0.01 −0.48 0.32 0.01 −0.06 −0.58 0.21 −0.01 0.03 0.03 0.03 0.02 −0.03 −0.08 −0.10 −0.15 −0.17 −0.16 −0.42 −0.42 0.06 0.01 0.02 0.02 0.06 0.09 0.11 0.22 0.27 0.02 1.00
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Table C.2: Full experimental correlation matrix of the partial branching fractions ΔB𝑖 for 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ decays.

𝑞
2 bin 𝑞1 𝑞2 𝑞3 𝑞4 𝑞5 𝑞6 𝑞7 𝑞8 𝑞9 𝑞10 𝑞11 𝑞12 𝑞13
𝑞1 1.000
𝑞2 0.021 1.000
𝑞3 0.105 −0.193 1.000
𝑞4 −0.018 0.019 −0.139 1.000
𝑞5 −0.031 −0.052 0.202 −0.053 1.000
𝑞6 0.065 −0.058 0.034 0.097 0.004 1.000
𝑞7 −0.097 −0.160 0.069 0.226 0.223 0.090 1.000
𝑞8 −0.067 −0.097 0.026 0.026 0.194 0.255 0.213 1.000
𝑞9 0.088 0.035 −0.019 −0.027 0.053 0.170 0.108 0.110 1.000
𝑞10 0.007 −0.007 0.001 −0.053 0.067 0.100 0.050 0.058 0.196 1.000
𝑞11 0.075 0.001 0.059 −0.005 0.021 0.056 0.028 −0.035 0.148 0.236 1.000
𝑞12 0.050 0.080 0.014 0.004 −0.035 −0.044 −0.038 −0.101 0.074 0.187 0.297 1.000
𝑞13 0.030 −0.053 0.115 0.024 0.041 −0.048 −0.011 −0.078 −0.092 −0.129 −0.212 −0.355 1.000

Table C.3: Full experimental correlation matrix of the partial branching fractions ΔB𝑖 for 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ decays.

𝑞
2 bin 𝑞1 𝑞2 𝑞3 𝑞4 𝑞5 𝑞6 𝑞7 𝑞8 𝑞9 𝑞10
𝑞1 1.000
𝑞2 −0.340 1.000
𝑞3 0.146 −0.322 1.000
𝑞4 0.023 0.241 −0.241 1.000
𝑞5 −0.052 0.131 0.275 −0.060 1.000
𝑞6 0.017 0.139 0.183 0.464 0.148 1.000
𝑞7 −0.021 0.197 0.068 0.184 0.428 0.030 1.000
𝑞8 0.149 0.018 0.054 0.216 0.205 0.311 −0.063 1.000
𝑞9 0.095 0.101 0.050 0.115 0.136 0.156 0.235 −0.005 1.000
𝑞10 0.004 0.187 −0.083 0.153 0.151 0.133 0.188 0.341 0.241 1.000

Table C.4: Full correlation matrix of |𝑉𝑢𝑏 | and the BCL form-factor coefficients from the fit to the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ

spectrum with LQCD constraints.

|𝑉𝑢𝑏 | 𝑏
+
0 𝑏

+
1 𝑏

+
2 𝑏

0
0 𝑏

0
1

|𝑉𝑢𝑏 | 1.000
𝑏
+
0 −0.806 1.000
𝑏
+
1 −0.053 −0.273 1.000
𝑏
+
2 0.062 −0.319 −0.338 1.000
𝑏

0
0 −0.315 0.409 −0.073 −0.204 1.000
𝑏

0
1 −0.142 −0.048 0.150 0.258 −0.775 1.000
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Appendix C Correlation matrices

Table C.5: Full correlation matrix of |𝑉𝑢𝑏 | and the BCL form-factor coefficients from the fit to the 𝐵0 → 𝜋
−
ℓ
+
𝜈ℓ

spectrum with LQCD and LCSR constraints.

|𝑉𝑢𝑏 | 𝑏
+
0 𝑏

+
1 𝑏

+
2 𝑏

0
0 𝑏

0
1

|𝑉𝑢𝑏 | 1.000
𝑏
+
0 −0.791 1.000
𝑏
+
1 0.007 −0.339 1.000
𝑏
+
2 0.243 −0.375 −0.448 1.000
𝑏

0
0 −0.376 0.430 −0.065 −0.190 1.000
𝑏

0
1 0.003 −0.164 0.127 0.244 −0.830 1.000

Table C.6: Full correlation matrix of |𝑉𝑢𝑏 | and the BSZ form-factor coefficients from the fit to the 𝐵+ → 𝜌
0
ℓ
+
𝜈ℓ

spectrum with LCSR constraints.

|𝑉𝑢𝑏 | 𝑏
𝐴1
0 𝑏

𝐴1
1 𝑏

𝐴2
0 𝑏

𝐴2
1 𝑏

𝑉
0 𝑏

𝑉
1

|𝑉𝑢𝑏 | 1.000
𝑏
𝐴1
0 −0.464 1.000
𝑏
𝐴1
1 0.035 0.542 1.000
𝑏
𝐴2
0 −0.735 0.241 −0.117 1.000
𝑏
𝐴2
1 −0.126 −0.007 0.023 0.472 1.000
𝑏
𝑉
0 −0.473 0.894 0.493 0.255 −0.056 1.000
𝑏
𝑉
1 0.064 0.538 0.946 −0.144 0.127 0.558 1.000
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