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Each Grid site allows users to produce ntuples from skimmed datasets and takes care of the MC production, comple-
mented by cloud computing facilities. Finally, users analyze ntuples on local resources.
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The Belle II detector.

ey @ duced th Id-wid
\(I j — \ D ata E::\f/ejassa center” : N M Z:sot:illgztezlnconfp:g;g e
;' DI?A\AQ "",“t i Event generation
[ ] ([ J : , .
Overview of the required PAG wnit. ) | ¥
Belle Online disk , Detector simulation
resources Detector (Sequential root) : 2, _(sim)= Y -
Raw data center ~S00KB [ event : §§ BG effect | Digitization gos':f:;’”ed'm stage
outside KEK ~~ - fine 5t0r~age : :\3 ® (data) - — _ >\l,
To translate the collisions inside the Belle II experiment reprozese v O data root;merge) | Reconstruction
into physics results, the information obtained by each @ET Nt ! vlookBleemt el l
¢ g first o5 ' .
component of the detector should be stored and pro- ;. SN < T@rs =" \ . ore e EELEDMDST \.
] . \ /H1D5 ~10kB /event = | ~ even t;gg distributed to each region
cessed. Belle II is expected to produce tens of peta-bytes J —— k i«_‘ ‘
_ , , “coordinated” group skimming
of real and simulated data per year.
_ . . . . . A . mDST : reconstructif)n level il?fo.,
In order to achieve the physics goals of the experiment, | group official skim: mDST, uDST, index fDST: mDOT v particls lvel info,
Iraw data mUSt be pfOCeSSGd WlthOUt aﬁy del&y tO the First 2-3 years ("baseline”) User distrvbuted analysis investigate another possibility
experiment data acquisition. At the same time, simu- Userjob—> Ntuple i"deg—U%ﬁ@H Ntuple
. more disk requirements // less disk requirement
lated events for physics and detector performance stud- o 'j“fl{)_p?T_ _________________________ mpsT
less network requirement access locally or streaming with xrootd/http more chaotic network access

1es must be produced. Based on these requirements, the
hardware resources required are estimated. Diagram of the data flow in the Belle II computing model.
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The MC campaigns take advantage of a grid created by 47 high-performance sites around the world. An average of
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20,000 running processes continue for a few months to provide valuable samples of simulated events.
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Estimation of CPU and Disk required.

High-performance computing sites and high-speed connections make up the Belle II grid system. To the date, eight MC campaigns have been processed on the grid.
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