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4. The future



1. How do we measure?
and why do we think we got it (mostly) right!

Florian Bernlochner florian.bernlochner@kit.edu
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Overview

R =
b ! q ⌧ ⌫̄⌧
b ! q `⌫̄`

` = e, µ

1. Leptonic or 
Hadronic 𝝉 decays?
Some properties (e.g. 𝝉 polarisation) only 
accessible in hadronic decays.

2. Albeit not necessarily a rare decay of O(%) in BF, TRICKY to 
separate from normalisation and backgrounds

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb
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�

⌫̄
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u
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* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

LHCb: Isolation criteria, displacement of 𝝉, kinematics

B-Factories: Full reconstruction of event (Tagging), matching topology, kinematics
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Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.

• Small	(~10-3)	B-tag	efficiency	compensated	
by	large	integrated	luminosity	

π

π
π

K

ν

l

B

ϒ(4S)
e+ e-

B̅

l

J/ψ

K

π

tag

ν
τD*

D0

signal

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 15

6

3. Semileptonic decays at B-Factories 

Nice Illustration 

from C. Bozzi

Overview

‣ e+/e- collision produces Y(4S) → BB 

‣ Fully reconstruct one of the two B-
mesons (‘tag’) → possible to measure 
momentum of signal B 

‣ Missing four-momentum (neutrinos) 
can be reconstructed with high 
precision


✓ Small efficiency (~0.2-0.4%) 
compensated by large integrated 
luminosity 

pmiss = (pbeam � pBtag � pD(⇤) � p`)
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BaBar Measurement of R(D(*))

‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 


‣ Simultaneous analysis of R(D) vs. R(D*) using B0→D*-𝝉ν, B-→D*0𝝉ν , 
B0→D-𝝉ν, B-→D0𝝉ν

Phys.Rev.Lett. 109,101802 (2012)
Phys.Rev.D 88, 072012 (2013)

mmiss2

|p
l*|

Signal

|pl*|

mmiss2(pbeam � pBtag � pD(⇤) � p`)
2 =

B→D(*)𝝉[𝝉→lνν ]ν

B→D(*)𝝉[𝝉→lνν ]ν

‣ Unbinned maximum likelihood fit in 2D to mmiss2 and |pl*|
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BaBar Measurement of R(D(*))

‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 


‣ Simultaneous analysis of R(D) vs. R(D*) using B0→D*-𝝉ν, B-→D*0𝝉ν , 
B0→D-𝝉ν, B-→D0𝝉ν

Phys.Rev.Lett. 109,101802 (2012)
Phys.Rev.D 88, 072012 (2013)

mmiss2

|p
l*|

Signal

|pl*|

mmiss2

Normalisation

mν2 ~ 0

B→D(*)lν

B→D(*)lν

‣ Unbinned maximum likelihood fit in 2D to mmiss2 and |pl*|
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BaBar Measurement of R(D(*))

‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 


‣ Simultaneous analysis of R(D) vs. R(D*) using B0→D*-𝝉ν, B-→D*0𝝉ν , 
B0→D-𝝉ν, B-→D0𝝉ν

Phys.Rev.Lett. 109,101802 (2012)
Phys.Rev.D 88, 072012 (2013)

mmiss2

|p
l*|

Signal

|pl*|

mmiss2

Normalisation

mν2 ~ 0Other Background

‣ Unbinned maximum likelihood fit in 2D to mmiss2 and |pl*|
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BaBar Measurement of R(D(*))

‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 


‣ Simultaneous analysis of R(D) vs. R(D*) using B0→D*-𝝉ν, B-→D*0𝝉ν , 
B0→D-𝝉ν, B-→D0𝝉ν

‣ Unbinned maximum likelihood fit in 2D to mmiss2 and |pl*| 

Phys.Rev.Lett. 109,101802 (2012)
Phys.Rev.D 88, 072012 (2013)
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FIG. 8. (Color online). Comparison of the m2
miss and |p∗

ℓ | distributions of the D
(∗)ℓ samples (data points) with the projections of

the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

ℓ | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/ℓ−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0ℓ samples constrains contributions from B →
D(∗)πℓν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗ℓ−νℓ
decays in the D∗∗(ℓ/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)ℓ−νℓ decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗(ℓ/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)ℓνℓ decays: To as-

sess the impact of other potential B → D∗∗ℓ−νℓ contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0ℓ samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken

R(D)  = 0.440 ± 0.058 (stat) ± 0.042 (syst) (2σ from SM)

R(D*) = 0.332 ± 0.024 (stat) ± 0.018 (syst) (2.7σ from SM)

✓ Combination is 3.4σ from SM
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FIG. 6. (Color online) Projections of the simulated m2
miss

and |p∗
ℓ | distributions and the PDFs for the following contri-

butions to the D0ℓ sample: (a), (b) D0τν; (c), (d) D0ℓν; (e),
(f) D∗0ℓν; (g), (h) D∗∗(ℓ/τ )ν, and (i), (j) BB background.
The light and dark blue (gray) bands mark the 1σ and 2σ en-
velopes of the variations of the PDF projections due to their
statistical uncertainty.

C. Fit Results

Figures 7 and 8 show the m2
miss and |p∗

ℓ | projections
of the fits to the D(∗)ℓ samples. In Fig. 7, the |p∗

ℓ |
projections do not include events with m2

miss > 1GeV2,
i.e., most of the signal events. In Fig. 8, the vertical
scale is enlarged and the horizontal axis is extended for
the m2

miss projection to reveal the signal and background
contributions. The |p∗

ℓ | projections emphasize the signal
events by excluding events with m2

miss < 1GeV2. Both
figures demonstrate that the fit describes the data well
and the observed differences are consistent with the sta-
tistical and systematic uncertainties on the PDFs and
the background contributions.

Figure 9 shows the m2
miss and |p∗

ℓ | projections of the fit
to the four D(∗)π0ℓ samples. The narrow m2

miss peak is
described well by the fit. It tightly constrains contribu-
tions from B → D(∗)πℓν decays, including the nonreso-
nant D(∗)π states as well as decays of D∗∗ states, narrow

or wide. There appears to be a small excess of events
in the data for 1 < m2

miss < 2GeV2. This might be
an indication for an underestimation of the D∗∗(ℓ/τ)ν
background. The impact of this effect is assessed as a
systematic uncertainty.
The fit determines, for each signal decay mode, the

number of signal events in the data sample, Nsig, and the
corresponding number of normalization events, Nnorm.
We derive the ratios of branching fractions as

R(D(∗)) =
Nsig

Nnorm

εnorm
εsig

, (26)

where εsig/εnorm is the ratio of efficiencies (including
the τ± branching fractions) taken from MC simula-
tion. These relative efficiencies are larger for R(D) than
for R(D∗), because the q2 > 4GeV2 requirement re-
jects a larger fraction of B → Dℓ−νℓ decays than of
B → D∗ℓ−νℓ decays, while keeping almost 100% of
B → D(∗)τ−ντ decays..

The results of the fits in terms of the number of events,
the efficiency ratios, andR(D(∗)) are listed in Table VIII,
for both the standard and the isospin-constrained fits.
Due to the large signal feed-down, there are significant
negative correlations between the fits to the Dℓ and D∗ℓ
samples. The statistical correlations are−0.59 forR(D0)
and R(D∗0), −0.23 for R(D+) and R(D∗+), and −0.45
for R(D) and R(D∗).

VII. SYSTEMATIC UNCERTAINTIES

Table V lists the systematic uncertainties considered
in this analysis, as well as their correlations in the mea-
surements ofR(D) andR(D∗). We distinguish two kinds
of uncertainties that affect the measurement of R(D(∗)):
additive uncertainties which impact the signal and back-
ground yields and thereby the significance of the results,
and multiplicative uncertainties that affect the εsig/εnorm
ratios and, thus, do not change the significance. The lim-
ited size of the simulated signal and background samples
impact both additive and multiplicative uncertainties.

A. Additive uncertainties:

Additive uncertainties affect the results of the fit. To
asses their impact, we vary the source of uncertainty 1000
times following a given distribution, and repeat the fit for
each variation. We adopt as the uncertainty the standard
deviation of the distribution of the resulting R(D(∗)) val-
ues. From this ensemble of fits, we also estimate the cor-
relation between the uncertainties of R(D) and R(D∗).

1. PDF Estimation

MC statistics: We employ a bootstrap algorithm [36]
to estimate the uncertainty due to the limited size of
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Belle Measurements of R(D(*))

Several results using different techniques: 


‣ 𝝉→eνν and 𝝉→𝝁νν, hadronic tag

Phys.Rev.D 92, 072014 (2015)
Phys.Rev. D94,072007 (2016)
Phys.Rev.Lett.118,211801 (2017)

R(D)  = 0.375 ± 0.064 (stat) ± 0.026 (syst)

R(D*) = 0.293 ± 0.038 (stat) ± 0.015 (syst)

‣ 𝝉→eνν and 𝝉→𝝁νν, semileptonic tag

R(D*) = 0.302 ± 0.030 (stat) ± 0.011 (syst)

‣ 𝝉→𝜋ν and 𝝉→𝝆ν, hadronic tag
R(D*) = 0.270 ± 0.035 (stat) ± 0.027(syst)

P𝝉(D*) = -0.38 ± 0.51 (stat) ± 0.18 (syst)

✓ All R(D(*)) measurements consistent but above SM R(D)SM  = 0.299 ± 0.003

R(D*)SM = 0.257 ± 0.003

Phys. Rev. D 95, 115008 (2017)

�
Analysis very similar to BaBar

�
First measurement of polarisation
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Belle Measurements of R(D(*)) Phys.Rev.D 92, 072014 (2015)

‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 


‣ Simultaneous analysis of R(D) vs. R(D*) using B0→D*-𝝉ν, B-→D*0𝝉ν , 
B0→D-𝝉ν, B-→D0𝝉ν

‣ EECL (unassigned energy in the 
calorimeter)


‣ q2 (four-momentum transfer) 

‣ |pl*|  + more variables

q2 =
�
pXb � pXq

�2

EECL q2m2
𝝉

B→D(*)lν

Most discriminating variable: EECL

‣ Multivariate hadronic tagging algorithm with Neural Network

B→D(*)𝝉[𝝉→lνν ]ν
Other Background

‣ Use binned likelihood fit in 2D to mmiss2 and signal Neural Network
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Belle Measurements of R(D(*)) Phys.Rev.D 92, 072014 (2015)

‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 


‣ Simultaneous analysis of R(D) vs. R(D*) using B0→D*-𝝉ν, B-→D*0𝝉ν , 
B0→D-𝝉ν, B-→D0𝝉ν

‣ Multivariate hadronic tagging algorithm with Neural Network

‣ Use binned likelihood fit in 2D to mmiss2 and signal Neural Network
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FIG. 6. (Color online) Projections of the simulated m2
miss

and |p∗
ℓ | distributions and the PDFs for the following contri-

butions to the D0ℓ sample: (a), (b) D0τν; (c), (d) D0ℓν; (e),
(f) D∗0ℓν; (g), (h) D∗∗(ℓ/τ )ν, and (i), (j) BB background.
The light and dark blue (gray) bands mark the 1σ and 2σ en-
velopes of the variations of the PDF projections due to their
statistical uncertainty.

C. Fit Results

Figures 7 and 8 show the m2
miss and |p∗

ℓ | projections
of the fits to the D(∗)ℓ samples. In Fig. 7, the |p∗

ℓ |
projections do not include events with m2

miss > 1GeV2,
i.e., most of the signal events. In Fig. 8, the vertical
scale is enlarged and the horizontal axis is extended for
the m2

miss projection to reveal the signal and background
contributions. The |p∗

ℓ | projections emphasize the signal
events by excluding events with m2

miss < 1GeV2. Both
figures demonstrate that the fit describes the data well
and the observed differences are consistent with the sta-
tistical and systematic uncertainties on the PDFs and
the background contributions.

Figure 9 shows the m2
miss and |p∗

ℓ | projections of the fit
to the four D(∗)π0ℓ samples. The narrow m2

miss peak is
described well by the fit. It tightly constrains contribu-
tions from B → D(∗)πℓν decays, including the nonreso-
nant D(∗)π states as well as decays of D∗∗ states, narrow

or wide. There appears to be a small excess of events
in the data for 1 < m2

miss < 2GeV2. This might be
an indication for an underestimation of the D∗∗(ℓ/τ)ν
background. The impact of this effect is assessed as a
systematic uncertainty.
The fit determines, for each signal decay mode, the

number of signal events in the data sample, Nsig, and the
corresponding number of normalization events, Nnorm.
We derive the ratios of branching fractions as

R(D(∗)) =
Nsig

Nnorm

εnorm
εsig

, (26)

where εsig/εnorm is the ratio of efficiencies (including
the τ± branching fractions) taken from MC simula-
tion. These relative efficiencies are larger for R(D) than
for R(D∗), because the q2 > 4GeV2 requirement re-
jects a larger fraction of B → Dℓ−νℓ decays than of
B → D∗ℓ−νℓ decays, while keeping almost 100% of
B → D(∗)τ−ντ decays..

The results of the fits in terms of the number of events,
the efficiency ratios, andR(D(∗)) are listed in Table VIII,
for both the standard and the isospin-constrained fits.
Due to the large signal feed-down, there are significant
negative correlations between the fits to the Dℓ and D∗ℓ
samples. The statistical correlations are−0.59 forR(D0)
and R(D∗0), −0.23 for R(D+) and R(D∗+), and −0.45
for R(D) and R(D∗).

VII. SYSTEMATIC UNCERTAINTIES

Table V lists the systematic uncertainties considered
in this analysis, as well as their correlations in the mea-
surements ofR(D) andR(D∗). We distinguish two kinds
of uncertainties that affect the measurement of R(D(∗)):
additive uncertainties which impact the signal and back-
ground yields and thereby the significance of the results,
and multiplicative uncertainties that affect the εsig/εnorm
ratios and, thus, do not change the significance. The lim-
ited size of the simulated signal and background samples
impact both additive and multiplicative uncertainties.

A. Additive uncertainties:

Additive uncertainties affect the results of the fit. To
asses their impact, we vary the source of uncertainty 1000
times following a given distribution, and repeat the fit for
each variation. We adopt as the uncertainty the standard
deviation of the distribution of the resulting R(D(∗)) val-
ues. From this ensemble of fits, we also estimate the cor-
relation between the uncertainties of R(D) and R(D∗).

1. PDF Estimation

MC statistics: We employ a bootstrap algorithm [36]
to estimate the uncertainty due to the limited size of
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FIG. 2. Fit projections and data points with statistical uncertainties in the D⇤+`� (top) and D⇤0`� (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85GeV2/c4; right: o0NB distribution for M2

miss > 0.85GeV2/c4.

systematic uncertainty for “M2

miss
shape” in Table IV.

For the o0
NB

alternate model, we replace the bifurcated
Gaussians by kernel-estimator functions with adaptive
bandwidth. Again, the deviation from the nominal fit
value is taken as the symmetric systematic uncertainty
for “o0

NB
shape” in Table IV. It is among the dominant

systematic uncertainties.

The identification e�ciencies for primary and sec-
ondary leptons are slightly di↵erent between simulated
and real data. This di↵erence a↵ects the measurement
by modifying the e�ciency ratios. It has been calibrated
for di↵erent lepton kinematics and run conditions using

J/ ! `+`� decays, leading to a 0.5% relative uncer-
tainty in R(D) and R(D⇤).

The correlations of R(D) and R(D⇤) for each item-
ized systematic-uncertainty contribution are given in the
last column of Table IV. These are calculated using 500
pseudoexperiments, with two exceptions: the shape un-
certainties are assumed to be uncorrelated while the lep-
ton ID e�ciencies are assumed to be 100% correlated
between R(D) and R(D⇤). The total correlation of the
systematic uncertainties is �0.32.
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miss < 0.85GeV2/c4; right: o0NB distribution for M2
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to the poorly determined branching fractions to the dif-
ferent D⇤⇤ states. The fit is therefore repeated several
times: twice for each D⇤⇤ state, with its branching frac-
tions varied within its uncertainties. We use the follow-
ing uncertainties: 42.3% for D⇤

2
, 34.6% for D⇤

0
, 14.9%

for D1, 36.2% for D0
1
, and 100.0% for the radially ex-

cited D(2S) and D⇤(2S). The best-fit variations in R
are used as systematic uncertainties. They are combined
quadratically and quoted in Table IV as “D⇤⇤ composi-
tion.”

All fixed factors used in the fit are varied by their un-
certainty (arising from the MC sample size). The influ-

ence of the uncertainty of these factors is shown indi-
vidually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty;
the e�ciency ratios fD

+,0

and fD
⇤+,0

e↵
and the cross-

feed probability ratios g+,0 give the largest contributions,
comparable to the D⇤⇤ composition and D(⇤(⇤))`⌫ shape
uncertainties.

To evaluate the e↵ect of PDF uncertainties, the shapes
of all components are modified and the fit is repeated.
The nominal fit uses smoothed-histogram PDFs inM2

miss
;

here, these are replaced by unsmoothed-histogram PDFs.
The variation of the best-fit R is taken as the symmetric
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‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 


‣ Simultaneous analysis of R(D) vs. R(D*) using B0→D*-𝝉ν, B-→D*0𝝉ν , 
B0→D-𝝉ν, B-→D0𝝉ν

‣ Multivariate hadronic tagging algorithm with Neural Network

‣ Use binned likelihood fit in 2D to mmiss2 and signal Neural Network

R(D(∗)) =
Nsig

Nnorm
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εsig
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FIG. 7. Theoretical predictions with 1� error ranges for R(D)
(red) and R(D⇤) (blue) for di↵erent values of tan�/mH+

in the 2HDM of type II. The fit results for tan�/mH+ =
0.5 c2/GeV and SM are shown with their 1� ranges as red
and blue bars with arbitrary width for better visibility.

In comparison to our previous preliminary results [9],
which are superseded by this measurement, we utilize
a more sophisticated fit strategy with an improved han-
dling of the background from B̄ ! D⇤⇤`�⌫̄` events, im-
pose an isospin constraint, and exploit a much higher
tagging e�ciency. By these methods, we reduce the sta-
tistical uncertainties by about a third and the systematic
uncertainties by more than a half.

Our result lies between the SM expectation and the
most recent measurement from the BaBar collabora-

tion [11] and is compatible with both. It is also com-
patible with a 2HDM of type II in the region around
tan�/mH+ = 0.5 c2/GeV, as illustrated in Figs. 7 and 8.
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‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 

‣ Instead of hadronic use prompt semileptonic for tag-side 
reconstruction; only measures R(D*) due to large backgrounds

‣ Larger BF, but less information due to tag-side neutrino

4

invariant mass. We then impose the following additional
requirements: both pion tracks must have a large dis-
tance of closest approach to the IP in the plane perpen-
dicular to the electron beam line; the pion tracks must
intersect at a common vertex that is displaced from the
IP; and the momentum vector of theK0

S candidate should
originate from the IP.

Neutral pion candidates are formed from pairs of pho-
tons with further criteria specific to whether the π0 is
from a D∗+ decay or D decay. For neutral pions from
D decays, we require the photon daughter energies to
be greater than 50 MeV, the cosine of the angle in the
laboratory frame between the two photons to be greater
than zero, and the γγ invariant mass to be within −15
and +10 MeV/c2 of the nominal π0 mass [27], which
corresponds to approximately ±1.8σ. Photons are mea-
sured as an energy cluster in the ECL with no associated
charged tracks. A mass-constrained fit is then performed
to obtain the π0 momentum. For neutral pions from D∗+

decays, which have lower energies, we require one pho-
ton to have an energy of at least 50 MeV and the other
to have an energy of at least 20 MeV. We also require
a narrow window around the di-photon invariant mass
to compensate for the lower photon-energy requirement:
within 10 MeV/c2 of the nominal π0 mass, which corre-
sponds to approximately ±1.6σ.

Neutral D mesons are reconstructed in the following
decay modes: D0 → K−π+, K0

Sπ
0, K+K−, π+π−,

K0
Sπ

+π−, K−π+π0, π+π−π0, K0
SK

+K−, K−π+π+π−,
and K0

Sπ
+π−π0. Charged D mesons are reconstructed

in the following modes: D+ → K0
Sπ

+, K−π+π+,
K0

Sπ
+π0, K+K−π+, and K0

Sπ
+π+π−. The combined

reconstructed branching fractions are 37% and 22% for
D0 and D+, respectively. For D decay modes without a
π0 in the final state, we require the invariant mass of the
D candidates to be within 15 MeV/c2 of the D0 or D+

mass, which corresponds to a window of approximately
±3σ. For modes with a π0 in the final state, we require a
wider invariant mass window: from −45 to +30 MeV/c2

around the nominalD0 mass forD0 candidates, and from
−36 to +24 MeV/c2 around the nominalD+ mass forD+

candidates. These windows correspond to approximately
[−1.2σ,+1.8σ] and [−1.0σ,+1.5σ], respectively, in reso-
lution. Candidate D∗+ mesons are formed by combining
D0 and π+ candidates or D+ and π0 candidates. To im-
prove the resolution of the D∗-D mass difference, ∆M ,
for the D∗+ → D0π+ decay mode, the charged pion track
from the D∗+ is refitted to the D0 decay vertex. We re-
quire ∆M to be within 2.5 MeV/c2 and 2.0 MeV/c2,
respectively, around the value of the nominal D∗-D mass
difference for the D∗+ → D0π+ and D∗+ → D+π0 decay
modes. These windows correspond to ±3.2σ and ±2.0σ,
respectively, in resolution. We apply a tighter window
in the D∗+ → D+π0 decay mode to suppress a large
contribution to the background arising from falsely re-
constructed neutral pions.

To tag semileptonic B decays, we combine D∗+ and
lepton candidates of opposite electric charge and calcu-

late the cosine of the angle between the momentum of the
B meson and the D∗ℓ system in the Υ(4S) rest frame,
under the assumption that only one massless particle is
not reconstructed:

cos θB-D∗ℓ ≡
2EbeamED∗ℓ −m2

Bc
4 −M2

D∗ℓc
4

2|p⃗B| · |p⃗D∗ℓ|c2
, (2)

where Ebeam is the energy of the beam, and ED∗ℓ, p⃗D∗ℓ,
and MD∗ℓ are the energy, momentum, and mass, respec-
tively, of the D∗ℓ system. The variable mB is the nomi-
nal B meson mass [27], and p⃗B is the nominal B meson
momentum. All variables are defined in the Υ(4S) rest
frame. Figure 1 shows the cos θB-D∗ℓ distribution for sig-
nal and normalization decay modes in MC samples. Cor-
rectly reconstructed B candidates in the normalization
decay mode are expected to have a value of cos θB-D∗ℓ

between −1 and +1. Correctly reconstructed B candi-
dates in the signal decay mode and falsely reconstructed
B candidates tend to have values of cos θB-D∗ℓ below the
physical region due to contributions from additional par-
ticles.

In each event we require two tagged B candidates that
are opposite in flavor. Signal events may have the same
flavor due to BB̄ mixing; however, we veto such events as
they lead to ambiguous D∗ℓ pair assignment and larger
combinatorial background. We require that at most one
B meson be reconstructed from aD+ mode to avoid large
background from fake neutral pions when forming D∗

candidates. In each signal event, we assign the candidate
with the lower value of cos θB-D∗ℓ (referred to hereinafter
as cos θsigB-D∗ℓ) as Bsig. The probability of falsely assign-
ing the Bsig as the Btag for signal events is about 3%,
according to MC simulation.

After the identification of the Bsig andBtag candidates,
we apply further background suppression criteria. On
the tag side, we require −2.0 < cos θtagB-D∗ℓ < +1.5 to
select B → D∗ℓνℓ. On the signal side, we require the
D∗ momentum in the Υ(4S) rest frame to be less than
2.0 GeV/c, while, on the tag side, we require it to be
less than 2.5 GeV/c, which accounts for the lepton mass
difference. Finally, we require that events contain no
extra charged tracks, K0

S candidates, or π0 candidates,
which are reconstructed with the same criteria as those
used for the D candidates.

At this stage, the probability of finding multiple candi-
dates is 7% which is mainly caused by swapped pions be-
tween signal and tag sides. When multiple candidates are
found in an event, we select a single candidate, which has
the smallest sum of two chi-square in vertex-constrained
fits for the D mesons, among multiple candidates. In
the final sample, the fraction of signal and normaliza-
tion events are estimated to be 5% and 68% from MC
simulation.

Discriminating variable mmiss2 less 
powerful due to second neutrino, but 
can use angle between B and D*l

Cos ΘB-D*l
1.          -1.

B→D(*)lν

B→D(*)𝝉[𝝉→lνν ]ν

Other Background
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‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 

‣ Instead of hadronic use prompt semileptonic for tag-side 
reconstruction; only measures R(D*) due to large backgrounds

‣ Neural Network with Cos ΘB-D*l,, mmiss2, visible energy

‣ Use binned likelihood fit in 2D to EECL and Neural Network
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TABLE I. Summary of the systematic uncertainties on R(D∗) for electron and muon modes combined and separated. The
uncertainties are relative and are given in percent.

R(D∗) [%]
Sources ℓsig = e, µ ℓsig = e ℓsig = µ

MC size for each PDF shape 2.2 2.5 3.9
PDF shape of the normalization in cos θB-D∗ℓ

+1.1
−0.0

+2.1
−0.0

+2.8
−0.0

PDF shape of B → D∗∗ℓνℓ
+1.0
−1.7

+0.7
−1.3

+2.2
−3.3

PDF shape and yields of fake D(∗) 1.4 1.6 1.6
PDF shape and yields of B → XcD∗ 1.1 1.2 1.1

Reconstruction efficiency ratio εnorm/εsig 1.2 1.5 1.9
Modeling of semileptonic decay 0.2 0.2 0.3

B(τ−
→ ℓ−ν̄ℓντ ) 0.2 0.2 0.2

Total systematic uncertainty +3.4
−3.5

+4.1
−3.7

+5.9
−5.8

FIG. 3. Projections of the fit results with data points overlaid for (left) the neural network classifier output, ONB , and the EECL

distribution in (center) the signal-enhanced region, ONB > 0.8, and (right) the normalization-enhanced region, ONB < 0.8.
The background categories are described in detail in the text, where “others” refers to predominantly B → XcD

∗ decays.

and the CX parameters are the Wilson coefficients of
OX . We investigate the compatibility of the data sam-
ples with new physics using a model-independent ap-
proach, separately examining the impact of each oper-
ator. In each new-physics scenario, we take into account
changes in the efficiency and fit PDF shapes using ded-
icated signal simulation. We set the Wilson coefficients
to be real in all cases. Since OV1

is just the SM opera-
tor, it would change only R(D∗), but not the kinematic
distributions. In the type-II two-Higgs doublet model
(2HDM), the relevant Wilson coefficients are given as
CS1

= −mbmτ tan2 β/m2
H+ and CS2

= −mcmτ/m2
H+ ,

where tanβ is the ratio of the vacuum expectation values
of the two Higgs doublets, and mb, mc, mτ , and mH+ are
the masses of the b quark, c quark, τ lepton, and charged
Higgs boson. Since the contribution from CS2

is almost
negligibly small except for the light charged Higgs bo-
son, we neglect the contribution from CS2

in the type-II
2HDM.

Various leptoquark models have been presented to ex-
plain anomalies in R(D(∗)) in Ref. [4]. In addition to
the model-independent study, we study two represen-
tative models: R2 and S1. Model R2 contains scalar
leptoquarks of the type (3, 2)7/6 using the notation
(SU(3)c, SU(2)L)Y , where SU(3)c is the representation

under the generators of QCD, SU(2)L is the representa-
tion under the generators of weak isospin, and Y is the
weak hypercharge. Model S1 contains leptoquarks of the
type (3∗, 1)1/3. In these leptoquark models, the relevant
Wilson coefficients are related by CS2

= +7.8CT for the
R2-type leptoquark model and CS2

= −7.8CT for the
S1-type leptoquark model at the b quark mass scale, as-
suming a leptoquark mass scale of 1 TeV/c2. Although
the V1 operator can appear independently of the S2 and
T operators in the S1-type leptoquark model, we assume
no contribution from the V1 operator in this study.

Figure 4 shows the dependence of the efficiency and
measured value of R(D∗) as a function of the values of
the respective parameters in the type-II 2HDM and the
R2-type leptoquark model. Efficiency variations for other
scenarios are shown in Ref. [32]. We find that efficiencies
increase by up to 17% for OV2

and OT , mainly due to the
variation of the D∗ momentum distribution. Similarly,
the efficiencies increase by up to 16% and 11% in R2- and
S1-type leptoquark models, respectively, which include
contributions from OT . In other scenarios, the efficiency
variation is 6% or less. Figure 5 shows the dependency
of the measured values of R(D∗) on the values of the
respective parameters in the type-II 2HDM and the R2-
type leptoquark model. The allowed regions with 68%
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proach, separately examining the impact of each oper-
ator. In each new-physics scenario, we take into account
changes in the efficiency and fit PDF shapes using ded-
icated signal simulation. We set the Wilson coefficients
to be real in all cases. Since OV1

is just the SM opera-
tor, it would change only R(D∗), but not the kinematic
distributions. In the type-II two-Higgs doublet model
(2HDM), the relevant Wilson coefficients are given as
CS1

= −mbmτ tan2 β/m2
H+ and CS2

= −mcmτ/m2
H+ ,

where tanβ is the ratio of the vacuum expectation values
of the two Higgs doublets, and mb, mc, mτ , and mH+ are
the masses of the b quark, c quark, τ lepton, and charged
Higgs boson. Since the contribution from CS2

is almost
negligibly small except for the light charged Higgs bo-
son, we neglect the contribution from CS2

in the type-II
2HDM.

Various leptoquark models have been presented to ex-
plain anomalies in R(D(∗)) in Ref. [4]. In addition to
the model-independent study, we study two represen-
tative models: R2 and S1. Model R2 contains scalar
leptoquarks of the type (3, 2)7/6 using the notation
(SU(3)c, SU(2)L)Y , where SU(3)c is the representation

under the generators of QCD, SU(2)L is the representa-
tion under the generators of weak isospin, and Y is the
weak hypercharge. Model S1 contains leptoquarks of the
type (3∗, 1)1/3. In these leptoquark models, the relevant
Wilson coefficients are related by CS2

= +7.8CT for the
R2-type leptoquark model and CS2

= −7.8CT for the
S1-type leptoquark model at the b quark mass scale, as-
suming a leptoquark mass scale of 1 TeV/c2. Although
the V1 operator can appear independently of the S2 and
T operators in the S1-type leptoquark model, we assume
no contribution from the V1 operator in this study.

Figure 4 shows the dependence of the efficiency and
measured value of R(D∗) as a function of the values of
the respective parameters in the type-II 2HDM and the
R2-type leptoquark model. Efficiency variations for other
scenarios are shown in Ref. [32]. We find that efficiencies
increase by up to 17% for OV2

and OT , mainly due to the
variation of the D∗ momentum distribution. Similarly,
the efficiencies increase by up to 16% and 11% in R2- and
S1-type leptoquark models, respectively, which include
contributions from OT . In other scenarios, the efficiency
variation is 6% or less. Figure 5 shows the dependency
of the measured values of R(D∗) on the values of the
respective parameters in the type-II 2HDM and the R2-
type leptoquark model. The allowed regions with 68%

‣ Post-fit projections:
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Belle Measurements of R(D*) Phys.Rev. D94,072007 (2016)

‣ Use of 𝝉→eνν and 𝝉→𝝁νν to reconstruct 𝝉-lepton 

‣ Instead of hadronic use prompt semileptonic for tag-side 
reconstruction; only measures R(D*) due to large backgrounds

‣ Neural Network with Cos ΘB-D*l,, mmiss2, visible energy

‣ Use binned likelihood fit in 2D to EECL and Neural Network

FIG. 3. Projections of the fit results with data points overlaid for (left) the neural network classifier output,
distribution in (center) the signal-enhanced region, ONB > 0.8, and (right) the normalization-enhanced region,
The background categories are described in detail in the text, where “others” refers to predominantly

, and the EECL

8, and (right) the normalization-enhanced region, ONB < 0.8.

‣ Post-fit projections:

R(D*) = 0.302 ± 0.030 (stat) ± 0.011 (syst) (1.4σ from SM)
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Belle Measurements of R(D*) Phys.Rev.Lett.118,211801 (2017)
+ [arXiv:1709.00129]

‣ Decay angles of 𝝉→𝜋ν and 𝝉→𝝆ν encode 
𝝉-polarisation, sensitive to NP!

Calcula&on	of	cosΘhel	for	B	à	D*	τν, τ à ρν	

 ν2      τ [W]												ρ [W] 	 	 	 	 							ρ [τ]	
					;							\																				.																					 	 	 										/	
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														;				\						.				theta																							 												/		theta_hel	

					------------		W			---------->		 	 						------	tau	-------------->	
																									\ 	 	 	 	 							 								/	
																			 				\																			 	 					 						/	
																						 						\																				 	 	 				/	
																															\			ν1																																/  ν2	
										W	rest	frame	 	 															τ rest	frame	
	

theta	refers	to	the	angle	of	the	rho	in	the	W	rf,	only	the	absolute	
value	of	the	tau	momentum	is	known,	not	its	direc&on!		
The	helicity	angle	theta_hel	is		the	angle	of	the	rho	in	the	tau	rf	

12/10/16	 2	

Nice Illustration 

from V. Luth

✓ Need to reconstruct helicity angle, but 
a-priorio 𝝉-restframe not accessible 

✓ Luckily there is a relation between  
<(𝝉h) in 𝝉ν-frame and this angle

‣ Hadronic tagging essential to reconstruct this frame
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‣ Decay angles of 𝝉→𝜋ν and 𝝉→𝝆ν encode 
𝝉-polarisation, sensitive to NP!
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Nice Illustration 

from V. Luth

✓ Need to reconstruct helicity angle, but 
a-priorio 𝝉-restframe not accessible 

✓ Luckily there is a relation between  
<(𝝉h) in 𝝉ν-frame and this angle

‣ Signal extraction via EECL (unassigned energy in the calorimeter) and in 
two bins of helicity angle cosΘhel with binned likelihood fit

EECL

Signal

Backgrounds

8

is determined from a comparison of the data and
the MC sample in the �M sideband regions.

E. Measurement Method of R(D⇤) and P⌧ (D
⇤)

We use the following variables to measure yields of the
signal and the normalization modes. For the normaliza-
tion mode, M

2
miss is the most suitable variable due to

its high purity. On the other hand, the shape of the
M

2
miss distribution for the signal mode has a strong cor-

relation with P⌧ (D⇤). To measure the signal yield, we
use EECL because it has a small correlation to P⌧ (D⇤)
and provides good discrimination between the signal and
the background modes.

The value of R(D⇤) is measured using the formula

R(D⇤) =
✏
j
normN

ij
sig

Bi
⌧ ✏

ij
sigN

j
norm

, (10)

where B
i
⌧ denotes the branching fraction of ⌧ , and ✏

ij
sig

and ✏
j
norm (N ij

sig and N
j
norm) are the e�ciencies (the ob-

served yields) for the signal and the normalization modes,
respectively. The indices i and j represent the ⌧ decays
(⌧� ! ⇡

�
⌫⌧ or ⇢�⌫⌧ ) and the B charges (charged B or

neutral B), respectively. Assuming isospin symmetry, we
use R(D⇤) = R(D⇤0) = R(D⇤+).

The value of P⌧ (D⇤) is determined using the formula

P⌧ (D
⇤) =

2

↵i

N
Fij
sig �N

Bij
sig

N
Fij
sig +N

Bij
sig

, (11)

where N
F (B)ij
sig denotes the signal yield in the region

cos ✓hel > (<) 0 and satisfies N
Fij
sig +N

Bij
sig = N

ij
sig. This

formula is obtained by calculating

N
Fij
sig = N

ij
sig

Z 1

0

d�ij(D(⇤))

d cos ✓hel
d cos ✓hel, (12)

N
Bij
sig = N

ij
sig

Z 0

�1

d�ij(D(⇤))

d cos ✓hel
d cos ✓hel. (13)

The di↵erential decay rate d�ij(D(⇤))/d cos ✓hel is given
by Eq. 3. As with R(D⇤), we use the common parameters
P⌧ (D⇤) = P⌧ (D⇤0) = P⌧ (D⇤+).

Due to detector e�ciency e↵ects, the measured po-
larization, P

raw
⌧ (D⇤), is biased from the true value of

P⌧ (D⇤). To correct for this bias, we form a linear func-
tion that maps P⌧ (D⇤) to P

raw
⌧ (D⇤) using several MC

sets with di↵erent P⌧ (D⇤). This function, denoted the
P⌧ (D⇤) correction function, is separately prepared for
each ⌧ sample since the detector bias depends on the
given ⌧ mode. We also make a P⌧ (D⇤) correction func-
tion for the ⇢ $ ⇡ cross feed component to take into
account the distortion of the cos ✓hel distribution shape.
In the P⌧ (D⇤) correction, other kinematic distributions
are assumed to be consistent with the SM predictions.

V. BACKGROUND CALIBRATION AND PDF
VALIDATION

To use the MC distributions as histogram PDFs, the
MC simulation needs to be verified using calibration data
samples. In this section, the calibration of the PDF
shapes is discussed.

A. Signal PDF Shape

To validate the EECL shape of the signal component,
we use the normalization mode as the control sample.
It has similar EECL properties to the signal component;
there is no extra photon from the Bsig decay except for
bremsstrahlung photons, and therefore the EECL shape is
mostly determined by the background photons. The nor-
malization sample contains about 50 times more events
than the expected signal yield. Figure 3 shows a compar-
ison of EECL between data and MC simulation. The pull
of each bin is shown in the bottom panel; hereinafter, the
pull in the ith bin is defined as

Pulli =
N

i
data �N

i
MCp

(�i
data)

2 + (�i
MC)

2
, (14)

where N
i
data(MC) and �

i
data(MC) denote the number of

events and the statistical error, respectively, in the ith
bin of the data (MC) distribution. The fake D

⇤ yield is
scaled based on the calibration discussed in the next sec-
tion. Since the contribution from the other background
components is negligibly small, it is fixed to the MC ex-
pectation. The ECL shape in the MC sample agrees well
with the data within statistical uncertainty.

B. Fake D⇤ Events

One of the most significant background components
arises from fake D

⇤ candidates. The combinatorial fake
D

⇤ background processes are di�cult to model precisely
in the MC simulation. The EECL shapes for the data and
the MC sample are compared using�M sideband regions
of 50–500 MeV, 135–190 MeV, 135–190 MeV, and 140–
500 MeV for D

⇤0
! D

0
�, D⇤0

! D
0
⇡
0, D⇤+

! D
+
⇡
0,

and D
⇤+

! D
0
⇡
+, respectively; each excludes about

±4� around the �M peak. These sideband regions con-
tain 5 to 50 times more events than the signal region.
Figure 4(a) shows the comparison of the EECL shapes.
Although all the D

⇤ and ⌧ modes are combined in these
figures, the EECL shape has been compared in 16 sub-
samples of B modes, D⇤ modes, ⌧ modes, and the two
cos ✓hel regions. We find good agreement of the EECL

shape within the statistical uncertainty of these mass
sideband data samples. We also check the cos ✓hel distri-
bution in the�M sideband region, as shown in Figs. 4(b)
and 4(c). The cos ✓hel distribution in the MC simulation

Normalisation: B→D*𝓁ν
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The di↵erential decay rate d�ij(D(⇤))/d cos ✓hel is given
by Eq. 3. As with R(D⇤), we use the common parameters
P⌧ (D⇤) = P⌧ (D⇤0) = P⌧ (D⇤+).

Due to detector e�ciency e↵ects, the measured po-
larization, P

raw
⌧ (D⇤), is biased from the true value of

P⌧ (D⇤). To correct for this bias, we form a linear func-
tion that maps P⌧ (D⇤) to P

raw
⌧ (D⇤) using several MC

sets with di↵erent P⌧ (D⇤). This function, denoted the
P⌧ (D⇤) correction function, is separately prepared for
each ⌧ sample since the detector bias depends on the
given ⌧ mode. We also make a P⌧ (D⇤) correction func-
tion for the ⇢ $ ⇡ cross feed component to take into
account the distortion of the cos ✓hel distribution shape.
In the P⌧ (D⇤) correction, other kinematic distributions
are assumed to be consistent with the SM predictions.

V. BACKGROUND CALIBRATION AND PDF
VALIDATION

To use the MC distributions as histogram PDFs, the
MC simulation needs to be verified using calibration data
samples. In this section, the calibration of the PDF
shapes is discussed.

A. Signal PDF Shape

To validate the EECL shape of the signal component,
we use the normalization mode as the control sample.
It has similar EECL properties to the signal component;
there is no extra photon from the Bsig decay except for
bremsstrahlung photons, and therefore the EECL shape is
mostly determined by the background photons. The nor-
malization sample contains about 50 times more events
than the expected signal yield. Figure 3 shows a compar-
ison of EECL between data and MC simulation. The pull
of each bin is shown in the bottom panel; hereinafter, the
pull in the ith bin is defined as
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where N
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data(MC) and �
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data(MC) denote the number of

events and the statistical error, respectively, in the ith
bin of the data (MC) distribution. The fake D

⇤ yield is
scaled based on the calibration discussed in the next sec-
tion. Since the contribution from the other background
components is negligibly small, it is fixed to the MC ex-
pectation. The ECL shape in the MC sample agrees well
with the data within statistical uncertainty.

B. Fake D⇤ Events

One of the most significant background components
arises from fake D

⇤ candidates. The combinatorial fake
D

⇤ background processes are di�cult to model precisely
in the MC simulation. The EECL shapes for the data and
the MC sample are compared using�M sideband regions
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tain 5 to 50 times more events than the signal region.
Figure 4(a) shows the comparison of the EECL shapes.
Although all the D

⇤ and ⌧ modes are combined in these
figures, the EECL shape has been compared in 16 sub-
samples of B modes, D⇤ modes, ⌧ modes, and the two
cos ✓hel regions. We find good agreement of the EECL

shape within the statistical uncertainty of these mass
sideband data samples. We also check the cos ✓hel distri-
bution in the�M sideband region, as shown in Figs. 4(b)
and 4(c). The cos ✓hel distribution in the MC simulation

Belle Measurements of R(D*) Phys.Rev.Lett.118,211801 (2017)
+ [arXiv:1709.00129]
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‣ Decay angles of 𝝉→𝜋ν and 𝝉→𝝆ν sensitive 
to 𝝉-polarisation

Calcula&on	of	cosΘhel	for	B	à	D*	τν, τ à ρν	
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FIG. 10. Comparison of our result (star for the best-fit value
and 1�, 2�, 3� contours) with the SM prediction (triangle).
The white region corresponds to > 3�. The shaded vertical
band shows the world average as of early 2016 [20].

R(D*)
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PRD 92, 072014 (2015)
ννl→τHadronic tag, 

 0.015± 0.038 ±   0.293 

PRD 94, 072007 (2016)
ννl→τSL tag, 

 0.011± 0.030 ±   0.302 

PRL 118. 211801 (2017)
νh→τHadronic tag, 

-0.025
+0.028 0.035 ±   0.270 

Belle Average
 0.012± 0.020 ±   0.292 

FIG. 11. Summary of the R(D⇤) measurements based on the
full data sample of Belle and their average. The inner (outer)
error bars show the statistical (total) uncertainty. The shaded
band is the world average as of early 2016 [20] while the white
band is the SM prediction [23]. On each measurement, the
tagging method and the choice of the ⌧ decay are indicated,
where “SL tag” is the semileptonic tag and h in the ⌧ decay
denotes a hadron h = ⇡ or ⇢.

0.012(syst). In this average, correlation in the uncertain-
ties arising from background semileptonic B decays is
taken into account and other uncertainties are regarded
as independent. The relative error in the average R(D⇤)
is 7.5%, which is the most precise result by a single ex-
periment. Compared to the SM prediction [23], the esti-
mated value is 1.7� higher. Including R(D) measured by
Belle [13], compatibility with the SM predictions is 2.5�,
corresponding to a p-value of 0.042.

IX. CONCLUSION

We report the measurement of R(D⇤) with hadronic ⌧
decay modes ⌧

�
! ⇡

�
⌫⌧ and ⌧

�
! ⇢

�
⌫⌧ , and the first

measurement of P⌧ (D⇤) in the decay B̄ ! D
⇤
⌧
�
⌫̄⌧ , using

772⇥ 106 BB̄ data accumulated with the Belle detector.
Our results are

R(D⇤) = 0.270± 0.035(stat)+0.028
�0.025(syst), (21)

P⌧ (D
⇤) = �0.38± 0.51(stat)+0.21

�0.16(syst), (22)

which are consistent with the SM predictions. The result
excludes P⌧ (D⇤) > +0.5 at 90% C.L. This is the first
measurement of the ⌧ polarization in the semitaounic de-
cays, providing a new dimension in the search for NP in
semitauonic B decays.
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ing pairs of photons with an invariant mass ranging from
500 to 600 MeV/c2. We then extract the calibration
sample yield with the signal-side energy di↵erence �E

sig

or the beam-energy-constrained mass M sig
bc in the region

q
2
> 4 GeV2

/c
2 and | cos ✓hel| < 1. To calculate cos ✓hel,

we assume that (one of) the charged pion(s) is the ⌧

daughter. We use a ratio of the yield in the data to that
in the MC as the yield scale factor. If there is no observed
event in the calibration sample, we assign a 68% confi-
dence level upper limit on the scale factor. The above
calibrations cover about 80% of the hadronic B back-
ground. For the remaining B decay modes, we assume
100% uncertainty on the MC expectation.

In the signal extraction, we consider three B̄ !

D
⇤
⌧
�
⌫̄⌧ components: (i) the “signal” component con-

tains correctly-reconstructed signal events, (ii) the “⇢ $

⇡ cross feed” component contains events where the de-
cay ⌧

�
! ⇢

�(⇡�)⌫⌧ is reconstructed as ⌧� ! ⇡
�(⇢�)⌫⌧ ,

(iii) the “other ⌧ cross feed” component contains events
with other ⌧ decays such as ⌧

�
! µ

�
⌫̄µ⌫⌧ and ⌧

�
!

⇡
�
⇡
0
⇡
0
⌫⌧ . The relative contributions are fixed based

on the MC. We relate the signal yield and R(D⇤) as
R(D⇤) = (✏normNsig)/(B⌧ ✏sigNnorm), where B⌧ denotes
the branching fraction of ⌧

�
! ⇡

�
⌫⌧ or ⌧

�
! ⇢

�
⌫⌧ ,

and ✏sig and ✏norm (Nsig and Nnorm) are the e�ciencies
(the observed yields) for the signal and the normaliza-
tion mode. Using the MC, the e�ciency ratio ✏norm/✏sig

of the signal component in the B
� (B̄0) sample is esti-

mated to be 0.97± 0.02 (1.21± 0.03) for the ⌧
�
! ⇡

�
⌫⌧

mode and 3.42 ± 0.07 (3.83 ± 0.12) for the ⌧
�

! ⇢
�
⌫⌧

mode, where the quoted errors arise from MC statistical
uncertainties. The larger e�ciency ratio for the B̄0 mode
is due to the significant q

2 dependence of the e�ciency
in the D

⇤+
! D

0
⇡
+ mode. For P⌧ (D⇤), we divide the

signal sample into two regions cos ✓hel > 0 (forward) and
cos ✓hel < 0 (backward). The value of P⌧ (D⇤) is then pa-
rameterized as P⌧ (D⇤) = [2(NF

sig�N
B
sig)]/[↵(N

F
sig+N

B
sig)],

where the superscript F (B) denotes the signal yield in
the forward (backward) region. The detector bias on
P⌧ (D⇤) is taken into account with a linear function that
relates the true P⌧ (D⇤) to the extracted P⌧ (D⇤) (P⌧ (D⇤)
correction function), determined using several MC sets
with di↵erent P⌧ (D⇤) values. Here, other kinematic dis-
tributions are assumed to be consistent with the SM pre-
diction.
We categorize the background into four components.

The “B̄ ! D
⇤
`
�
⌫̄`” component contaminates the signal

sample due to the misassignment of the lepton as a pion.
We fix the B̄ ! D

⇤
`
�
⌫̄` background yield from the fit

to the normalization sample. For the “B̄ ! D
⇤⇤
`
�
⌫̄`

and hadronic B decay” component, we combine all the
modes into common yield parameters. One exception is
the decay into two D mesons such as B̄ ! D

⇤
D

⇤�
s and

B̄ ! D
⇤
D̄

(⇤)
K

�. Since these decays are experimentally
well measured, we fix their yields based on the world-
average branching fractions [47]. The yield of the “fake

Signal

τ cross feed

B→D* lνl Fake D* and qq
B→D** lνl  and

Hadronic B Data
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FIG. 1. Fit result to the signal sample (all the eight samples
are combined). The main panel and the sub panel show the
EECL and the cos ✓hel distributions, respectively. The red-
hatched “⌧ cross feed” combines the ⇢ $ ⇡ cross-feed and
the other ⌧ cross-feed components.

D
⇤” component is fixed from a comparison of the data

and the MC in the �M sideband regions. The contri-
bution from the continuum e

+
e
�

! qq̄ process is only
O(0.1%). We therefore fix the yield using the MC expec-
tation.
We then conduct an extended binned maximum like-

lihood fit in two steps; we first perform a fit to the
normalization sample to determine its yield, and then
a simultaneous fit to eight signal samples (B�

, B̄
0) ⌦

(⇡�
⌫⌧ , ⇢

�
⌫⌧ ) ⌦ (backward, forward). In the fit, R(D⇤)

and P⌧ (D⇤) are common fit parameters, while the “B̄ !

D
⇤⇤
`
�
⌫̄` and hadronic B” yields are independent among

the eight signal samples. The fit result is shown in Fig. 1.
The obtained signal and normalization yields forB� (B̄0)
mode are, respectively, 210± 27 (88± 11) and 4711± 81
(2502± 52), where the errors are statistical.
The most significant systematic uncertainty arises from

the hadronic B decay composition (+7.7
�6.9%,

+0.13
�0.10), where

the first (second) value in the parentheses is the rela-
tive (absolute) uncertainty in R(D⇤) (P⌧ (D⇤)). The lim-
ited MC sample size used in the analysis introduces sta-
tistical fluctuations on the PDF shapes (+4.0

�2.8%,
+0.15
�0.11).

The uncertainties arising from the semileptonic B de-
cays are (±3.5%,±0.05). The fake D

⇤ background,
which dominates in this analysis, causes uncertainties
of (±3.4%,±0.02). Other uncertainties arise from the
reconstruction e�ciencies for the ⌧ daughter and the
charged lepton, the signal and normalization e�cien-
cies, the choice of the number of bins in the fit, the
⌧ branching fractions and the P⌧ (D⇤) correction func-
tion parameters. These systematic uncertainties account
for (±2.2%,±0.03). In addition, since we fix part of
the background yield, we need to consider the impact

Belle Measurements of R(D*) Phys.Rev.Lett.118,211801 (2017)
+ [arXiv:1709.00129]
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One more interesting ratio from Belle

R(⇡) =
B(B ! ⇡⌧ ⌫̄⌧ )

B(B ! ⇡`⌫̄`) 𝝉→𝓁νν, 𝝉→𝜋νν,𝝉→ 𝝆νν,𝝉→ a1νν8
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B

0 ! ⇡
�
⌧
+
⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B

0 ! ⇡
�
⌧
+
⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B

0 ! ⇡
�
⌧
+
⌫⌧

�
and is in good agreement

with the SM prediction.

R(𝜋) = 1.05 ± 0.51

1D Likelihood fit in EECL

R(𝜋)SM = 0.641 ± 0.016

Phys. Rev. D 93, 032007 (2016)

‣ Use Hadronic tagging and 
reconstruct
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with a focus on R(D/D*/𝜋), similar things do apply though to R(J/ѱ)

2. How do we predict?

florian.bernlochner@kit.edu
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Form Factor Bootcamp with B →D𝓁ν as an example

H
µ
Lµ = hB(p)|V µ �A

µ|D(p0)iLµ =
⇥
f+(q

2) (p+ p
0)
µ
+ f�(q

2) (p� p
0)
µ⇤

Lµ

f+(q
2) f�(q

2)

Four-momentum transfer squared encodes QCD dynamics

Vqb
W −

−

ν̄
b

qu

u

Features of the Beamer Class

|Vub| =

s
Bmeas

⌧B �pred
(1)

M = L
µ
Hµ (2)

Bmeas = |Vub|2 �pred ⌧B / |Vub|2
Z

|M|2 (3)

Vub (4)

Vcb (5)

"RVub (6)
c

⌧�

⌫̄⌧

Leptonic & Hadronic 

current

1. 

2. 

⇠ v(p`) (m` +m⌫) ū(p⌫) = 0
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Form Factor Bootcamp with B →D𝓁ν as an example

f+(q
2) f�(q

2)
⇠ v(p`) (m` +m⌫) ū(p⌫) = 0

Can be studied with light lepton 
modes, but also in lattice (high q2) 

or sum rules 12

w
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FIG. 5. Fit to the measured ��/�w spectrum of the decay B ! D`⌫`, assuming the CLN form-factor parameterization
(Eq. (13)). The points with error bars are the data. Their respective uncertainties are shown by the vertical error bars; the
bin widths are shown by the horizontal bars. The solid curve corresponds to the result of the fit. The shaded area around this
curve indicates the uncertainty in the coe�cients of the CLN parameters.

between them is expected to be small since the collaborations use di↵erent heavy-quark methods, lattice NRQCD
[33] for HPQCD and the Fermilab method [34] for FNAL/MILC. We therefore assume the two LQCD results to be
uncorrelated in our fits.

Note that LQCD yields results for both the f+ and f0 form factors while the experimental distribution ��i/�w
depends on f+ only. Using the kinematic constraint from Eq. 7, we can include the LQCD results for f0 into the fit,
allowing us to better constrain f+. Following Ref. [15], we implement this constraint by expressing a0,0 in terms of
the other a+,n and a0,n coe�cients. FNAL/MILC obtains values for both the f+ and the f0 form factors at w values
of 1, 1.08, and 1.16. The full covariance matrix for these six measurements is available in Table VII of Ref. [15].

The form factors determined by HPQCD are based on a di↵erent form factor parameterization by Bourrely, Caprini
and Lellouch (BCL), see Ref. [35]. BCL uses an expansion in a conformal mapping variable to o↵er perturbative QCD
scaling also at higher q2 values. The formulae and pole choices used by HPQCD can be seen in Eqs. A1 to A6 of

Ref. [32]. As a result of their fit they provide the coe�cients a(0)
0

, a(0)
1

, a(0)
2

, a(+)

0
, a(+)

1
, and a(+)

2
, together with their

6⇥6 covariance matrix (Table VII of Ref. [32]). To be able to include these results in the same fit as the FNAL/MILC
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Form Factor Bootcamp with B →D𝓁ν as an example

f+(q
2) f�(q

2)
⇠ v(p`) (m` +m⌫) ū(p⌫) = 0
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Proportional to basically ~ 0 in 
light lepton modes, cannot be


constrained experimentally in this 
way

But important for heavy leptons,  
need input from lattice or HQET 

relations

Can be studied with light lepton 
modes, but also in lattice (high q2) 

or sum rules
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Form Factor Bootcamp with B →D𝓁ν as an example

f+(q
2) f�(q

2)
⇠ v(p`) (m` +m⌫) ū(p⌫) = 0
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relations

Can be studied with light lepton 
modes, but also in lattice (high 

q2) or sum rules

State of the art predictions combine light lepton  
measurements and lattice + QCD sum rules for 
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Different inputs leave a 
fairly consistent picture

arXiv: 1606.08030 
arXiv: 1703.05330 
arXiv: 1707.09509 

…
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well, depends what you want to conclude!

3. Is it really 4σ?

florian.bernlochner@kit.edu
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Let me explain what I mean:

‣ Let’s say you want to use the measured 
ratios to learn something about the 
anomaly and your favourite model that 
could explain it!

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

R(D)
0.2 0.3 0.4 0.5 0.6

R
(D

*)
0.2

0.25

0.3

0.35

0.4

0.45

0.5
BaBar, PRL109,101802(2012)
Belle, arXiv:1507.03233
LHCb, arXiv:1506.08614
Average

 = 1.02χ∆

SM prediction

HFAG

EPS 2015

) = 55%2χP(

HFAG
Prel. EPS2015

22 / 24

3.9σ disagreement
22 / 31
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Let me explain what I mean:

R
(D

⇤ )

R(D)

2HDM Type II

‣ Let’s say you want to use the measured 
ratios to learn something about the 
anomaly and your favourite model that 
could explain it!



Florian Bernlochner XXIV Cracow EPIPHANY Conference on Advances in Heavy Flavour Physics

0.1 0.2 0.3 0.4 0.5 0.60.2

0.25

0.3

0.35

0.4

0.45

0.5
BaBar SM

)-1 = 0.5 (GeV+H
 / mβBaBar 2HDM Type II, tan 

SM (BLPR)

contours hold 68% CL

30

Let me explain what I mean:

‣ As it turns out, not that easy — the 
measured points themselves are 
extracted assuming the SM. 

R
(D

⇤ )

2HDM Type II

R(D)SM & tan β / mH+ = 0.5 GeV-1
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Let me explain what I mean:

‣Why is this happening exactly?  

‣ Change in kinematics of final state particles (q2!)


‣ Dominant effect here: 𝝉-polarisation                            
(full explanation in backup)

R
(D

⇤ )

2HDM Type II

R(D)SM & tan β / mH+ = 0.5 GeV-1
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Interpretation	of	B	Factories	results

• Babar	disfavours
Type-II	HDM

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 25

R2-type	leptoquark

measured
predicted

• Belle	is	compatible	with	Type-II	
2HDM	in	the	region	around	
tanb/mH+ = 0.5 c2/GeV

Belle	studied	2	types	of	
leptoquark models.	Results	
allow	additional	
contributions	from	scalar	
and	vector	operators.	

‣ You can test models against the measured ratios, but keep in 
mind that these results should be taken with a grain of salt 

‣ Fully consistent tests right now only possible within experiments

32

Thus..
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Interpretation	of	B	Factories	results

• Babar	disfavours
Type-II	HDM

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 25

R2-type	leptoquark

measured
predicted

• Belle	is	compatible	with	Type-II	
2HDM	in	the	region	around	
tanb/mH+ = 0.5 c2/GeV

Belle	studied	2	types	of	
leptoquark models.	Results	
allow	additional	
contributions	from	scalar	
and	vector	operators.	

Examples:
BaBar disfavours 2HDM type II Belle more compatible

Belle studied two 2 types of leptoquark

models. Results allow additional contributions  

from scalar and vector operators
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‣ You can test models against the measured ratios, but keep in 
mind that these results should be taken with a grain of salt 

‣ Fully consistent tests right now only possible within experiments

33

Thus..

‣ Better: Experiments should extract limits on Wilson coefficients 
directly, that allow meaningful reinterpretation

✓   Need help from theorists

Helicity Amplitude Module for Matrix
Element Reweighting: Hammer

Florian Bernlochner, Stephan Duell, Zoltan Ligeti

Michele Papucci, Dean Robinson

LHCb Semitauonic Workshop

Nov 2017

Based on: 1610.02045 (Z Ligeti, M Papucci, & DR)
1703.05330 (F Bernlochner, Z Ligeti, M Papucci & DR )
1711.03110 (F Bernlochner, Z Ligeti, & DR )
180x.xxxxx (F Bernlochner, S Duell, M Papucci, Z Ligeti, & DR )

180x.xxxxx FB, S. Duell, M. Papucci, Z. Ligeti, D. Robinson
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4. Looking ahead

florian.bernlochner@kit.edu

Belle II data set
Belle data set

BaBar data set
CLEO data set ~ ~ ~50:1 LHCb Upgrade

LHCb 1/fb
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Nano-Beam Scheme 

12 

present KEKB 

SuperKEKB 
5mm 

1­m 

100­m 

(without crab) L 

Hourglass condition:  
                       ȕy*>~ L= x́/· �

Half crossing 
angle: · �

1­m 

5mm 
100­m 

~50nm 

83 mrad crossing 
angle 

22 mrad 
crossing angle 

13 15 

35

Belle II: a next generation B-Factory experiment

KL and Muon detection system
RPC based

Electromagnetic Calorimeter:
Thallium activated Caesium Iodide 
scintillation crystals

Central drift chamber:
Gas mixture of Helium and Ethan (C2H6)

Particle identification
Time-of-propagation counter, 
Aerogel Cherenkov ring detector

Vertex detectors (PXD+SVD)
2 layers of Pixel (DEPFET) + 4 
layers of strips (DSSD)

LER / HER KEKB SuperKEKB

 Energy [GeV] 3.5 / 8 4.0 / 7.0

Luminosity [1034 cm-2 s-1] 2,1 80
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Belle II ramp up Phases

11

The SuperKEKB accelerator

• SuperKEKB: Asymmetric energy e+e- collider
Ecm = m(ϒ(4S)) = 10.58 GeV

• Peak luminosity: L = 8·1035 cm-2 s-1 (x40 than KEKB)
Beam size reduction (nm). Higher current (x2)

Goal of Belle II

9 months/year
20 days/month

Ph
as

e 
2

BEAST and partial  Belle II commissioning

Full Belle II detector

SuperKEKB accelerator

‣ Ramp up in three phases


‣ Phase I 2016: No detector over interaction region, study of beam properties


‣ Phase II 2018: First collisions, but no PXD. Instead BEAST II (radiation monitoring system) 

‣ Phase III 2019: First Physics with full detector
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Phase 2 Set Up

Motivation for BEAST II:
• Machine commissioning
• Radiation safe environment for the VXD: 

• Two (four) PXD (SVD) ladders
• Dedicated radiation monitors

FANGS, CLAWS, PLUME

⌥(4S)e+ e�

hbb̄i

p
s = 10.58GeV

⌥(4S)
�z ⇡ c� � ⌧B ⇡ 200µm

B-meson lifetime

B0

B0

hbd̄ihb̄dihbb̄i

Many thanks to Carlos Marinas, Patrick Ahlburg and Botho Paschen

For the nice illustrations and pictures!

130µm

About a factor of two smaller than BaBar!

Average separation
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Tsukuba Hall

Tsukuba Hall (2016)



39 16

Tsukuba Hall

Nice Apartements

Belle II Control Room
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Phase 2

Tsukuba Hall (End of 2017) Belle II parked over the  
Interaction region

Super conducting 
 focusing magnet
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The BEAST II Experiment (Phase 2)

• 2 PXD and 4 SVD layers in +X where the highest backgrounds are expected
• At 900 , 1800 and 2700 in φ are the three FANGS staves
• FANGS uses the ATLAS IBL modules for background measurements at BEAST II

SVD PXD

FANGS

CLAWS

PLUME

IP

24

Phase 2 Detectors
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The trip of the BEAST II PXD modules to KEK
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Long and Winding Road to KEK
Airplane business class with extra pillows – 4000 Eur 
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Bus to Tsukuba station 1.5 hr - 10 Eur
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BEAST PXD in the Belle clean room - priceless
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VXD Clean Room

Granite table with Phase 2 beam pipe 
+ rotation stage
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Bonn - 29.09.16

Warm-up phase..
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47
cmarinas@uni-bonn.de
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48
cmarinas@uni-bonn.de
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First recorded collisions:  
April 2018 (10 weeks) 

to record about ~ 20/fb
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Looking ahead…

R(D)

R
(D

*)

0.3 0.35 0.4 0.450.24

0.26

0.28

0.3

0.32

0.34

LHCb Belle II
Future WA SM predictionSM

σ1

σ3

σ5

σ7

σ9

-18fb

-122fb

-150fb

-15ab
-150ab

J. Albrecht, FB, S. Reicher, M. Kenzie, D. Straub, A. Tully
arXiv:1709.10308

LHCb
10/fb & 22/fb

4% & 2%

Belle II
5/ab & 50/ab

R(D): 5.6% & 3.2%
R(D*): 3.9% & 2.2%



More slides
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B-Factory & LHCb future timelines

3

Table 1: The luminosity scenarios considered along with the estimated number of bb-pairs produced inside the
acceptance of the experiments are given. The LHCb cross sections are taken from Ref. [25] assuming a linear
increase in bb-production cross section with LHC beam energy. For Belle II only e

+
e
�
! ⌥ (4S) ! BB̄ data sets

are estimated.

‘Milestone I’ ‘Milestone II’ ‘Milestone III’
year 2012 2020 2024 2030

LHCb L [ fb�1 ] 3 8 22 50
n(bb) 0.3⇥ 1012 1.1⇥ 1012 37⇥ 1012 87⇥ 1012p

s 7/8TeV 13TeV 14TeV 14TeV

Belle (II) L [ ab�1 ] 0.7 5 50 -
n(BB̄) 0.1⇥ 1010 0.54⇥ 1010 5.4⇥ 1010 -p

s 10.58GeV 10.58GeV 10.58GeV -

LHC Shutdown

LHC Shutdown~ 22 fb-1

LHC Shutdown

2017
Q1 Q2 Q3 Q4

2018
Q1 Q2 Q3 Q4

2019
Q1 Q2 Q3 Q4

2020
Q1 Q2 Q3 Q4

2021
Q1 Q2 Q3 Q4

2022
Q1 Q2 Q3 Q4

2023
Q1 Q2 Q3 Q4

2024
Q1 Q2 Q3 Q4

2025
Q1 Q2 Q3 Q4

2026
Q1 Q2 Q3 Q4

2027
Q1 Q2 Q3 Q4

2028
Q1 Q2 Q3 Q4

2029
Q1 Q2 Q3 Q4

2030
Q1 Q2 Q3 Q4

Belle II

LHCb

Start of Data taking period

~ 50 ab-1

~ 8 fb-1

~ 50 fb-1

Belle II

LHCb

LHCb

~ 5 ab-1

Milestone I

Milestone II

Milestone III

End of Data taking period

Run 2

Run 3

Run 4

Fig. 1: An overview of the expected Belle II and LHCb timelines along with their estimated integrated luminosities
at each milestone. The scenarios compared in this manuscript are shown in bold. For more details of the expected
luminosities and number of produced bb-pairs at each milestone see Table 1. The LHCb Phase-I-Upgrade [27]
is currently scheduled for the duration of the LHC shutdown between 2019 – 2020. The LHCb experiment has
recently expressed its interest to continue running past the Phase-I-Upgrade until the end of the funded LHC Run
in 2035 [30].

quark, can still easily allow for tree-level new physics
effects of order 10% [31]. Effects of this size can cause
shifts in the tree-level determination of � of up to 4�.
Thus, comparison between the point in (⇢, ⌘) space de-
termined using � and |Vub|/|Vcb| with that found using

sin(2�) and �md/�ms is a cornerstone of the flavour
physics program at both LHCb and Belle II, where any
discrepancies will be of huge importance.

Sensitivity to |Vub| and |Vcb| arises from the semilep-
tonic transitions b ! u`⌫` and b ! c`⌫` respectively.
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Beam backgrounds

13

All the stuff we don‘t want

• From the beams:
• Touschek scattering (1): Coulomb scattering
between two particles in the same bunch

• Beam-gas (2): scattering off residual gas
atoms in the beam pipe

• Synchrotron radiation (3): photons emitted
when electrons are bent by magnetic fields

• From collisions:
• Radiative Bhabha (4)

1

2

3

4
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BaBar Measurement of R(D(*)) Phys.Rev.Lett. 109,101802 (2012)
Phys.Rev.D 88, 072012 (2013)

21

TABLE V. Systematic uncertainties and correlations on R(D(∗)) for the isospin-unconstrained (columns 1–4 and 7–8) and
isospin-constrained (columns 5–6 and 9) fits. The total uncertainties and correlations are calculated based on Eq. 27.

Fractional uncertainty (%) Correlation

Source of uncertainty R(D0) R(D∗0) R(D+) R(D∗+) R(D) R(D∗) D0/D∗0 D+/D∗+ D/D∗

Additive uncertainties

PDFs

MC statistics 6.5 2.9 5.7 2.7 4.4 2.0 −0.70 −0.34 −0.56

B → D(∗)(τ−/ℓ−)ν FFs 0.3 0.2 0.2 0.1 0.2 0.2 −0.52 −0.13 −0.35

D∗∗ → D(∗)(π0/π±) 0.7 0.5 0.7 0.5 0.7 0.5 0.22 0.40 0.53

B(B → D∗∗ℓ−νℓ) 1.0 0.4 1.0 0.4 0.8 0.3 −0.63 −0.68 −0.58

B(B → D∗∗τ−ντ ) 1.2 2.0 2.1 1.6 1.8 1.7 1.00 1.00 1.00

D∗∗ → D(∗)ππ 2.1 2.6 2.1 2.6 2.1 2.6 0.22 0.40 0.53

Cross-feed constraints

MC statistics 2.6 0.9 2.1 0.9 2.4 1.5 0.02 −0.02 −0.16

fD∗∗ 6.2 2.6 5.3 1.8 5.0 2.0 0.22 0.40 0.53

Feed-up/feed-down 1.9 0.5 1.6 0.2 1.3 0.4 0.29 0.51 0.47

Isospin constraints – – – – 1.2 0.3 – – −0.60

Fixed backgrounds

MC statistics 4.3 2.3 4.3 1.8 3.1 1.5 −0.48 −0.05 −0.30

Efficiency corrections 4.8 3.0 4.5 2.3 3.9 2.3 −0.53 0.20 −0.28

Multiplicative uncertainties

MC statistics 2.3 1.4 3.0 2.2 1.8 1.2 0.00 0.00 0.00

B → D(∗)(τ−/ℓ−)ν FFs 1.6 0.4 1.6 0.3 1.6 0.4 0.00 0.00 0.00

Lepton PID 0.6 0.6 0.6 0.5 0.6 0.6 1.00 1.00 1.00

π0/π± from D∗ → Dπ 0.1 0.1 0.0 0.0 0.1 0.1 1.00 1.00 1.00

Detection/Reconstruction 0.7 0.7 0.7 0.7 0.7 0.7 1.00 1.00 1.00

B(τ− → ℓ−ν̄ℓντ ) 0.2 0.2 0.2 0.2 0.2 0.2 1.00 1.00 1.00

Total syst. uncertainty 12.2 6.7 11.4 6.0 9.6 5.5 −0.21 0.10 0.05

Total stat. uncertainty 19.2 9.8 18.0 11.0 13.1 7.1 −0.59 −0.23 −0.45

Total uncertainty 22.7 11.9 21.3 12.5 16.2 9.0 −0.48 −0.15 −0.27

TABLE VI. Additional B → D∗∗ℓ−νℓ decays and the MC
model implemented for their decays. The fourth decay mode
refers to three-body decay of the four L = 1 D∗∗ states.

Decay Decay model

Non-resonant B → D(∗)πℓνℓ Goity-Roberts [38]

Non-resonant B → D(∗)ππℓνℓ Phase Space

B → D(∗)ηℓνℓ Phase Space

B → D∗∗(→ D(∗)ππ)ℓνℓ ISGW2 [31]

Feed-down constraints: The feed-down constraints of
the signal yields are corrected as part of the iteration of
the fit. The uncertainties on these corrections are given
by the statistical uncertainty on the ratios of the fitted
D∗ℓν ⇒ D∗ℓ and D∗ℓν ⇒ Dℓ yields. They are 2.4% and
4.4% on the D∗0τν and D∗+τν feed-down constraints,
respectively.

Feed-up constraints: We estimate the uncertainty on
the Dτν and Dℓν feed-up constraints as 100% of the
corrections on the feed-down constraints. This results in
6.8% on the D0(ℓ/τ)ν feed-up and 9.9% on the D+(ℓ/τ)ν
feed-up. These two effects combined lead to an uncer-
tainty of 1.3% on R(D) and 0.4% on R(D∗).

Isospin constraints: In the isospin-constrained fit, we
employ five additional constraints to link the signal and
normalization yields of the samples corresponding to B−

and B0 decays. Since we reweight these contributions
with the q2 ≤ 4GeV2 control sample, the uncertainty
on the isospin constraints is given by the statistical un-
certainty on the ratios of the q2 ≤ 4GeV2 yields. This
uncertainty is 3.4% in the Dℓ samples and 3.6% in the
D∗ℓ samples. This translates into uncertainties of 1.2%
on R(D) and 0.3% on R(D∗).
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Belle Measurements of R(D(*))
Phys.Rev.Lett.118,211801 (2017)
+ [arXiv:1709.00129]

13

Signal

τ cross feed

B→D*ℓνℓ Fake D* and qq
B→D**ℓνℓ  and

Hadronic B Data
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FIG. 9. Projections of the fit results on the distributions of q2 (top-left), M2
miss (top-right), |~p ⇤

⇡ | (bottom-left) and |~p ⇤
⇢ |

(bottom-right). These distributions are the sum of all the signal samples.

TABLE II. The systematic uncertainties in R(D⇤) and P⌧ (D
⇤), where the values for R(D⇤) are relative errors. The group

“common sources” identifies the common systematic uncertainty sources in the signal and the normalization modes, which
cancel to a good extent in the ratio of these samples. The reason for the incomplete cancellation is described in the text.

Source R(D⇤) P⌧ (D
⇤)

Hadronic B composition +7.7%
�6.9%

+0.134
�0.103

MC statistics for PDF shape +4.0%
�2.8%

+0.146
�0.108

Fake D⇤ 3.4% 0.018
B̄ ! D⇤⇤`�⌫̄` 2.4% 0.048
B̄ ! D⇤⇤⌧�⌫̄⌧ 1.1% 0.001
B̄ ! D⇤`�⌫̄` 2.3% 0.007
⌧ daughter and `� e�ciency 1.9% 0.019
MC statistics for e�ciency estimation 1.0% 0.019
B(⌧� ! ⇡�⌫⌧ , ⇢

�⌫⌧ ) 0.3% 0.002
P⌧ (D

⇤) correction function 0.0% 0.010

Common sources

Tagging e�ciency correction 1.6% 0.018
D⇤ reconstruction 1.4% 0.006
Branching fractions of the D meson 0.8% 0.007
Number of BB̄ and B(⌥(4S) ! B+B� or B0B̄0) 0.5% 0.006

Total systematic uncertainty +10.4%
�9.4%

+0.21
�0.16

The limited MC sample size used in the construction of
the PDFs is a major systematic uncertainty source. We

estimate this by regenerating the PDFs for each compo-
nent and each sample using a toy MC approach based on
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LHCb Measurements of R(D*) Phys.Rev.Lett.115,111803 (2015)

The results of the fit to the signal sample are shown in Fig. 1. Values of the
B

0 ! D
⇤+
µ
�
⌫µ form factor parameters determined by the fit agree with the current

world average values. The fit finds 363 000± 1600 B
0 ! D

⇤+
µ
�
⌫µ decays in the signal

sample and an uncorrected ratio of yields N(B0 ! D
⇤+
⌧
�
⌫⌧ )/N(B0 ! D

⇤+
µ
�
⌫µ) =

(4.54 ± 0.46)⇥10�2. Accounting for the ⌧
� ! µ

�
⌫µ⌫⌧ branching fraction [25] and the

ratio of e�ciencies results in R(D⇤) = 0.336± 0.034, where the uncertainty includes the
statistical uncertainty, the uncertainty due to form factors, and the statistical uncertainty
in the kinematic distributions used in the fit. As the signal yield is large, this uncertainty is
dominated by the determination of various background yields in the fit and their correlations
with the signal, which are as large as �0.68 in the case of B ! D

⇤+
Hc(! µ⌫X

0)X.
Systematic uncertainties on R(D⇤) are summarized in Table 1. The uncertainty

in extracting R(D⇤) from the fit (model uncertainty) is dominated by the statistical
uncertainty of the simulated samples; this contribution is estimated via the reduction in
the fit uncertainty when the sample statistical uncertainty is not considered in the likelihood.
The systematic uncertainty from the kinematic shapes of the background from hadrons
misidentified as muons is taken to be half the di↵erence in R(D⇤) using the two unfolding
methods. Form factor parameters are included in the likelihood as nuisance parameters,
and represent a source of systematic uncertainty. The total uncertainty onR(D⇤) estimated

Table 1: Systematic uncertainties in the extraction of R(D⇤).

Model uncertainties Absolute size (⇥10
�2)

Simulated sample size 2.0
Misidentified µ template shape 1.6
B

0 ! D
⇤+(⌧�/µ�)⌫ form factors 0.6

B ! D
⇤+
Hc(! µ⌫X

0)X shape corrections 0.5
B(B ! D

⇤⇤
⌧
�
⌫⌧ )/B(B ! D

⇤⇤
µ
�
⌫µ) 0.5

B ! D
⇤⇤(! D

⇤
⇡⇡)µ⌫ shape corrections 0.4

Corrections to simulation 0.4
Combinatorial background shape 0.3
B ! D

⇤⇤(! D
⇤+
⇡)µ�

⌫µ form factors 0.3
B ! D

⇤+(Ds ! ⌧⌫)X fraction 0.1
Total model uncertainty 2.8

Normalization uncertainties Absolute size (⇥10
�2

)

Simulated sample size 0.6
Hardware trigger e�ciency 0.6
Particle identification e�ciencies 0.3
Form-factors 0.2
B(⌧� ! µ

�
⌫µ⌫⌧ ) < 0.1

Total normalization uncertainty 0.9

Total systematic uncertainty 3.0

7
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4. Semileptonic decays at LHCb

Semileptonic decays	at	LHCb
• No	constraint	from	beam	energy	at	
an	hadron	machine

• However:	
• Large	Lorentz	boost	

(decay	lengths	~mm)

• Well	separated	decay	vertices
• Momentum	direction	of	decaying	
particle	is	well	known

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 16

p
PV

p

z

y

D0

B0

π − π −

π −
π +

π +

K +

τ +

ντ

ντ

Overview

‣ No constraint from beam energy at a 
hadron machine, but.. 

‣ Large Lorentz boost with decay 
lengths in the range of mm


✓ Well separated decay vertices 

✓ Momentum direction of 
decaying particle is well       
known 

‣ With known masses and other decay 
products can even reconstruct four-
momentum transfer squared q2 up 
to a two-fold ambiguity Nice Illustration 


from C. Bozzi

q2 =
�
pXb � pXq

�2
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LHCb Measurements of R(D*)

Two measurements using different final states: 


‣ 𝝉→𝝁νν using B0→D*-𝝉ν

‣ 𝝉→𝜋𝜋𝜋(𝜋0)ν using B0→D*-𝝉ν 

Phys.Rev.Lett.115,111803 (2015)
arXiv:1711.02505

✓ All R(D*) measurements consistent but above SM

New!
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LHCb muonic R(D*)

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 26

• First	measurement	of	R(D*)	in	a	
hadron	collider.

• Tau	reconstructed	with	τ→µνν.

• The	B	momentum	approximated	by:

• B	boost	along	z	>>	boost	of	decay	
products	in	B	rest	frame

• 18%	resolution	on	pB gives	excellent	
shapes	to	use	for	fit.

Rest-frame approximation at LHCb

oTake 𝛾𝛽௭ ത஻ = 𝛾𝛽௭ ஽∗ఓ ⟹ 𝑝௭ ത஻ =
௠ಳ

௠ ஽∗ఓ
𝑝௭ ஽∗ఓ

◦ Inspiration: B boost along z >> boost of decay products in B frame
◦ Equivalent to choosing a decay axis in the rest frame – approximation is 

independent of B momentum 
◦ Small momentum dependence due to momentum dependence of resolution on 

flight direction

29

PV

B vertex
𝑝௭

𝑧

y

PRL	115	11803	(2015)	
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LHCb Measurements of R(D*)

‣ First measurement at a hadron collider!


‣ Tau reconstructed with 𝝉→𝝁νν 

‣ The B momentum is approximated by:

Phys.Rev.Lett.115,111803 (2015)
arXiv:1711.02505

LHCb muonic R(D*)

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 26

• First	measurement	of	R(D*)	in	a	
hadron	collider.

• Tau	reconstructed	with	τ→µνν.

• The	B	momentum	approximated	by:

• B	boost	along	z	>>	boost	of	decay	
products	in	B	rest	frame

• 18%	resolution	on	pB gives	excellent	
shapes	to	use	for	fit.

Rest-frame approximation at LHCb

oTake 𝛾𝛽௭ ത஻ = 𝛾𝛽௭ ஽∗ఓ ⟹ 𝑝௭ ത஻ =
௠ಳ

௠ ஽∗ఓ
𝑝௭ ஽∗ఓ

◦ Inspiration: B boost along z >> boost of decay products in B frame
◦ Equivalent to choosing a decay axis in the rest frame – approximation is 

independent of B momentum 
◦ Small momentum dependence due to momentum dependence of resolution on 

flight direction

29

PV

B vertex
𝑝௭

𝑧

y

PRL	115	11803	(2015)	

B boost along z axis much larger than boost of 
decay products in B rest frame, results in a 
resolution of about 18% on pB

‣ Can be used to calculate mmiss2 and q2 = (pB - pD*)2 and 
boost muon in B-rest frame
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LHCb muonic R(D*)

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 26

• First	measurement	of	R(D*)	in	a	
hadron	collider.

• Tau	reconstructed	with	τ→µνν.

• The	B	momentum	approximated	by:

• B	boost	along	z	>>	boost	of	decay	
products	in	B	rest	frame

• 18%	resolution	on	pB gives	excellent	
shapes	to	use	for	fit.

Rest-frame approximation at LHCb

oTake 𝛾𝛽௭ ത஻ = 𝛾𝛽௭ ஽∗ఓ ⟹ 𝑝௭ ത஻ =
௠ಳ

௠ ஽∗ఓ
𝑝௭ ஽∗ఓ

◦ Inspiration: B boost along z >> boost of decay products in B frame
◦ Equivalent to choosing a decay axis in the rest frame – approximation is 

independent of B momentum 
◦ Small momentum dependence due to momentum dependence of resolution on 

flight direction

29

PV

B vertex
𝑝௭

𝑧

y

PRL	115	11803	(2015)	
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LHCb Measurements of R(D*)

‣ First measurement at a hadron collider!


‣ Tau reconstructed with 𝝉→𝝁νν 

‣ The B momentum is approximated by:

Phys.Rev.Lett.115,111803 (2015)
LHCb muonic R(D*)

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 27
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(γβz )B = (γβ)D*µ ⇒ (pz )B =
mB

m(D*µ)
(pz )D*µ

• First	measurement	of	R(D*)	in	a	
hadron	collider.

• Tau	reconstructed	with	τ→µνν.

• The	B	momentum	approximated	by:

• B	boost	along	z	>>	boost	of	decay	
products	in	B	rest	frame

• 18%	resolution	on	pB gives	excellent	
shapes	to	use	for	fit.

PRL	115	11803	(2015)	

Signal

Normalization

q2mmiss2 E*𝝁
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Figure 1: Distributions of m2
miss (left) and E⇤

µ (right) of the four q2 bins of the signal data,
overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data. The bands give the 1� template uncertainties.
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‣ No additional particles via MVA 

isolation 


‣ Extract signal in binned 3D fit 
to mmiss2, E*𝝁 and 4 bins of q2

Simultaneously fit 3 control regions defined 
by isolation criteria 

‣ Signal yield: ~16500 Events
B-Factories: O(1000 Events)

R(D*) = 0.336 ± 0.027 (stat) ± 0.030 (syst)

Compatible with BaBar and Belle, 
but 2.1σ from SM

LHCb Measurements of R(D*) Phys.Rev.Lett.115,111803 (2015)

Signal

Normalisation
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Displaced	vertex
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B→D*-π+π-π+(+N)

π0’s	…

• The	most	abundant	background	is	due	to	
(“prompt”)	Xb→D*-π+π-π+(+neutrals) 
where	the	3	pions come	from	the	Xb vertex	
(BR	~100	times	higher	than	signal).

• Suppressed	by	requiring	minimum	distance	
between	Xb and	τ vertices	(>4σDz).

• This	background	is	suppressed	by	3	orders	of	
magnitude,	while	signal	efficiency	is	35%

• Possible	due	to	the	excellent	LHCb vertex	
precision.

66

New LHCb Measurement of R(D*) arXiv:1711.02505

‣ Tau reconstructed via 𝝉→𝜋+𝜋+𝜋-(𝜋0)ν, only two neutrinos missing
Although a semileptonic decay is studied, nearly no background from B → D* X𝝁 ν

‣ Main background: prompt      
Xb → D*𝜋𝜋𝜋 + neutrals

‣ Suppressed by requiring 
minimum distance 
between Xb & 𝝉 vertices (> 4 σΔz)

BF ~ 100 times larger than signal,

all pions are promptly produced

σΔz : resolution of vertices separation

‣ Reduces this background 
by three orders of 
magnitudes
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‣ Tau reconstructed via 𝝉→𝜋+𝜋+𝜋-(𝜋0)ν, only two neutrinos missing
Although a semileptonic decay is studied, nearly no background from B → D* X𝝁 ν

‣ Main background: prompt      
Xb → D*𝜋𝜋𝜋 + neutrals

‣ Suppressed by requiring 
minimum distance 
between Xb & 𝝉 vertices (> 4 σΔz)

BF ~ 100 times larger than signal,

all pions are promptly produced

σΔz : resolution of vertices separation

‣ Reduces this background 
by three orders of 
magnitudes

B0 →D*−τ +ντ
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p
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p

B0 →D*−τ +ντ
π −K +

τ +

Δz > 4σ Δz

ντ

Figure 1: Topology of the signal decay. A requirement on the distance between the 3⇡ and the
B0 vertices along the beam direction to be greater than four times its uncertainty is applied.

3.1.2 Background from other sources

Requirements additional to the detached vertex are needed to reject spurious background
sources with vertex topologies similar to the signal. The various background sources are
classified to distinguish candidates where the 3⇡ system originates from a common vertex
and those where one of the three pions originates from a di↵erent vertex.

The background category, where the 3⇡ system stems from a common vertex, is further
divided into two di↵erent classes depending on whether or not the D⇤� and 3⇡ system
originate from the same b hadron. In the first case, the 3⇡ system either comes from the
decay of a ⌧ lepton or a D0, D+, D+

s or ⇤+
c hadron. In this case, the candidate has the

correct signal-like vertex topology. Alternatively, it comes from a misreconstructed prompt
background candidate containing a B0, B+, B0

s or ⇤0
b hadron. The detailed composition
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Figure 2: Distribution of the distance between the B0 vertex and the 3⇡ vertex along the beam
direction, divided by its uncertainty, obtained using simulation. The vertical line shows the 4�
requirement used in the analysis to reject the prompt background component.

5

‣ Remaining double charm bkgs:
Xb → D*-Ds+X  
Xb → D*-D+X  
Xb → D*-Ds0+X 

~ 10 x Signal 
~ 1 x Signal  
~ 0.2 x Signal 
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‣ Remaining backgrounds reduced via isolation & MVA

Isolation

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 35

• Signal	candidates	are	required	to	be	well	isolated.

• Events	with	extra	charged	particles	pointing	to	the	
B	and/or	t	vertices		are	vetoed.

• Events	with	neutral	energy	(signal	in	the	
calorimeters)	are	suppressed	by	a	BDT
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• Signal	candidates	are	required	to	be	well	isolated.

• Events	with	extra	charged	particles	pointing	to	the	
B	and/or	t	vertices		are	vetoed.

• Events	with	neutral	energy	(signal	in	the	
calorimeters)	are	suppressed	by	a	BDT
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Require signal candidates to be well isolated

i.e. reject events with extra charged particles pointing 
to the B and/or 𝝉

Events with additional neutral energy 
are suppressed with a MVA 
More information about that in backup
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Figure 17: Distributions of (left) t⌧ and (right) q2 in four di↵erent BDT bins, with increasing
values of the BDT response from top to bottom. The fit components are described in the legend.

is used to describe the background. The result of the fit is shown in Fig. 19. The yield
obtained is 17 808± 143.

The fit is also performed with alternative configurations, namely with a di↵erent fit
range or requiring the common mean value of the signal functions to be the same in the 7

24
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Signal

B → D*-Ds+(X)

R(D*) = 0.286 ± 0.019 (stat) ± 0.025 (syst)  
                       ± 0.021 (norm)

4 Bins 8 Bins 8 Bins

‣ Components: 
1 Signal component for 𝝉→𝜋+𝜋+𝜋-(𝜋0)ν
11 Background components

‣ ~ 1273 ± 85 Signal events 

‣ Using normalisation mode 
and light lepton BFs:

0.9σ higher than SM

‣ Extraction in 3D fit to                           
MVA : q2 : 𝝉 decay time 

Invariant masses of 3𝜋 system

Invariant mass of D*3𝜋 system

Neutral isolation variables

Both reconstructed 
with some tricks (more 
in backup)

More information about normalisation in backup
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More interesting ratios from LHCb and Belle!

Semileptonic b-hadron decays provide powerful probes for testing the Standard Model
(SM) and for searching for the e↵ects of physics beyond the SM. Due to their relatively
simple theoretical description via tree-level processes in the SM, these decay modes serve as
an ideal setting for examining the universality of the couplings of the three charged leptons
in electroweak interactions. Recent measurements of the parameters R(D) and R(D⇤),
corresponding to the ratios of branching fractions B(B ! D

(⇤)
⌧
�
⌫⌧ )/B(B ! D

(⇤)
µ
�
⌫µ),

by the BaBar [1, 2], Belle [3–6] and LHCb [7–9] collaborations indicate larger values than
the SM predictions [10]. Proposed explanations for these discrepancies include extensions
of the SM that involve enhanced weak couplings to third-generation leptons and quarks,
such as interactions involving a charged Higgs boson [11, 12], leptoquarks [13], or new
vector bosons [14]. Furthermore, other hints of the failure of lepton flavor universality
have been seen in electroweak loop-induced B-meson decays [15, 16].

Measurements of semitauonic decays of other species of b hadrons can provide additional
handles for investigating the sources of theoretical and experimental uncertainties, and
potentially the origin of lepton nonuniversal couplings. This Letter presents the first study
of the semitauonic decay B

+
c ! J/ ⌧

+
⌫⌧ and a measurement of the ratio of branching

fractions

R(J/ ) =
B(B+

c ! J/ ⌧
+
⌫⌧ )

B(B+
c ! J/ µ+⌫µ)

, (1)

for which the current SM predictions are in the range of 0.25 to 0.28, where the spread
arises from the choice of modeling approach for form factors [17–20]. Here and throughout
the Letter charge-conjugate processes are implied.

The measurement is performed using data recorded with the LHCb detector at the
Large Hadron Collider in 2011 and 2012, corresponding to integrated luminosities of 1 fb�1

and 2 fb�1 collected at proton-proton (pp) center-of-mass energies of 7TeV and 8TeV,
respectively. The analysis procedure is designed to identify both the signal decay chain
B

+
c ! J/ ⌧

+
⌫⌧ and the normalization mode B

+
c ! J/ µ

+
⌫µ, with J/ ! µ

+
µ
� and

⌧
+ ! µ

+
⌫µ⌫⌧ , through their identical visible final states (µ+

µ
�)µ+. The muon candidate

not originating from the J/ is referred to as the unpaired muon. The two modes
are distinguished using di↵erences in their kinematic properties. The selected sample
contains contributions from the signal and the normalization modes, as well as several
background processes. The contributions of the various components are determined from
a multidimensional fit to the data, where each component is represented by a template
distribution derived from control data samples or from simulation validated against data.
The selection and fit procedures are developed without knowledge of the signal yield.

The LHCb detector is a single-arm forward spectrometer covering the pseudorapidity
range 2 < ⌘ < 5, described in detail in Refs. [21, 22]. Notably for this analysis, muons are
identified by a system composed of alternating layers of iron and multiwire proportional
chambers [23]. The online event selection is performed by a trigger [24], which in this
case consists of a hardware stage, based on information from the calorimeter and muon
systems, followed by a software stage, which applies a full event reconstruction. Simulated
data samples, which are used for producing fit templates and evaluating the signal to
normalization e�ciency ratio, are produced using the software described in Refs. [25–28].

Events containing a J/ µ
+ candidate are required to have been selected by the LHCb

hardware dimuon trigger, with both muon candidates at the trigger level matched to the
decay products of the J/ candidate in the o✏ine selection. In the software trigger, the
events are required to meet criteria designed to select J/ ! µ

�
µ
+ candidates constructed

1

R(J/ ) R(⇡) =
B(B ! ⇡⌧ ⌫̄⌧ )

B(B ! ⇡`⌫̄`)
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Figure 1: Distributions of (top) m2
miss, (middle) decay time, and (bottom) Z of the signal data,

overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data; the dashed lines are at the values ±2.

templates derived from each of these methods, and an uncertainty is assigned using
half the di↵erence between the two minima. The systematic uncertainty due to the
combinatorial background cocktail is determined by varying the linear correction made to
its J/ µ+ mass distribution, described above, within its bounds. The contribution due
to the combinatorial background in the J/ peak region is determined by varying the

6

𝝉→𝝁νν

3D fit (q2, mmiss2,Z) determines

R(J/ѱ) = 0.71 ± 0.17 ± 0.18
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B

0 ! ⇡
�
⌧
+
⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B

0 ! ⇡
�
⌧
+
⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B

0 ! ⇡
�
⌧
+
⌫⌧

�
and is in good agreement

with the SM prediction.

R(𝜋) = 1.05 ± 0.51

1D fit in EECL determines

R(J/ѱ)SM ~ 0.28 R(𝜋)SM = 0.641 ± 0.016

arXiv:1711.05623 Phys. Rev. D 93, 032007 (2016)
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‣ Dedicated control samples for remaining backgrounds

71

New LHCb Measurement of R(D*) arXiv:1711.02505

‣ Actually measure BF relative to B0 → D*𝜋+𝜋+𝜋-
Method	for	measuring	R(D*)

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 31

• We	measure:

• Signal	and	normalization	share	same	visible	final	state	(D*-π+π-π+).
• Most	of	the	systematic	uncertainties	cancel	in	the	ratio (PID,	trigger	…).
• R(D*)	obtained	from:

• N(B0→D*+π-π+π-) from	a	un-binned	likelihood	fit	to	m(D*-π+π-π+).
• N(B0→D*+τ+(→π-π+π-(π0)ντ)ντ from	a	3-dimensional	template	fit.

R(D*) = Rhad (D*)×
BR(B0 →D*−π +π −π + )
BR(B0 →D*−µ+νµ )

[~4%	precision,	PDG2017]

[~2%	precision,	HFLAV	2016]

Method for measuring R(D*) 

06/06/17 A. Romero Vidal 17 

Khad (D*) =
BR(B0 →D*− τ +ντ )

BR(B0 →D*− π +π −π + )
=

N(B0 →D*− τ +ντ )
N(B0 →D*+ π −π +π − )

×
1

BR(τ + → π +π −π +(π 0 )ντ )
×
ε(B0 →D*+ π −π +π − )
ε(B0 →D*− τ +ντ )

•  What we measure: 

•  Signal and normalization share same visible final state (D*-π+π-π+). 

•  Most of  the systematic uncertainties cancel in the ratio (PID, trigger …). 

•  R(D*) obtained from: 

•  N(B0→D*-π+π-π+) from an un-binned likelihood fit to m(D*-π+π-π+). 
•  N(B0→D*-τ+ντ) from a 3-dimensional template fit. 

R(D*) = Khad (D*)×
BR(B0 →D*−π +π −π + )
BR(B0 →D*−µ+νµ )

[~4% precision] 
 
[~2% precision] 

[PDG 2016] 

‣ Measured to about 4% precision 

most precise measurement from BaBar: Phys. Rev. D94 (2016) 091101)

‣ Extraction in 3D maximum likelihood fit 
to MVA : q2 : 𝝉 decay time Both reconstructed with some 

tricks (more in backup)

Xb → D*-Ds+X  
Xb → D*-D+X 

Use Ds+ → 3𝜋 and fit m(D*Ds) to constrain individual contributions
Use D+ → K3𝜋 to correct q2, but float in fit 

Invariant masses of 3𝜋 system

Invariant mass of D*3𝜋 system

Neutral isolation variables
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New LHCb Measurement of R(D*): q2 & 𝝉 decay time arXiv:1711.02505

Signal	reconstruction

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 36

• 4-fold	ambiguity:

• Can	be	approximated	by	doing:

θτ

ν

3π

θ'B0

ν

D*τ

Laboratory	
frame

• Possible	to	reconstruct	rest	frame	variables	such	as	tau	decay	time	and	q2.	
• These	variables	have	negligible	biases,	and	sufficient	resolution to	preserve	good	

discrimination	between	signal	and	background.	

Slide from C. Bozzi
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New LHCb Measurement of R(D*): Control samples arXiv:1711.02505

The	Xb→D*- Ds
+ X control	sample

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 42

• Use	exclusive	Ds→3π decays	to	select	a	 Xb→D*- Ds
+ X control	sample	

• Determine	the	different	Xb→D*- Ds
+ X contributions	from	a	fit	to	m(D*Ds):

• B0→D*Ds,	B
0→D*Ds*,	B

0→D*Ds0*,	B
0→D*Ds1’,	Bs→D*DsX,	B→D**DsX

• only 20%	of	Ds originates directly from B,	40%	originates from Ds*,	40%	from Ds**
• Uncertainties	in	the	fit	parameters	propagated	to	final	analysis.

LHCb-PAPER-2017-017

Slide from C. Bozzi



Florian Bernlochner XXIV Cracow EPIPHANY Conference on Advances in Heavy Flavour Physics 74

New LHCb Measurement of R(D*): Control samples arXiv:1711.02505

The	Xb→D*- D0 X control	sample

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 43
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• Xb→D*- D0 X decays	can	be	isolated	
by	selecting	exclusive	D0→K-3π
decays	(kaon	recovered	using	

isolation	tools).

• A	correction	to	the	q2 distributions	is	

applied	to	the	Monte	Carlo	to	match	

data.

Unfortunately,	this constraint does not	exist

for	the	D+ mesons,	K3pp° is poorly known,	
the	inclusive	BR	is not	measured

We let		the	D+ component	float in	the	fit

• In	contrast to	the	Ds
+	case,	most

3p final	states	in	D+ and	D° decays

originate from D+,0 àK0,+	3p

For	the	D°,	the	inclusive	4	prongs BR	

constrains strongly the	rate	of	3p events

LHCb-PAPER-2017-017

Slide from C. Bozzi
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New LHCb Measurement of R(D*): Systematics arXiv:1711.02505

Summary	of	systematic	uncertainties

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 50

Table 1: Relative systematic uncertainties on R(D⇤�).

Source �R(D⇤�)/R(D⇤�)[%]
Simulated sample size 4.7
Empty bins in templates 1.3
Signal decay model 1.8
D⇤⇤⌧⌫ and D⇤⇤

s ⌧⌫ feeddowns 2.7
D+

s ! 3⇡X decay model 2.5
B ! D⇤�D+

s X, B ! D⇤�D+X, B ! D⇤�D0X backgrounds 3.9
Combinatorial background 0.7
B ! D⇤�3⇡X background 2.8
E�ciency ratio 3.9
Total uncertainty 8.9

sample is defined by requiring that positions of the 3⇡ and B0 vertices along the beam189

direction to be indistinguishable.190

The combinatorial background, due to random particle combinations, is divided into191

two contributions, depending on whether the background contains a real D⇤� decay chain192

or not. In the first case, the D⇤� and the 3⇡ system originate from di↵erent B decays. The193

templates for this background are taken from simulation. A sample of candidates where194

the D⇤� and the 3⇡ system have the same charge is used to normalize data and simulation195

in the region where the D⇤�3⇡ mass is above the known B mass. The background not196

including a real D⇤� decay chain is parameterized and constrained using candidates in197

the D0 invariant mass sidebands.198

The results of the fit are shown in Fig. 3. The signal yield is corrected for a small bias199

of 40 candidates, due to the finite size of the templates from simulation, as detailed below,200

giving Nsig = 1273± 95 candidates. A measurement of201

K(D⇤) = 1.93± 0.13 (stat)± 0.17 (syst)

is obtained by multiplying the ratio of the yields for signal and normalization modes by202

the additional terms shown in Eq. 1. A correction factor 1.056± 0.025 is applied when203

computing K(D⇤) in order to account for discrepancies between data and simulation, and204

for a small feeddown contribution from B0
s ! D⇤⇤�

s ⌧+⌫⌧ decays, where D⇤⇤�
s ! D⇤�K0.205

A value of206

B(B0 ! D⇤�⌧+⌫⌧ ) = (1.40± 0.09 (stat)± 0.12 (syst)± 0.06 (ext))⇥ 10�2

is obtained by using B(B0 ! D⇤�3⇡) = (7.21±0.29)⇥10�3 from Ref. [13]. A determination207

of208

R(D⇤�) = 0.285± 0.019 (stat)± 0.025 (syst)± 0.013 (ext).

is obtained by using B(B0 ! D⇤�µ+⌫µ) = (4.88± 0.10)⇥ 10�2 from Ref. [12]. In both209

results, the third uncertainty is due to the limited knowledge of the external branching210

fraction(s).211

Systematic uncertainties on R(D⇤�) are reported in Table 1. The uncertainty due212

to the limited size of the simulated samples is computed by repeatedly sampling each213

template with a bootstrap procedure, performing the fit, and taking the standard deviation214

6
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FIG. 17. (Color online). Representation of χ2 (Eq. 30) in
the R(D)–R(D∗) plane. The white cross corresponds to the
measured R(D(∗)), and the black cross to the SM predictions.
The shaded bands represent one standard deviation each.

distribution in the R(D)–R(D∗) plane. The contours are
ellipses slightly rotated with respect to the R(D)–R(D∗)
axes, due to the non-zero correlation.
For the assumption that R(D(∗))th = R(D(∗))SM, we

obtain χ2 = 14.6, which corresponds to a probability
of 6.9 × 10−4. This means that the possibility that the
measured R(D) and R(D∗) both agree with the SM pre-
dictions is excluded at the 3.4σ level [42]. Recent calcu-
lations [7, 8, 43, 44] have resulted in values of R(D)SM
that slightly exceed our estimate. For the largest of those
values, the significance of the observed excess decreases
to 3.2σ.

B. Search for a charged Higgs

To examine whether the excess in R(D(∗)) can be ex-
plained by contributions from a charged Higgs boson in
the type II 2HDM, we study the dependence of the fit
results on tanβ/mH+ .
For 20 values of tanβ/mH+ , equally spaced in the

[0.05, 1.00]GeV−1 range, we recalculate the eight signal
PDFs, accounting for the charged Higgs contributions as
described in Sec. II. Figure 18 shows the m2

miss and |p∗
ℓ |

projections of the D0τν ⇒ D0ℓ PDF for four values of
tanβ/mH+ . The impact of charged Higgs contributions
on the m2

miss distribution mirrors those in the q2 distri-
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FIG. 18. (Color online). m2
miss and |p∗

ℓ | projections of the
D0τν ⇒ D0ℓ PDF for various values of tanβ/mH+ .
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FIG. 19. (Color online). Left: Variation of the B → Dτ−ντ

(top) and B → D∗τ−ντ (bottom) efficiency in the 2HDM
with respect to the SM efficiency. The band indicates the
increase on statistical uncertainty with respect to the SM
value. Right: Variation of the fitted B → Dτ−ντ (top) and
B → D∗τ−ντ (bottom) yields as a function of tanβ/mH+ .
The band indicates the statistical uncertainty of the fit.

bution, see Fig. 3, because of the relation

m2
miss =

(

pe+e− − pBtag − pD(∗) − pℓ
)2

= (q − pℓ)
2 ,

The changes in the |p∗
ℓ | distribution are due to the change

in the τ polarization.
We recalculate the value of the efficiency ratio

εsig/εnorm as a function of tanβ/mH+ (see Fig. 19).
The efficiency increases up to 8% for large values of
tanβ/mH+ , and, as we noted earlier, its uncertainty in-
creases due to the larger dispersion of the weights in the
2HDM reweighting.
The variation of the fitted signal yields as a function

of tanβ/mH+ is also shown in Fig. 19. The sharp drop in
the B → Dτ−ντ yield at tanβ/mH+ ≈ 0.4GeV−1 is due
to the large shift in the m2

miss distribution which occurs
when the Higgs contribution begins to dominate the total
rate. This shift is also reflected in the q2 distribution and,
as we will see in the next section, the data do not support
it. The change of the B → D∗τ−ντ yield, mostly caused
by the correlation with the B → Dτ−ντ sample, is much
smaller.
Figure 20 compares the measured values of R(D) and

R(D∗) in the context of the type II 2HDM to the theoret-
ical predictions as a function of tanβ/mH+ . The increase
in the uncertainty on the signal PDFs and the efficiency
ratio as a function of tanβ/mH+ are taken into account.
Other sources of systematic uncertainty are kept constant
in relative terms.
The measured values of R(D) and R(D∗) match

the predictions of this particular Higgs model for
tanβ/mH+ = 0.44±0.02GeV−1 and tanβ/mH+ = 0.75±
0.04GeV−1, respectively. However, the combination of
R(D) and R(D∗) excludes the type II 2HDM charged
Higgs boson at 99.8% confidence level for any value of
tanβ/mH+ , as illustrated in Fig. 21. This calculation is
only valid for values of mH+ greater than 15GeV [5, 8].
The region for mH+ ≤ 15GeV has already been excluded
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FIG. 3. (left) The ⌧
�-lepton positive (+) and negative (-) helicity fractions as a function of tan�/mH+ for B ! ⇡ ⌧

�
⌫̄⌧

is shown. (right) The 95% exclusion limit from Ref. [6] is compared with the exclusion limits from B ! ⌧ ⌫̄⌧ . As input an
averaged branching fraction of B(B ! ⌧ ⌫̄⌧ ) = (1.03± 0.20)⇥ 10�4 and |Vub| = (3.72± 0.16)⇥ 10�3 was used.

2HDM Type II  
pol.  frac.

SM

Benchmark 
point

Impact of 𝝉-polarisation in 

                           decays : 
- secondary lepton emitted preferentially in the 

direction of the 𝝉


‣ Carries more momentum of the 𝝉-lepton 

+ secondary lepton emitted preferentially 
against the direction of the 𝝉


‣ Carries less momentum of the 𝝉-lepton

⌧� ! `�⌫̄`⌫⌧


