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Semileptonic	B	decays	at	Belle	II	with	focus	on:	
	
•  Lepton	Flavour	Universality	

•  Measurement	of	|Vub|	with	exclusive	and	inclusive	decays	

For	a	thorough	descripPon	of	the	Belle	II	Physics	Program	and	
the	status	of	the	Belle	II	experiment	àPeter	Krizan’s	talk	



Full	Event	InterpretaPon	
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�  For	signal	with	weak	exp.	signature	
�  Decay	with	missing	momentum	

(many	neutrinos	in	the	final	state)	
�  Inclusive	analyses		

�  background	rejecPon	improved	fully	
reconstrucPng	the	companion	B	(tag)	

�  Tag	with	semileptonic	decays	
�  PRO:	Higher	efficiency	εtag	>O(	1%)	

CON:	more	backgrounds,		
					B	momentum	unmeasured	

�  Tag	with	hadronic	decays		
�  PRO:	much	cleaner	events,	

										B	momentum	reconstructed	
CON:	smaller	efficiency	εtag	<O(1%)	
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B	reconstrucPon	strategy	Hadronic/Semileptonic(SL) tag
• Unique and powerful tools at 𝐵 factories to analysis final states with multiple 𝜈.

Tagging Techniques 4
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• Signal decay

Tag side
• Hadronic decay : 𝐵 → 𝐷(∗)𝑋, 𝐽/𝜓𝑋, …
• Semileptonic decay : 𝐵 → 𝐷(∗)ℓν
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Developed	at	B-factories	to	reconstruct		
thousands	of	combinaPon	of		
B	à	D	X	,	D	àY	hadronic	decays	
	
BaBar	determined	the	purity	on	data	to	
rank	the	decay	modes	
	
Belle	pioneered	a	mulPlevel	MV	classifier	
further	developed	in	Belle	II	
	
“Tagging”	extended	to	B	à	D	l	ν		
decays	
		

Hadronic/Semileptonic(SL) tag
• Unique and powerful tools at 𝐵 factories to analysis final states with multiple 𝜈.
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Untagged	analyses:	less	constraints,	more	staPsPcs	

�  Inclusive	on	the	rest	of	the	event	
when	the	signal	signature		
strong	enough	

�  B	à	π	l	ν		
�  Loose	requirements	on	the	

other	B	
�  B	à	µ ν

�  MonochromaPc	muon	in	the	
final	state	in	B	rest	frame	
�  Smeared	in	the	CM	frame	

ϒ(4S) 
B+ B- 

νµ	

µ+	

Apply	PID,	measure	p	

Ignore	the	detail,	
Measure	inclusive	observables	

High	efficiency	but	large	backgrounds,	too	
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B	à	D(*)	τν	
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Standard	Model	predicPon	theorePcally	clean	
Yield	and	q2	distribuPon	from	a	form	factor	
	
Simplest	case	of	new	Physics	from	Charged	Higgs	
	
Measure	a	raPo	R	=	B(	Bà	D(*)	τ ν	)/B(	BàD(*)lν)		
Experimentally	hard:			signature	is	not	a	peak		
on	a	smooth	background!	
	
Data	driven	methods	to	control	the	backgrounds	
(most	dangerous	D**	background)	
	
	



LFU	violaPon?	
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4σ	away	from	SM	predicPon	poinPng	to	Lepton	Flavour	Universality	violaPon	
Simplest	NP	extensions	like	2HDM	type	II	not	sufficient		
	
Many	theorePcal	models	on	the	market	to	explain	the	measurements 		
•  Extending	the	interacPons	adding	scalar,	vector,	tensor	coefficients	to	be	

fioed	
•  Specific	new	physics	models	like	LQ,	addiPonal	gauge	bosons	(heard	also	at	

this	conference)	

Phys.	Rev.	Leo.	109,	101802	(2012)	



Current	measurement	and	impact	of	Belle	II	
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1 Leptonic and Semileptonic B Decays

Table 12: Expected precision of RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncertainty

for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic errors

respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04

R(D)
0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Belle II Projection
Belle Combination
Babar
LHCb
World Combination
SM prediction: PRD92 054410 (2015), PRD85 094025 (2012)

 contoursσ1 

R(D*)

0.2 0.25 0.3 0.35 0.4

(D
*)

τP

1−

0.5−

0

0.5

1
Belle II Projection
Belle Combination
SM prediction: PRD85 094025 (2012), PRD87 034028 (2013)
Scalar
Vector
Tensor}PRD87 034028 (2013)

Fig. 10: Expected Belle II constraints on the RD vs RD⇤ plane (top) and the RD⇤ vs P⌧ (D⇤)

plane (bottom) compared to existing experimental constraints from Belle. The SM predic-

tions are indicated by the black points with theoretical error bars. In the right panel, the

NP scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS
1

,

OV
1

and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical 550

and experimental improvements at Belle II, we provide estimates of the precision of RD(⇤) 551

and P⌧ (D⇤) in Table 12 for two integrated luminosities. In Fig. 10, the expected precisions 552

at Belle II are compared to the current results and the SM expectations. The RD(⇤) precision 553

will be comparable to the current theoretical uncertainty. Furthermore, precise polarisation 554

measurements, P⌧ (D⇤), and decay di↵erentials will provide further discrimination of NP 555

scenarios. In the estimates for P⌧ (D⇤), we take the pessimistic scenario that no improvement 556

to the systematic uncertainty arising from hadronic B decays with three or more ⇡0, ⌘ and 557

� can be achieved. However, although challenging, our understanding of these modes should 558

be improved by future measurements at Belle II and hence the systematic uncertainty will 559

be further reduced. As shown in Fig. 8, the Belle analyses of B ! D(⇤)⌧⌫⌧ largely rely on 560

the E
ECL

shape in discrimination of the signal from the background events. One possible 561

challenge at Belle II is therefore to understand the e↵ects from the large beam-induced 562

background onto E
ECL

. From studies of B ! ⌧⌫, shown earlier in this section, E
ECL

should 563

be a robust observable. 564

With the Belle II data set NP scenarios can be also precisely tested with q2 (and other

di↵erential) distributions. Figure 11 shows a demonstration of the statistical precision of

the q2 measurement with 50 ab�1 data based on a toy-MC study with the hadron tag

based analysis. A quantitative estimation of the future sensitivity to NP in B̄ ! D(⇤)⌧ ⌫̄

25/61

Belle	II	will	greatly	improve	the	staPsPcal	
uncertainty	on	R(D)	and	R(D*)	
	
Biggest	contribuPon	to	systemaPcs	is	the	
uncertainty	in	D**	component.	
à	In	Belle	II	we	will	improve	studying	in	
detail	B	à	D**	l	ν	decays	
	
A	simultaneous	R(D),	R(D*)	and	R(D**)	
determinaPon	may	be	feasible	
	
DifferenPal	distribuPon	can	be	measured	to	
constrain	NP	contribuPons	
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Fig. 11: On the left is the B ! D⌧⌫ q2 distribution in the hadronic tag analysis and ⌧� !
`�⌫̄`⌫⌧ with the full Belle data sample [32]. On the right is the projection to the 50 ab�1 of

the Belle II data. In both panels, the solid histograms show the predicted distribution shape

with the 2HDM of type II at tan �/mH± = 0.5 (GeV/c2)�1. In the right panel, pseudo-data

are shown based on the SM hypothesis.

is shown in Fig. 12 [71]: it shows the regions of CX that are probed by the ratios (red)

and the q2 distributions (blue) at Belle II with 5 ab�1 (dashed lines) and 50 ab�1 (solid

lines) respectively, at 95% CL3. One finds that the distributions are very sensitive to all NP

scenarios, including those with new scalar and tensors. NP contributions that enters in CX

can be described as

CX ⇡ 1

2
p

2GFVcb

gg0

M2

NP

, (49)

where g and g0 denote the couplings of new heavy particles to quarks and leptons respectively565

(at the NP mass scale M
NP

). Assuming couplings of g, g0 ⇠ 1, one finds that the Belle II NP566

mass scale reach, M
NP

⇠ (2
p

2GFVcbCX)�1/2, is about 5 – 10 TeV.567

1.5.2. B ! ⇡⌧⌫. Authors: R. Watanabe (th.), F. Bernlochner (exp.)568

As is presented above, discrepancies in the b ! c⌧⌫ processes with the SM predictions569

have been reported by the B physics experiments. It is therefore natural to expect that the570

b ! u⌧⌫ processes may also provide hints of NP.571

A limit on the branching fraction of B ! ⇡⌧ ⌫̄ has been determined by the Belle collabora-572

tion, Ref. [72]. They observed no significant signal and obtained the 90% CL upper limit as573

B(B ! ⇡⌧ ⌫̄) < 2.5 ⇥ 10�4. Alternatively, one obtains B(B ! ⇡⌧ ⌫̄) = (1.52 ± 0.72 ± 0.13) ⇥574

10�4, where the first error (along with the central value) is statistical and the second is575

systematic (8%).576

Evaluation of the form factors for the B ! ⇡ transition have been performed using QCD

predictions and experimental data. In the recent lattice studies of Refs. [73, 74], the authors

have computed the vector and tensor amplitudes for B ! ⇡ defined earlier in this chapter.

In their studies the form factors are parametrised in the model independent BCL expansion

3 To see how small a NP contribution that can be probed, the central values of the experiment are
assumed to be those of the SM while the experimental errors, extracted from the BaBar data [46] for
q2 distributions and given as the world average [8] for the ratios, are luminosity scaled. See Ref. [71]
for further details of the analysis.

26/61

Belle	Data	 Belle		II	pseudo-data	
Belle	II	pseudo-data	
(points	with	error	bars)	are	
generated	in	the	SM	hypothesis	
	
Block	histograms	is	a		
2HDM-type	II	benchmark		



Belle	II	projecPons	
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We	will	confirm	the	excess	early.	
Ater	10%	of	data	taking	we	expect		
4%	uncertainty	on	R(D*)	and		
6%	uncertainty	on	R(D).	
	
UlPmate	precision	1-2%	(limited	by	systemaPcs)	
	
Detailed	measurement	of	q2	and	other	
kinemaPcal	distribuPon	including		
polarizaPon	of	the	τ by	means	of	its	hadronic	
decays 
 
Already	pionereed	by	Belle	
Phys.	Rev.	LeH.	118,	211801	
Phys.	Rev.	D	97,	012004		

1 Leptonic and Semileptonic B Decays

Table 12: Expected precision of RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncertainty

for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic errors

respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04
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Fig. 10: Expected Belle II constraints on the RD vs RD⇤ plane (top) and the RD⇤ vs P⌧ (D⇤)

plane (bottom) compared to existing experimental constraints from Belle. The SM predic-

tions are indicated by the black points with theoretical error bars. In the right panel, the

NP scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS
1

,

OV
1

and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical 550

and experimental improvements at Belle II, we provide estimates of the precision of RD(⇤) 551

and P⌧ (D⇤) in Table 12 for two integrated luminosities. In Fig. 10, the expected precisions 552

at Belle II are compared to the current results and the SM expectations. The RD(⇤) precision 553

will be comparable to the current theoretical uncertainty. Furthermore, precise polarisation 554

measurements, P⌧ (D⇤), and decay di↵erentials will provide further discrimination of NP 555

scenarios. In the estimates for P⌧ (D⇤), we take the pessimistic scenario that no improvement 556

to the systematic uncertainty arising from hadronic B decays with three or more ⇡0, ⌘ and 557

� can be achieved. However, although challenging, our understanding of these modes should 558

be improved by future measurements at Belle II and hence the systematic uncertainty will 559

be further reduced. As shown in Fig. 8, the Belle analyses of B ! D(⇤)⌧⌫⌧ largely rely on 560

the E
ECL

shape in discrimination of the signal from the background events. One possible 561

challenge at Belle II is therefore to understand the e↵ects from the large beam-induced 562

background onto E
ECL

. From studies of B ! ⌧⌫, shown earlier in this section, E
ECL

should 563

be a robust observable. 564

With the Belle II data set NP scenarios can be also precisely tested with q2 (and other

di↵erential) distributions. Figure 11 shows a demonstration of the statistical precision of

the q2 measurement with 50 ab�1 data based on a toy-MC study with the hadron tag

based analysis. A quantitative estimation of the future sensitivity to NP in B̄ ! D(⇤)⌧ ⌫̄
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Table 12: Expected precision of RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncertainty

for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic errors

respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04

R(D)
0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Belle II Projection
Belle Combination
Babar
LHCb
World Combination
SM prediction: PRD92 054410 (2015), PRD85 094025 (2012)

 contoursσ1 

R(D*)

0.2 0.25 0.3 0.35 0.4

(D
*)

τP

1−

0.5−

0

0.5

1
Belle II Projection
Belle Combination
SM prediction: PRD85 094025 (2012), PRD87 034028 (2013)
Scalar
Vector
Tensor}PRD87 034028 (2013)

Fig. 10: Expected Belle II constraints on the RD vs RD⇤ plane (top) and the RD⇤ vs P⌧ (D⇤)

plane (bottom) compared to existing experimental constraints from Belle. The SM predic-

tions are indicated by the black points with theoretical error bars. In the right panel, the

NP scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS
1

,

OV
1

and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical 550

and experimental improvements at Belle II, we provide estimates of the precision of RD(⇤) 551

and P⌧ (D⇤) in Table 12 for two integrated luminosities. In Fig. 10, the expected precisions 552

at Belle II are compared to the current results and the SM expectations. The RD(⇤) precision 553

will be comparable to the current theoretical uncertainty. Furthermore, precise polarisation 554

measurements, P⌧ (D⇤), and decay di↵erentials will provide further discrimination of NP 555

scenarios. In the estimates for P⌧ (D⇤), we take the pessimistic scenario that no improvement 556

to the systematic uncertainty arising from hadronic B decays with three or more ⇡0, ⌘ and 557

� can be achieved. However, although challenging, our understanding of these modes should 558

be improved by future measurements at Belle II and hence the systematic uncertainty will 559

be further reduced. As shown in Fig. 8, the Belle analyses of B ! D(⇤)⌧⌫⌧ largely rely on 560

the E
ECL

shape in discrimination of the signal from the background events. One possible 561

challenge at Belle II is therefore to understand the e↵ects from the large beam-induced 562

background onto E
ECL

. From studies of B ! ⌧⌫, shown earlier in this section, E
ECL

should 563

be a robust observable. 564

With the Belle II data set NP scenarios can be also precisely tested with q2 (and other

di↵erential) distributions. Figure 11 shows a demonstration of the statistical precision of

the q2 measurement with 50 ab�1 data based on a toy-MC study with the hadron tag

based analysis. A quantitative estimation of the future sensitivity to NP in B̄ ! D(⇤)⌧ ⌫̄

25/61

1 Leptonic and Semileptonic B Decays

Table 12: Expected precision of RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncertainty

for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic errors

respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04

R(D)
0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Belle II Projection
Belle Combination
Babar
LHCb
World Combination
SM prediction: PRD92 054410 (2015), PRD85 094025 (2012)

 contoursσ1 

R(D*)

0.2 0.25 0.3 0.35 0.4

(D
*)

τP

1−

0.5−

0

0.5

1
Belle II Projection
Belle Combination
SM prediction: PRD85 094025 (2012), PRD87 034028 (2013)
Scalar
Vector
Tensor}PRD87 034028 (2013)

Fig. 10: Expected Belle II constraints on the RD vs RD⇤ plane (top) and the RD⇤ vs P⌧ (D⇤)

plane (bottom) compared to existing experimental constraints from Belle. The SM predic-

tions are indicated by the black points with theoretical error bars. In the right panel, the

NP scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS
1

,

OV
1

and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical 550

and experimental improvements at Belle II, we provide estimates of the precision of RD(⇤) 551

and P⌧ (D⇤) in Table 12 for two integrated luminosities. In Fig. 10, the expected precisions 552

at Belle II are compared to the current results and the SM expectations. The RD(⇤) precision 553
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measurements, P⌧ (D⇤), and decay di↵erentials will provide further discrimination of NP 555
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challenge at Belle II is therefore to understand the e↵ects from the large beam-induced 562
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FIG. 3: Distributions of E
ECL

in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B0 ! ⇡�⌧+⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B0 ! ⇡�⌧+⌫⌧

�
and is in good agreement

with the SM prediction.

R($) = 1.05 ± 0.51

1D Likelihood fit in EECL

R($)SM = 0.641 ± 0.016

Phys. Rev. D 93, 032007 (2016)
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FIG. 3: Distributions of E
ECL

in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
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< 2.8⇥ 10�4. This result is the first

result on B
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and is in good agreement
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in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
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< 2.8⇥ 10�4. This result is the first
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and is in good agreement

with the SM prediction.
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FIG. 3: Distributions of E
ECL

in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B0 ! ⇡�⌧+⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B0 ! ⇡�⌧+⌫⌧

�
and is in good agreement

with the SM prediction.

R($) = 1.05 ± 0.51

1D Likelihood fit in EECL

R($)SM = 0.641 ± 0.016
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FIG. 3: Distributions of E
ECL

in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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FIG. 3: Distributions of E
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in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.
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FIG. 3: Distributions of E
ECL

in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B0 ! ⇡�⌧+⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B0 ! ⇡�⌧+⌫⌧

�
and is in good agreement

with the SM prediction.

R($) = 1.05 ± 0.51

1D Likelihood fit in EECL

R($)SM = 0.641 ± 0.016

Phys. Rev. D 93, 032007 (2016)
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Fig. 11: On the left is the B ! D⌧⌫ q2 distribution in the hadronic tag analysis and ⌧� !
`�⌫̄`⌫⌧ with the full Belle data sample [32]. On the right is the projection to the 50 ab�1 of

the Belle II data. In both panels, the solid histograms show the predicted distribution shape

with the 2HDM of type II at tan �/mH± = 0.5 (GeV/c2)�1. In the right panel, pseudo-data

are shown based on the SM hypothesis.

is shown in Fig. 12 [71]: it shows the regions of CX that are probed by the ratios (red)

and the q2 distributions (blue) at Belle II with 5 ab�1 (dashed lines) and 50 ab�1 (solid

lines) respectively, at 95% CL3. One finds that the distributions are very sensitive to all NP

scenarios, including those with new scalar and tensors. NP contributions that enters in CX

can be described as

CX ⇡ 1

2
p

2GFVcb

gg0

M2

NP

, (49)

where g and g0 denote the couplings of new heavy particles to quarks and leptons respectively565

(at the NP mass scale M
NP

). Assuming couplings of g, g0 ⇠ 1, one finds that the Belle II NP566

mass scale reach, M
NP

⇠ (2
p

2GFVcbCX)�1/2, is about 5 – 10 TeV.567

1.5.2. B ! ⇡⌧⌫. Authors: R. Watanabe (th.), F. Bernlochner (exp.)568

As is presented above, discrepancies in the b ! c⌧⌫ processes with the SM predictions569

have been reported by the B physics experiments. It is therefore natural to expect that the570

b ! u⌧⌫ processes may also provide hints of NP.571

A limit on the branching fraction of B ! ⇡⌧ ⌫̄ has been determined by the Belle collabora-572

tion, Ref. [72]. They observed no significant signal and obtained the 90% CL upper limit as573

B(B ! ⇡⌧ ⌫̄) < 2.5 ⇥ 10�4. Alternatively, one obtains B(B ! ⇡⌧ ⌫̄) = (1.52 ± 0.72 ± 0.13) ⇥574

10�4, where the first error (along with the central value) is statistical and the second is575

systematic (8%).576

Evaluation of the form factors for the B ! ⇡ transition have been performed using QCD

predictions and experimental data. In the recent lattice studies of Refs. [73, 74], the authors

have computed the vector and tensor amplitudes for B ! ⇡ defined earlier in this chapter.

In their studies the form factors are parametrised in the model independent BCL expansion

3 To see how small a NP contribution that can be probed, the central values of the experiment are
assumed to be those of the SM while the experimental errors, extracted from the BaBar data [46] for
q2 distributions and given as the world average [8] for the ratios, are luminosity scaled. See Ref. [71]
for further details of the analysis.

26/61

)2/c2 (GeV2q
4 5 6 7 8 9 10 11 12

Ev
en

ts
 (a

rb
itr

ar
y 

un
its

)

0

10

20

30

40

50

)2/c2 (GeV2q
4 5 6 7 8 9 10 11 12

Ev
en

ts

0

200

400

600

800

1000

1200

Fig. 11: On the left is the B ! D⌧⌫ q2 distribution in the hadronic tag analysis and ⌧� !
`�⌫̄`⌫⌧ with the full Belle data sample [32]. On the right is the projection to the 50 ab�1 of

the Belle II data. In both panels, the solid histograms show the predicted distribution shape

with the 2HDM of type II at tan �/mH± = 0.5 (GeV/c2)�1. In the right panel, pseudo-data

are shown based on the SM hypothesis.
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As is presented above, discrepancies in the b ! c⌧⌫ processes with the SM predictions569

have been reported by the B physics experiments. It is therefore natural to expect that the570

b ! u⌧⌫ processes may also provide hints of NP.571

A limit on the branching fraction of B ! ⇡⌧ ⌫̄ has been determined by the Belle collabora-572

tion, Ref. [72]. They observed no significant signal and obtained the 90% CL upper limit as573

B(B ! ⇡⌧ ⌫̄) < 2.5 ⇥ 10�4. Alternatively, one obtains B(B ! ⇡⌧ ⌫̄) = (1.52 ± 0.72 ± 0.13) ⇥574

10�4, where the first error (along with the central value) is statistical and the second is575

systematic (8%).576

Evaluation of the form factors for the B ! ⇡ transition have been performed using QCD

predictions and experimental data. In the recent lattice studies of Refs. [73, 74], the authors

have computed the vector and tensor amplitudes for B ! ⇡ defined earlier in this chapter.

In their studies the form factors are parametrised in the model independent BCL expansion

3 To see how small a NP contribution that can be probed, the central values of the experiment are
assumed to be those of the SM while the experimental errors, extracted from the BaBar data [46] for
q2 distributions and given as the world average [8] for the ratios, are luminosity scaled. See Ref. [71]
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di↵erential branching fractions for each tau helicity, �⌧ = ⌥1/2, are then written as [24]

dB�
⌧

dq2
= NB

�

�

�

(1 + CV
1

+ CV
2

)
p

q2HV,+ + 4CTm⌧HT

�

�

�

2

, (55)

dB+

⌧

dq2
=

NB

2



�

�

�

(1 + CV
1

+ CV
2

)m⌧HV,+ + 4CT

p

q2HT

�

�

�

2

+ 3
�

�

�

(1 + CV
1

+ CV
2

)m⌧HV,0 + (CS
1

+ CS
2

)
p

q2HS

�

�

�

2

�

, (56)

with

NB =
⌧BG2

FV 2

ub

192⇡3m3

B

p

Q
+

Q�

✓

1 � m2

⌧

q2

◆

2

, (57)

where Q± = (mB ± m⇡)2 � q2 and the H terms contain the hadron transition form factors.

The di↵erential branching fractions for B ! ⇡`⌫̄` are obtained as

dB�
`

dq2
=

dB�
⌧

dq2

�

�

�

�

m⌧!0, CX=0

,
dB+

`

dq2
= 0 . (58)

Finally, R⇡ is given as

R⇡ =

R q2
max

m2

⌧
(dB+

⌧ + dB�
⌧ )/dq2

R q2
max

0

dB�
` /dq2

, (59)

where q2
max

= (mB + m⇡)2.583

Given the above formula and input for b0,+n , the SM predicts RSM

⇡ = 0.641 ± 0.016, whereas584

the experimental data suggests Rexp.

⇡ ' 1.05 ± 0.51 by using B(B ! ⇡`⌫̄`) = (1.45 ± 0.05) ⇥585

10�4 [17]. Thus, at present the experimental result is consistent with the SM prediction586

given the large uncertainty. We can place loose bounds on NP scenarios from R⇡. In Fig. 13,587

the constraints on CV
1

, CV
2

, CS
1

, CS
2

, and CT are shown, in which it is assumed that the588

NP contribution comes from only one e↵ective operator OX for X = V
1

, V
2

, S
1

, S
2

, or T . As589

can be seen, the current data has already constrained the NP contributions to be roughly590

|CX | . O(1), which implies that a contribution larger than that of the SM (2
p

2GFVub) is591

already disfavoured.592

A key reason for measuring B ! ⇡⌧⌫ is that the tensor type interaction of new physics593

that a↵ects b ! u⌧⌫ cannot be constrained from B ! ⌧ ⌫̄. One can see that the current594

results for bTn for the tensor form factor still have large uncertainties [74]. Nevertheless, the595

constraint on CT is comparable to the other new physics scenarios. Improvements to the596

evaluation of the tensor form factor will be significant for the future search in this process597

at Belle II.598

The following study shows the future sensitivity of R⇡ to NP scenarios at 5 ab�1 and

50 ab�1 of Belle II data, based on Ref. [24]. In order to estimate exclusion limits on the

Wilson coe�cient CX , it is assumed that the experimental central value is identical to the

SM prediction and the expected experimental errors at 5 ab�1 and 50 ab�1 are extrapolated

from the Belle measurement [72]. The expected constraints from Belle II are therefore

R5 ab

�1

⇡ = 0.64 ± 0.23 , (60)

R50 ab

�1

⇡ = 0.64 ± 0.09 . (61)

The above values are compared with each NP scenario to determine constraints on CX , as599

shown in Fig. 13. Focusing on the vicinity of the origin of CX , we see that |CX | & O(0.1)600
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LFU	with	leptonic	decays	
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Very	clean	theorePcally,	hard	experimentally	
SM	is	helicity	suppressed		
SensiPve	to	NP	contribuPon	(charged	Higgs)	
	

+			W+,H+	b	

u	

l+	

νℓ	

	B+	

B(B ⇥ l�) =
G2

F mB

8⇥
m2

l (1�
m2

l

m2
B

)2f2
B |Vub|2⇤B

Belle	II	can	test	LFU		
also	with		

€ 

Rτµ =
Γ(B→ µν )
Γ(B→τν)

€ 

Rτe =
Γ(B→ eν)
Γ(B→τν )B(B ! l⌫) = B(B ! l⌫)SM ⇥ rH

rH = (1� tan2 �
m2

B

m2
H

)2 in	2HDM	type	II	

Mode	 SM	BR	 Current	meas.	 Belle	II	
5	ab-1		

Belle	II	
50	ab-1	

τν 10-4	 20%	uncertainty	 15%	 6%	

µν 10-6	 40%	uncertainty*	 20%	 7%	

eν 10-11	 Beyond	reach	 -	 -	

Belle	II	Full	simulaPon	with	expected	
background	condiPons	with	hadronic		
tags	only	

ExtrapolaPon	of	untagged	Belle	analysis	

Rτπ =
Γ(B→ τν )
Γ(B→ π lν )

*	arxiv:1712.04123	2.4σ	excess	[2.9,10.7]×10-7	at	90%	C.L.	



|Vub|extracPon	from	b	à	u	

Theory	input:	OPE		
Huge	bàc	l	ν	background	

	Must	select	phase	space	region		
	(Mx,	q2,pl)		to	enhance	Bà	u	signal	

Need	theory	to	extrapolate	to	full	rate	
	Risk:	Tight	selecPons	jeopardize	theory	
	extrapolaPon	

Theory	input:	form	factors		
(La|ce	and	sum	rules)	
	
Experimentally	more	constrained	
	
Both	untagged	&	tagged	analyses	
	

�
SL

= |V
ub

|2G
2
F

m5
b

192⇡3
⇥A

pert

⇥A
non�pert

(1/m
b

)
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Exclusive	decays	 Inclusive	decays	



Current	Measurements	of	Vub	
and	implicaPons	for	Belle	II		

⇡+

⇡0

Belle	inclusive	tagged	

Belle	exclusive	tagged		

Clean	signal	in	missing	mass	
for	exclusive	modes	
	
à	get	the	inclusive	as	sum	of		
exclusive	(higher	mulPpl.)	modes?	

b	à	u	l	ν	signal	enhanced	w.r.t.	b	à	c		
backgrounds	in	low	MX	and	high	q2	but	
	
systemaPcs	effects	from	charm	background	
composiPon	and		u	quark	fragmentaPon		
à	models	can	be		improved	with	Belle	II	
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ExtrapolaPon	to	Belle	II		
|Vub|exc	vs	|Vub|inc		“tension”	is	sPll	here	
ater	years	of	experimental	and	theorePcal	
efforts.	
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Tagged	and	untagged	Belle	II	B	à	π	l	ν	
Uncertainty	projecPons	 dB/dq2	

Context and motivation

Status of |Vub|

⇡+

b u

Vub

l�

⌫̄l

d̄

⇤0
b

d

u

B̄0

p

W�

Xu

b u

l�

⌫l

W �

Vub

310×|ub|V
2.5 3 3.5 4 4.5 5 5.5

2004

2008

2010

2012

2014

2015

2017

Year νlπ→Exclusive B Inclusive

νµp→bΛ

William Sutcli↵e Ultimate precision on |V
ub

| from semileptonic and leptonic decaysApril 17, 2018 4 / 26
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Inclusive	|Vub|	in	Belle	II	
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Belle II Projection
(exp. + param. uncertainties)

4.65 4.70 4.75
4.0

4.1

4.2

4.3
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4.5

Fig. 26: Projections for a global |Vub| fit at Belle II with 1ab�1 and 5ab�1. No theory

uncertainties are included in the fit, which can be expected to be of similar size.

Using this approach, a global fit to all available B ! Xs� measurements extracting |C incl

7

|1325

along with F (k) has been performed by the SIMBA collaboration in Ref. [98], clearly1326

demonstrating the feasibility of this approach.1327

Projections for a global fit using two projected single-di↵erential spectra in mX and E`1328

for B ! Xu`⌫ and a E� spectrum in B ! Xs� from Belle II at 1ab�1 and 5ab�1 are shown1329

in Fig. 26. Projections beyond this are hard to obtain as they will require improvements on1330

the experimental systematics. We also stress that these projections should only serve as an1331

indication. The achievable precision will strongly depend on the precision and number of1332

available spectra. The projected fit uncertainties at 1ab�1 (5ab�1) are about 4.5% (3%) for1333

the fit to B ! Xu`⌫ only and 3% (2%) for the combined fit to B ! Xs� and B ! Xu`⌫.1334

These fit uncertainties already include the dominant parametric uncertainties from mb and1335

F (k), as these are constrained in the fit by the data. They do not include theoretical uncer-1336

tainties, which can be expected to be of roughly similar size as the fit uncertainties. These1337

projections do not include sub-leading shape function e↵ects, which are expected to become1338

relevant at this level of precision, but can then also be constrained by the measurements. In1339

general, one can expect that the increased Belle II statistics can and should be exploited to1340

reduce the current systematic limitations.1341

|Vub| summary. A summary of projections for inclusive, exclusive and leptonic decay1342

based determinations of |Vub| is given in Table 21.1343

1.8. Conclusions1344

Belle II will have a lot to say on leptonic and semileptonic B meson decays. Precise mea-1345

surements of the CKM matrix element magnitudes are crucial for pinning down the allowed1346

level of CP violation in the SM, but much work must be done to resolve inconsistencies in1347

approaches for both |Vub| and |Vcb|. Prospects are particularly good for improvements to1348

|Vub|, on inclusive and exclusive approaches, owing to more data and better particle recon-1349

struction performance at Belle II. Highly significant anomalies in semi-tauonic modes should1350
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Global	fit	to	differenPal	distribuPons	

b	à	u	l	ν	signal	enhanced	w.r.t.	b	à	c		
backgrounds	in	low	MX	and	high	q2	but	

	 		
systemaPcs	effects	from	charm	background	
composiPon	and		u	quark	fragmentaPon		
à	models	can	be		improved	with	Belle	II	
		

Belle	inclusive	tagged	

1 Leptonic and Semileptonic B Decays

to the underlying theory model used in the MC was studied in a recent Babar analysis of 1237

the lepton energy spectrum [168]. A breakdown of the systematic uncertainties in the most 1238

recent Belle analysis is shown in Table 19, broken into reducible and irreducible components. 1239

Normalisation for |Vub| may reach a precision limitation due to calibration of the tagging 1240

method, although it can be measured as a ratio with B ! Xc`⌫ which will cancel some 1241

uncertainties. Systematics related to reconstruction e�ciencies, fake leptons, and continuum 1242

are data driven and expected to improve with a larger data set. Belle II’s hadron tag is 1243

expected to perform better than the the previously published Belle inclusive analysis with 1244

about 3-4 times better e�ciency. 1245

A large fraction of the residual background is due to B ! Xc`⌫ events where the charm 1246

meson decays to a KL. It is di�cult to reconstruct KL mesons, and to model their hadronic 1247

interactions with the KLM and ECL. If precise measurements and reliable calibration of KL 1248

identification can be performed in Belle II via use of high statistics control modes it would 1249

greatly aid in purifying this analysis in the high MX region. Very few analyses to date have 1250

attempted to veto on the presence of KL in the signal due to the large di↵erences between 1251

data and MC simulation in hadronic interactions. 1252

Table 19: Systematic errors (in percent) on the branching fractions of B ! Xu`⌫ in the

hadron tagged sample, with 605 fb�1 of Belle data. The precision limit for some systematics

is given in brackets.

Source Error on B (irreducible limit)

B(D(⇤)`⌫) 1.2 (0.6)

Form factors (D(⇤)`⌫) 1.2 (0.6)

Form factors & B(D(⇤⇤)`⌫) 0.2

B ! Xu`⌫(SF) 3.6 (1.8)

B ! Xu`⌫(g ! ss̄) 1.5

B(B ! ⇡/⇢/!`⌫) 2.3

B(B ! ⌘(0)`⌫) 3.2

B(B ! Xu`⌫) unmeasured/fragmenta-

tion

2.9 (1.5)

Continuum & Combinatorial 1.8

Secondaries, Fakes & Fit 1.0

PID& Reconstruction 3.1

BDT/Normalisation 3.1 (2.0)

Total 8.1

(Total reducible) 7.4

(Total irreducible) 3.2

Decay modelling and fragmentation. Systematic uncertainties and biases introduced 1253

through model dependence are a very important consideration for Belle II measurements 1254

of this channel. Measurements must improve modelling, and improve robustness to fluctua- 1255

tions in modelling choices. B ! Xu`⌫ modelling is performed via a cocktail of exclusive and 1256
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|Vub|	extrapolaPon	for	Belle	II	(2)	

Expect	theory	error	to	decrease	to	
1%	for	exclusive	and	2-4%	for	
inclusive	
	
Most	promising	are	exclusive	
analyses	with	hadronic	tags	à	
perform	clean	and	detailed	
exploraPon	of	exclusive	bà	u	
modes	spectra.		
	
Untagged	analyses	sPll	compePPve	
for	|Vub|	measurement	with		
B	àπ	l	ν

Exploit	at	maximum	the	differenPal	
distribuPons	for	a	global	Vub	fit	
(inclusive	meas.)			
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Mode	and	dataset	 Uncertainty	(%)	EXP.	ONLY	

|Vub|	exclusive	(tagged)	

Belle	 3.8	

Belle	II	5	ab-1	 1.8	

Belle	II	50	ab-1	 1.2	

|Vub|	exclusive	(untagged)	

Belle	 2.7	

Belle	II	5	ab-1	 1.2	

Belle	II	50	ab-1	 0.9	

|Vub|	inclusive	(tagged)	

Belle	 6.0	

Belle	II	5	ab-1	 2.6	

Belle	II	50	ab-1	 1.7	



B	à	Xc	l	ν	at	Belle	II	

(Modest)	improvement	of	experimental	uncertainPes	expected.	
	
• Beoer	determinaPon	of	B	à	D**	l	ν		
• Improved	control	on	the	tag	B	normalizaPon	
• Reduce	experimental	systemaPcs	from	PID	and	tracking		
	
We	assume	theory	uncertainty	at	1%	that	will	saturate		
the	error	budget		

Belle	II	goals:	
Detailed	exploraPon	of	B	à	D	nπ	l	ν	.	Isolate	all	
resonant	modes	and	measure	form	factors.	
	
Assess	the	agreement	between	inclusive	and	
exclusive	Vcb		
	
Check	if	exclusive	modes	saturate	inclusive	rate	
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Unique	capabiliPes	of	e+	e-	SuperKEKB	and	Belle	II	detector	provide	a	big	
discovery	potenPal	with	semileptonic	decays	
	
The	physics	program	is	compePPve	and	largely	complementary	with	LHC	
	
We	expect	to	confirm	soon	the	excess	seen	in	B	àD(*)	τ ν	decays	using	10%	
of	the	data	taking.		
	
Detailed	measurements	of	the	differenPal	spectra	will	help	to	discriminate	
among	NP	models.	AddiPonal	observables	sensiPve	to	LFU	violaPons	will	be	
measured.	
	
We	expect	good	improvement	of	Vub	measurements	both	with	inclusive	
and	exclusive	approaches.	
	


