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Status Belle II

• First collision on 26th of April
• Accelerator is running in collision mode
• > 60 pb-1 of data collected (as of 28th of May 2018)
• First D* meson candidates found !
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First collision

26.04.2018



• Will talk about Vcb, Vub (from   l = e, μ ) 
• B → D(*) l ν and B →  π l ν , l = e, μ  
• B → D(*) τ ν (Rτ)

• In the SM, the decay B→D∗ l ν proceed through a 
tree level decay

11 July 2017 Ulrik Egede 9/31

Semileptonic decays

In the SM, the decay                   proceed through a tree level decay

R (D∗)=
BF (B→D∗ τ ν)

BF (B→D∗μ ν)
 =

SM
 0.252±0.003

B
0→D∗−

l
+ ν
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Approaches to Measuring B → X lν

�4

Untagged
initial 4-momentum known
 missing 4-momentum = ν
 Reconstruct B → Xq l ν 

Use other side to constrain B 
flight direction.

Fully Reconstructed Tag
One B reconstructed 

completely in a known b → c 
mode without ν. 

   “B-meson Beam”

Rest used to reconstruct ν 

Signal

Signal

Tag side

Eff.

High

Low High

Low

Purity

e+ e�bb̄

bū
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Belle |Vcb| measurement with B ! D ` ⌫̄`

* Reconstruct 2nd B via hadronic modes, look
for events with lepton and D-meson candidates

* Measure �B in bins of w v q
2 = (pB � pD)2

by using

M
2

miss = (pB � pD � p`)
2 = (p⌫)2

* Simultaneously extract |Vcb| and non-
perturbative QCD dynamics: Outline2
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Fig. 17.1.1. Illustration of semileptonic decay B� ! X`�⌫̄`.

as illustrated in Fig. 17.1.1. These are governed by the
CKM-matrix elements Vcb and Vub, and since the inter-
mediate W -boson decays leptonically, do not involve any50

other CKM-matrix elements. Hence, measurements of the
B ! X`⌫ decay rate can be used to directly measure |Vcb|

and |Vub|.
The theoretical description of semileptonic B decays

starts from the electroweak e↵ective Hamiltonian,

He↵ =
4GF
p

2

X

q=u,c

Vqb (q̄�µPLb)(`�µPL⌫`) , (17.1.1)

where PL = (1 � �5)/2, and GF is the Fermi constant
as extracted from muon decay. The W boson has been
integrated out at tree level, and higher-order electroweak
corrections are suppressed by additional powers of GF and
are thus very small. The di↵erential B decay rates take the
form

d� / G2
F |Vqb|

2
��LµhX|q̄�µPLb|Bi

��2 . (17.1.2)

An important feature of semileptonic decays is that the
leptonic part in the e↵ective Hamiltonian and the decay55

matrix element factorizes from the hadronic part, and that
QCD corrections can only occur in the b ! q current.
The latter do not a↵ect Eq. (17.1.1) and are fully con-
tained in the hadronic matrix element hX|q̄�µPLb|Bi in
Eq. (17.1.2). This factorization is violated by small elec-60

tromagnetic corrections, for example by photon exchange
between the quarks and leptons, which must be taken into
account in situations where high precision is required.

The challenge in the extraction of |Vcb| and |Vub| is
the determination of the hadronic matrix element of the65

quark current in Eq. (17.1.2). For this purpose, di↵erent
theoretical methods have been developed, depending on
the specific decay mode under consideration. In almost all
cases, the large mass of the b-quark, mb ⇠ 5 GeV plays an
important role.70

In exclusive semileptonic decays, one considers the de-
cay of the B meson into a specific final state X = D⇤, ⇡, ....
In this case, one parameterizes the necessary hadronic ma-
trix element in terms of form factors, which are nonper-
turbative functions of the momentum transfer q2. This75

is discussed in Sections 17.1.2 and 17.1.4. Two methods
to determine the necessary form factors are lattice QCD
(LQCD) and light-cone sum rules (LCSR). In LQCD the
QCD functional integrals for the matrix elements are com-
puted numerically from first principles. Heavy-quark e↵ec-80

tive theory (HQET), and nonrelativistic QCD (NRQCD),

were first introduced, at least in part, to enable lattice-
QCD calculations with heavy quarks. Even when these
formalisms are not explicitly used, heavy-quark dynam-
ics are usually used to control discretization e↵ects. An85

exception are the most recent determinations of mb from
lattice QCD, discussed below, which use a lattice so fine
that the b quark can be treated with a light-quark formal-
ism. A complementary method is based on LCSR which
use hadronic dispersion relations to approximate the form90

factor in terms of quark-current correlators, which can be
calculated in an operator product expansion (OPE).

In inclusive semileptonic decays, one considers the sum
over all possible final states X that are kinematically al-
lowed. Employing parton-hadron duality one can replace95

the sum over hadronic final states with a sum over par-
tonic final states. This eliminates any long-distance sensi-
tivity to the final state, while the short-distance QCD cor-
rections, which appear at the typical scale µ ⇠ mb of the
decay, can be computed in perturbation theory in terms of100

the strong coupling constant ↵s(mb) ⇠ 0.2. The remain-
ing long-distance corrections related to the initial B meson
can be expanded in powers of ⇤QCD/mb ⇠ 0.1, with ⇤QCD

a typical hadronic scale of order mB �mb ⇠ 0.5 GeV. This
is called the heavy quark expansion (HQE), and it system-105

atically expresses the decay rate in terms of nonperturba-
tive parameters that describe universal properties of the
B meson. This is discussed in Sections 17.1.3 and 17.1.5.

17.1.1.3 Experimental Techniques

As in other analyses of BB̄ data recorded at B facto-110

ries, the two dominant sources of background for the re-
construction of semileptonic B decays are the combinato-
rial BB̄ and the continuum backgrounds, QED processes
e+e�

! `+`�(�) with ` = e, µ, or ⌧ , and quark-antiquark
pair production, e+e�

! qq(�) with q = u, d, s, c.115

The suppression of the continuum background is achieved
by requiring at least four charged particles in the event and
by imposing restrictions on several event shape variables,
either sequentially on individual variables or by construct-
ing multivariable discriminants. Among these variables are120

thrust, the maximum sum of the longitudinal momenta of
all particles relative to a chosen axis, �✓thrust, the angle
between the thrust axis of all particles associated with the
signal decay and the thrust axis of the rest of the event,
R2, the ratio of the second to the zeroth Fox-Wolfram mo-125

ments, and L0 and L2, the normalized angular moments
(introduced in Sec. 9).

The separation of semileptonic B decays from BB̄
backgrounds is very challenging because they result in one
or more undetected neutrinos. The energy and momentum
of the missing particles can be inferred from the sum of
all other particles in the event,

(Emiss,pmiss) = (E0,p0) � (
X

i

Ei,
X

i

pi), (17.1.3)

where (E0,p0) is the four-vector of the colliding beams. If
the only undetected particle in the event is one neutrino,

[Illustration by F. Tackmann]

I. Introduction: Summary of the exp. and theo. situation

a Recap of incl. and excl. measurements
b Recap of the ’1/2’ vs ’3/2’ problem

II. Discovery of potential 2S charmed state(s) by BABAR

III. Our Proposal and its Viability

IV. Prediction of �(B ! D 0(⇤) ` ⌫̄`) using light-cone sum rules

V. Summary

2 / 15

! Encoded in Form Factors and need theory input for normalization.

[arXiv:1510.03657, accepted by PRD]
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FIG. 1. (Color online) Fit to the missing mass squared distribution in three bins of w for the B+ ! D̄0e+⌫e sub-sample. Points
with error bars are the data. Histograms are (from top to bottom) the B ! D`⌫` signal (green), the B ! D⇤`⌫` cross-feed
background (red), and other backgrounds (blue). The p-values of the fits are (from left to right) 0.55, 0.21, and 0.10.
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FIG. 2. Same as Fig. 1 for the B+ ! D̄0µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.71, 0.38, and 0.42.
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FIG. 3. Same as Fig. 1 for the B0 ! D�e+⌫e sub-sample. The p-values of the fits are (from left to right) 0.30, 0.10, and 0.96.
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FIG. 4. Same as Fig. 1 for the B0 ! D�µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.92, 0.39, and 1.00.
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FIG. 7. Di�erential width of B ! D`⌫` and result of the combined fit to experimental and lattice QCD (FNAL/MILC and
HPQCD) data. The BGL series (Eq. (8)) is truncated after the cubic term. The points with error bars are Belle and LQCD
data (only results for f+ are shown on this plot). For Belle data, the uncertainties are represented by the vertical error bars
and the bin widths by the horizontal bars. The solid curve corresponds to the result of the fit. The shaded area around this
curve indicates the uncertainty in the coe�cients of the BGL series.

We interpret our measurement of ��/�w in terms of �EW|Vcb| by using the currently most established method,
i.e., by fitting ��/�w to the Caprini, Lellouch and Neubert (CLN) form-factor parameterization and by dividing
�EWG(1)|Vcb| by the form factor normalization at zero recoil G(1) to obtain �EW|Vcb|. Assuming the value G(1) =
1.0541 ± 0.0083 [15], we find �EW|Vcb| = (40.12 ± 1.34) � 10�3. Recent lattice data also allows to perform a combined
fit to the model-independent form-factor parameterization by Boyd, Grinstein and Lebed (BGL). We find �EW|Vcb| =
(41.10 ± 1.14) � 10�3 with the lattice QCD data from FNAL/MILC [15] and HPQCD [32].

Assuming �EW = 1.0066 ± 0.0016 [12], our results correspond to a value of |Vcb| = (39.86 ± 1.33) � 10�3 for the fit
using the CLN form-factor parameterization and G(1), and |Vcb| = (40.83 ± 1.13) � 10�3 for the fit using the BGL
parameterization and lattice data.

These results supersede the previous Belle measurement [36]. Compared to the previous analysis by BaBar [6], we
reconstruct about 5 times more B ! D`⌫` decays; this results in a significant improvement in the precision of the
determination of �EW|Vcb| from the decay B ! D`⌫` to 2.8%. The value of �EW|Vcb| extracted with the combined
analysis of experimental and LQCD data is in agreement with both |Vcb| extracted from inclusive semileptonic de-
cays [3] and |Vcb| from B ! D⇤`⌫` decays [4, 5]. The measured branching fractions are higher although still compatible
with those obtained by previous analyses [6].

|Vcb| = (40.12 ± 1.34) ⇥ 10�3 (World average: (39.5 ± 0.8) ⇥ 10�3 )
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1 Physics Analysis Software
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Table 8: D decay modes included in the FEI. The modes listed below the line are missing

in the Belle FR.

Index 788

Angular distribution, 9 789

Jet, 9 790

⌥ (4S), 9 791
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B-tagging

�5

Tag algorithm 
date

MVA Efficiency Purity
Belle v1 (2004) Cut-based 

(Vcb)
- -

Belle v3 (2007) Cut-based 0.1% 0.25%
Belle NB 

(2011)
Neurobayes 0.2% 0.25%

Belle II FEI 
(2017) BDT 0.5% 0.25%
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Table 7: B+ and B
0 decay modes included in the FEI. The modes listed below the line are

missing in the Belle FR.
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• New, more efficient tag algorithm 
• Includes more channels
• ~5000 channels !

• Semileptonic tag Fast BDT tag, 
based on B → D(*) l ν and  
B → D(*)π l ν…
• > 200 channels

New channels

Hadronic tag channels
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Improving hadronic tag

�6

• Instead of fitting cascades of fits 
(Belle)
• D→Kππ0, D*→Dπ, B→D* π  in 

three fits
• Fit the decay tree in one global fit 

[D*[→D[→Kππ0]π]
• New technique

• Aimed at channels with 
neutrals D*→Dπ0, D*→D𝛄, 
D→Kππ0, …

• Allows to reject background
• Better tag purity
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π0 reconstruction

�7
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FIG. 7: Reconstruction e�ciency as function of polar angle ✓.

This explanation is terrible. Improve by adding the mass fit plots.
The ⇡0 lists are provided at fixed e�ciencies, using the selection photon selection which

provides the highest sample purity. Due to increased backgrounds, the sample purities are
predictably lower in Phase 3 then in Phase 2.

2.3. K0
L

THESE PLOTS ARE FROM rel-00-09-00; UPDATE There is no single variable which
allows for significant separation of K0

L from other neutral clusters. KL ID uses an MVA
approach which incorporates 19 KLM and 38 ECL variables. The output of the classifier is
shown in Fig. 9 together with the background rejection power as a function of e�ciency.

The KLM output provides the main contribution to KL ID.

3. TRACKING

In release-00-09-01, the default VXD track reconstruction algorithm is VXDTF1. Perfor-
mance is presented for this case, which is the one used to reconstruct MC9 mdst samples.
However a comparison with VXDTF2 is also provided, as this will become the default option
for release-01-00-00.

6

• Important for tagging and τ                         
reconstruction 

• π0 invariant mass in early Belle II 
data 

• Expected resolution on photon 
energy of ~3-5%
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Muon identification and Electron identification                                    

�8

• Muons are the easier to identify
• Little to no radiation (heavy)
• In B-factories, need p > 700 

MeV/c to reach muon 
detectors

• ECL not used for µID at Belle → 
to be used in Belle II.

• Electrons are light: Final state 
radiation

• Bremsstrahlung recovery 
partially fixes this

• Belle II: 
→ MVA for low momentum in 
progress.

• Material budget in tracking value 
allows good electron identification
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Fig. 15: Muon e�ciency (solid, left-axis scale) and pion fake rate (dashed, right-axis scale)

for three values of the log-likelihood-di↵erence cut: �min = 0 (black), 10 (blue), and 20 (red)

as a function of momentum (top left), polar angle (top right), and azimuthal angle (bottom

left). Muon ine�ciency as a function of � vs ✓ (bottom right), illustrating the geometric

ine�ciencies at the sector boundaries (8 horizontal enhancements in the barrel; 4 horizontal

enhancements in each endcap) and in the vicinity of the solenoid chimney.

describe the full-width half-max and the mean of the Gaussian (CB) function, respectively.612

↵ describes the length of the tail, n describes the slope of the tail, and fr is the fraction of613

the convoluted probability distribution function which is taken from the CB function.614

These parameters vary with momentum and polar angle of the ECL shower associated615

with the electron. As such, a data file was created which contains the fit parameters for all616

possible combinations of 39 di↵erent momentum ranges and 4 di↵erent polar angle ranges.617

The closest combinatorial range is chosen by the ECL Electron ID Module and the associated618

stored parameters are used in fitting the E/p distribution of the unknown particle. Finally,619

a fit quality is used to calculate a log likelihood for determining the type of particle cause620

the ECL shower.621

Separation between electrons and muons is quite good for su�ciently energetic parti-622

cles (i.e. muons with p > 0.3 GeV/c which are thus able to reach the KLM). Separation623

between electrons and pions, however, is much more di�cult. This is particularly true for624

24/34

 τ → l 
Lepton mom.

<0.7GeV

Belle, Phys. Rev. D 94, 
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B → D(*) l ν

•  → measure Vcb 

• Example B → D l ν:
• Hadronically tagged, calibrated with  

B→X l ν 
• Signal from un-binned maximum 

likelihood fit to M2miss

• Yields extracted in 10 bins  
(4x10 for D*)

• W spectrum important to constrain NP 
form factors

�9

Belle arXiv:1702.01521

Phys. Rev. D 94, 072007

w =
m2

B + m2
D � q2

2mBmd

(~2.5 𝞂)

arXiv:1611.07387
arXiv:1801.01112

B → D l ν

Inclusive

Exclusive B2TIPCLN parametrised!



Yamagata 2018, Belle II Jo-Frederik Krohn

Belle II projections for B→ D(*) l ν

• Most errors cancel in LFUV 
measurement, except for eID, µID 
[data driven errors]

• B→ D* l ν ,
• |Vcb| Experiment Error : 3% → 1%
• Re/µ : 5% approx. → ~1%
• lepton ID, slow π

• B→ D l ν ,
• |Vcb| Experiment Error 3% → 1%
• Re/µ : (6% approx.) → ~1%
• hadronic tag purity

�10 1

2

3

4

5

Figure 6: The results of our random scan showing RK against R
µ/e
D (top) and R

e/µ
D⇤

(bottom) for the parameter choices detailed in Sec. 4 for ‘scan I’, in which the leptoquark
mass is allowed to vary to values as large as 5 TeV. For leptoquark masses between 3 and
5 TeV, the tension in RK can be significantly resolved while keeping LFU effects between
electron and muon modes mild.

conserve lepton flavor, of which those considered in our analysis are `i ! `j�, `i ! `j`k`l

and muon–electron conversion in nuclei: µ
A
ZN ! e

A
ZN. We use the expressions for these

processes found in the Appendix of Ref. [76], adapted to the case of one leptoquark, and

– 16 –

Belle II expectation Cai, et al. JHEP 1710 

Calculation of Branching Fraction

(e/µ) ratio of the B.F can be calculated:

B(B0 ! D⇤+`�⌫) =
Nsignals after fit

✏⇥B(D⇤+!D0⇡s)⇥B(D0!K⇡)⇥N
B0

B(B0 ! D⇤+e�⌫) = 0.0493 ± 0.004. = (4.93 ± 0.04) %

B(B0 ! D⇤+µ�⌫) = 0.0489 ± 0.004. = (4.89 ± 0.04) %

Re/u =
B(B0!D

⇤+
e

�⌫e)
B(B0!D⇤+µ�⌫µ)

= 1.008 ± 0.11. = 1.008 ± 0.011.

B(B0 ! D⇤+`�⌫) = 0.0491 ± 0.006stat = (4.91 ± 0.01) %.

Eiasha Waheed (University of Melbourne) February 1, 2018 28 / 35

Φ 

l 

 

�10
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� Analysis Method

• Tag a counterpart 𝐵 meson (𝐵tag) using hadronic or
semileptonic decays
ÆObtain information of 𝐵sig indirectly

• For  𝐵 → 𝐷(∗)𝜏−  𝜈𝜏, we measure

𝑅 𝐷 ∗ ≡
𝐵𝐹 𝐵 → 𝐷 ∗ 𝜏−  𝜈𝜏
𝐵𝐹 𝐵 → 𝐷 ∗ 𝑙−  𝜈𝑙

(𝑙− = 𝑒−, 𝜇−)

 𝐷0

𝜋−

𝐵tag
 𝐵sig

𝜋−

𝐾+

𝑙−𝜏−

 𝜈𝜏
𝜈𝜏

𝐷∗
𝜋+

𝐾−𝐷0

𝛾

 𝜈𝑙

Tag side Signal side
𝑒+

𝑒−
2-3 neutrinos
Æ Impossible to fully  

reconstruct 𝐵sig

Mini-workshop on D(*) Tau Nu and Related Topics

3/23

B→ D(*) τ ν signal 
• Identification / reconstruction of τ 

leptons is very challenging
• Short lifetime of 10-12 s
• Hadronic decay with π’s and 1 ν
• Leptonic decay with e/µ and 2 ν 
• Lack of full reconstruction implies 

background mimics the the signal 
where some daughters are lost 
e.g. KL, π0. Often difficult to 
constrain with “sideband” data.

• New MVA based KL identification

�11

Phys.Rev.Lett. 109,101802 
Phys.Rev.D 88, 072012 
Phys.Rev.D 92, 072014 
Phys.Rev. D94,072007 



• Semileptonic tag
• Discriminate B→ D(*) τ ν and B→ D(*) l ν 

using MVA, based on M2miss cos𝛉B, EBtag+EBsig

• Yield extracted using a 2d fit of the classifier 
output and EECL

Yamagata 2018, Belle II Jo-Frederik Krohn

B→ D(*) τ ν  (R(*)τ)

�12

Belle, Phys. Rev. D 94, 072007 (2016)

D(*) τ ν

M
VA

 o
ut

EECL

B→ D(*) τ ν

B→ D(*) l ν

D(*) l ν

D** and fake D*
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Belle II projections B→ D(*) τ ν

• Full sim sensitivity studies in progress.
• Projections based on Belle + assumed 

R(D)SL precision
• Background modelling (D**) will dominate 

error @ 50 ab-1.
• Precise analysis of kinematics

�13
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Fig. 9: (left) q2 distribution in the hadronic tag analysis and ⌧�
! `�⌫̄`⌫⌧ with the full Belle

data sample [26]. (right) Projection to the 50 ab�1 of the Belle II data. In both panels,

the solid histograms show the predicted distribution shape with the 2HDM of type II at

tan �/mH± = 0.5 (GeV/c2)�1. In the right panel, pseudo-data are shown based on the SM

hypothesis.

distributions (blue) at Belle II with 5 ab�1 (dashed lines) and 50 ab�1 (solid lines) at 95%

CL3. One finds that the distributions are sensitive to the scalar and tensor scenarios. On

the other hand, the ratios and distributions are comparable for constraining the other new

physics scenarios. A new physics contribution that enters in CX is typically described as

CX ⇡
1

2
p

2GFVcb

gg0

M2
NP

, (48)

where g and g0 denote the general couplings of new heavy particles to quarks and leptons (at536

the NP mass scale MNP). Given that the couplings g, g0 ⇠ 1, one observes that the Belle II537

reach of new physics mass scale, MNP ⇠ (2
p

2GFVcbCX)�1/2, is about 5 – 10 TeV.538

1.4.2. B ! ⇡⌧⌫. Authors: R. Watanabe (th.), F. Bernlochner (exp.)539

As is presented above, discrepancies in the b ! c⌧⌫ processes with the SM predictions540

have been reported by the B physics experiments. This is particularly interesting because541

the processes are described by the b ! c charged current and predicted at the tree level in542

the SM. In this sense, it would be natural to expect that the b ! u⌧⌫ processes may also543

provide hints of new physics.544

The branching fraction of B ! ⇡⌧ ⌫̄ has been measured by the Belle collaboration in545

Ref. [67]. They observed no significant signal and obtained the 90% CL upper limit as B(B !546

⇡⌧ ⌫̄) < 2.5 ⇥ 10�4. Alternatively, one obtains B(B ! ⇡⌧ ⌫̄) = (1.52 ± 0.72 ± 0.13) ⇥ 10�4,547

where the first error (along with the central value) is read o↵ from the observed signal548

strength and the second one comes from the systematic uncertainty (8%) [67].549

On the theory side, evaluations of form factors for the B ! ⇡ transition have been devel-

oped. In the recent lattice studies of Refs. [68, 69], the authors have computed the vector

3 To see how small new physics contribution is probed, the central values of the experiment are
assumed to be those of the SM while the experimental errors, extracted from the BaBar data [41]
for q2 distributions and given as the world average [8] for the ratios, are scaled by luminosity. See
Ref. [66] for further details of the analysis.

24/61

50 ab-1 projection of the  subtracted 
q2 spectrum in B → D* τ ν 

NP H±

Belle PRD 94, 072007 (2016)
Belle PRL 118, 211801 (2017)

LHCb arXiv:1711.02505
LHCb arXiv:1711.05623
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Stat error
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B → π τ ν and B → π l ν
• Belle II:

• |Vub| should be measured to 
~1-2% accuracy with B → π l ν 
(based on Belle II full sim.)

• Can do LFUV tests, e/µ/τ

�14

L [ab-1] π l ν  σ Vub 
[%] 

1 tagged 6.2
untagged 3.6

5 tagged 3.2
untagged 2.1
leptonic 5

50 tagged 1.7
untagged 1.3
leptonic 1.5 - 2

Belle Phys. Rev. D 93, 032007 

• B → π τ ν at Belle (no Rπ @Belle)
• τ →l ν ν, τ → π ν, τ → π ν
• Measured using M2miss and signal 

BDT (reject B → π l ν)
• Yield extracted in EECL (→upper limit)

Belle Phys.Rev. D88, 032005 

Belle II 
projection 

B2Tip
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Projections for CKM 

�15

Current situation 50 ab-1

EM corrected Not EM corrected
Vub from B → π l ν

B2Tip



• Belle II will collect 5(50) ab-1data by 2020(2025)
• With about 5 ab-1 (mid 2020) we will be able to confirm new 

physics in B→ D(*) τ ν and other characteristics (τ-polarisation)
• Precise, model independent measurements of CKM matrix 

elements Vcb and Vub in 4d bins
• Probe LFUV  

Yamagata 2018, Belle II Jo-Frederik Krohn

Summary

�16

Confirm B→D*τ ν New physics
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END 

�17

Thank you
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Projections for CKM 

�18
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Overview Belle
• B →D(*) l ν

• |Vcb|
• R(*)e/μ

•   B →D(*) τ ν
• R(*)τ/l ,anomaly 𝚫~30%(~4𝞂) 

• q2, kinematics
• B →Xc l ν

• Vcb anomaly, inclusive vs exclusive 𝚫~5-6% (~2.5 𝞂)

• B →π l ν

�19

Not precisely studied at Belle
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Belle II General Status and Timeline

�20

SuperKEKB/Belle II Schedule
7

Phase	1	(w/o	final	focusing	Q,	w/o	Belle	II):	
-	Accelerator	system	test	and	basic	tuning,	
-	Vacuum	scrubbing,	
-	Low	emittance	tuning,	and	
-	Beam	background	studies

Phase	2	(w/	final	focusing	Q,	w/Belle	II	but	
background	monitors	instead	of	vertex	
detectors)	
-	Verification	of	nano-beam	scheme	

target:	L>1034	cm-2s-1	
-	Understand	beam	background	especially	in	
vertex	detector	volume

・・・�2016�

JFY2016�
2017� 2018� 2019�

JFY2017� JFY2018� JFY2019�Japan	FY �

Calendar	year�

Summer	shutdown	
(power	saving)�

Summer	shutdown	
(power	saving)�

phase	1� phase	2	(MR) � phase	3�

MR	renovation	for	phase	2,	including	
installation	of	QCS	and	Belle	II	

w/o	QCS	
w/o	Belle	II�

w/	QCS	
w/	Belle	II	(no	VXD) �

w/	full	Belle	II�

DR	commissioning�DR	installation	&	startup �

MR	startup � VXD	installation �HER	start�
LER	start�

(end	Feb.	–	mid	Jul.	2018)�

Summer	shutdown	
(power	saving)�

Power	saving	
after	mid	July	2018�

phase	3	operation	
9	months	/	year	�

• Phase 2 (w/final focusing Q, w/Belle II, w/ partial Si configuration & 
background monitors)

• Verification of nano-beam scheme
• Target L > 1034 cm-2s-1

• Understand beam background and its luminosity scaling - 
particularly in VXD volume.



Yamagata 2018, Belle II Jo-Frederik Krohn

Beam background (MC 

�21

• Increases occupancy in inner Si layers - can degrade 
tracking.

Table 3: Beam background types (12th background campaign).

type source rate [MHz]

radiative Bhabha HER 1320

radiative Bhabha LER 1294

radiative Bhabha (wide angle) HER 40

radiative Bhabha (wide angle) LER 85

Touschek scattering HER 31

Touschek scattering LER 83

beam-gas interactions HER 1

beam-gas interactions LER 156

two-photon QED - 206

where s is an optional scaling factor. The number of background events added to a particular143

simulated event is then generated according to Poisson distribution with the mean N̄ . To144

simulate contributions from di↵erent bunches, the background events are shifted in time145

randomly within the time window. This means that all SimHits of a given background event146

are shifted by the same time and therefore the correlations between detector components147

are preserved. The discrete bunch nature is however neglected because of su�ciently small148

bunch spacing.149

The size of the time window depends on the detector component. It ranges from 100 ns150

(TOP) to 26 µs (ECL). To reduce CPU time we chose the time window of [�1.0, 0.8] µs,151

which fits the most detector components, except PXD and ECL; these two have time windows152

of [�17.6, 8.5] µs and [�10.0, 10.0] µs, respectively. Additional background samples are used153

for mixing the background outside the default time window in these two cases.154

Table 4 shows a comparison of the number of digitized hits (clusters for PXD and SVD)155

per event from beam–induced background with those from generic BB events.156

Table 4: Number of digitized hits per event for beam-induced background (12th background

campaign) and for generic BB events withount background. For PXD and SVD the clus-

ters are counted instead of digits. Numbers in parenthesis are without two–photon QED

background.

component background generic BB

PXD 10000 (580) 23

SVD 284 (134) 108

CDC 654 810

TOP 150 205

ARICH 191 188

ECL 3470 510

BKLM 484 33

EKLM 142 34
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ECL performance in release-00-09-01 (Torben Ferber) 2

Backgrounds

ECL RECONSTRUCTION

BEAM BACKGROUND, ENERGY PER THETA RING

3with Sam De Jong and Andrea Fodor
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Track efficiencies

• VXD (Pixel + Strip) & 
CDC

• VXD-dedicated tracking 
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Figure 9: Tracking efficiency (and ratio of the tracking efficiency) as a function of pion momentum
in data and MC.
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Figure 10: Tracking efficiency (and ratio of the tracking efficiency) as a function of pion transverse
momentum in data and MC.
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Chapter 6

Systematic uncertainty

In this section, we discuss estimation of systematic uncertainties on R(D⇤) and P⌧ with
the stream #0 MC set as a pseudo data set. The basic method to estimate systematic
uncertainties is to perform 1000 repetitive fits with changing one uncertainty source within
its error and extract mean shifts of R(D⇤) and P⌧ . We regard a standard deviation of an
obtained R(D⇤) or P⌧ distribution as a systematic error, otherwise specified. Table 6.1 is
the summary of the expected systematic uncertainties.

6.1 B̄ ! D
⇤⇤
l
�
⌫̄l + hadronic B composition

We assign systematic errors from uncertainty of composition of the B̄ ! D
⇤⇤
l
�
⌫̄l and

the hadronic B decay backgrounds based on branching rations in Ref. [28], calibration
constants in Table 4.15. By changing the relative composition, the PDF shapes vary.

Table 6.1: Systematic uncertainty sources. The column “Combined” means the system-
atic uncertainties with combining the charged and the neutral B samples. Systematic
uncertainties for charged B and neutral B will be also estimated separately as a cross-
check. The total systematic error is calculated by taking quadratic sum naively, and no
correlation between each uncertainty source is considered.

Combined charged B neutral B
Source R(D⇤) P⌧ R(D⇤) P⌧ R(D⇤) P⌧

D
⇤⇤
l
�
⌫̄l + had. B composition 5.2% 0.17 0.0% 0.000 0.0% 0.000

MC stat. for PDF construction 3.5% 0.16 0.0% 0.000 0.0% 0.000
Fake D

⇤ yield 2.0% 0.048 0.0% 0.000 0.0% 0.000
Semileptonic decay model 1.9% 0.015 0.0% 0.000 0.0% 0.000
E�ciency corr. for l�/⇡�

/⇢
� 1.8% 0.013 0.0% 0.000 0.0% 0.000

P⌧ correction function 0.33% 0.012 0.0% 0.000 0.0% 0.000
E�ciency uncertainty (MC stat.) 0.78% 0.008 0.0% 0.000 0.0% 0.000
B̄ ! D

⇤
l
�
⌫̄l yield 0.65% 0.027 0.0% 0.000 0.0% 0.000

M
2
miss shape for B̄ ! D

⇤
l
�
⌫̄l 0.41% 0.001 0.0% 0.000 0.0% 0.000

Fake D
⇤ PDF shape 0.22% 0.001 0.0% 0.000 0.0% 0.000

Total 7.1% 0.24 0.0% 0.000 0.0% 0.000

Expected stat. error ⇠ 14% ⇠ 0.56 19% 0.82 23% 1.0
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Figure 6.1: R(D⇤) and P⌧ distributions by fluctuating composition of B̄ ! D
⇤⇤
l
�
⌫̄l +

hadronic B decays. From top-left to bottom-right, B̄ ! D
⇤⇤
l
�
⌫̄l (measured), B̄ !

D
⇤⇤
l
�
⌫̄l (unmeasured), B̄ ! D

⇤⇤
⌧
�
⌫̄⌧ , two D, B̄ ! D

⇤
K

�
/⇡

�
K

0
L
, other K

0
L

mode,
other hadronic B decays (calibrated by control samples) and other hadronic B decays
(uncalibrated) are shown.

Table 6.2: Summary of systematic errors on the composition of the B̄ ! D
⇤⇤
l
�
⌫̄l and

hadronic B decays. The column “Combined” means the systematic uncertainties with
combining the charged and the neutral B samples. Systematic uncertainties for charged
B and neutral B will be also estimated separately as a cross-check.

Combined charged B neutral B
Source R(D⇤) P⌧ R(D⇤) P⌧ R(D⇤) P⌧

B̄ ! D
⇤⇤
l
�
⌫̄l 0.17% 0.011 0.00% 0.0000 0.00% 0.0000

B̄ ! D
⇤⇤
l
�
⌫̄l (100% error) 0.84% 0.054 0.00% 0.0000 0.00% 0.0000

B̄ ! D
⇤⇤
⌧
�
⌫̄l (100% error) 2.7% 0.016 0.00% 0.0000 0.00% 0.0000

Two D 0.77% 0.020 0.00% 0.0000 0.00% 0.0000
B̄ ! D

⇤
K

�
/⇡

�
K

0
L

0.25% 0.014 0.00% 0.0000 0.00% 0.0000
Other K0

L
mode (100% error) 0.28% 0.021 0.00% 0.0000 0.00% 0.0000

Other B decays 1.4% 0.058 0.00% 0.0000 0.00% 0.0000
Other B decays (100% error) 4.1% 0.14 0.00% 0.0000 0.00% 0.0000
Total 5.2% 0.17 0.00% 0.0000 0.00% 0.0000

For the B decays which are not covered by the branching rations and the calibration
constants, we assign 100% errors on the uncertainty of the composition and take maximum
di↵erences from the original R(D⇤) and P⌧ values. Figure 6.1 shows the obtained R(D⇤)
and P⌧ distributions. The estimated systematic errors are summarized in Table 6.2.

B → D(*) τ ν systematics @ Belle PRD 92, 072014 
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B → D** l ν
• 3 problems to cover in Belle II

• Modelling of B →D** l ν kinematics
• Normalisation

• Unmeasured D** → modes, for saturation of B → X l ν
• B → D(*)nπ l ν + B → D(*)η l ν etc. 
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D⇡+⇡�`�⌫, B ! D⇤⇡+⇡�`�⌫, other BB events,
and continuum events. Contributions to the B !
D(⇤)⇡+⇡�`�⌫ channels from B ! D(⇤)⇡±⇡0`�⌫
and B ! D(⇤)⇡0⇡0`�⌫ decays (cross-feed) are
treated as signal.

A fraction of signal decays are reconstructed with
a B meson charge di↵ering by ±1 from the true B
meson charge and contribute to the wrong signal
channel. We determine this fraction for each sig-
nal channel in simulation and fix the correspond-
ing yield ratio in the fit. Hadronic B meson decays
in which a hadron is misidentified as a lepton can
peak near U = 0. We estimate these small con-
tributions using simulation and hold them fixed in
the fit to the D(⇤)`�⌫ channels. Simulation indi-
cates that these peaking backgrounds are negligible
for the D(⇤)⇡+⇡�`�⌫ channels.

Fits to ensembles of parameterized MC pseudo-
experiments are used to validate the fit. All fitted
parameters exhibit unbiased means and variances.

The results for the D(⇤)⇡+⇡�`�⌫ channels are
shown in Fig. 2 with the corresponding signal
yields in Table I. The fitted yields for all back-
ground components are consistent with the val-
ues expected from MC. The only known source of
B ! D⇡+⇡�`�⌫ decays is B ! D1(2420)`�⌫ with
D1(2420) ! D⇡+⇡�. If we remove these D1(2420)
decays by vetoing events with 0.5 < m(D⇡+⇡�) �
m(D) < 0.6GeV/c2, the signal yields are reduced
to 84.3± 27.7 events in D0⇡+⇡�, and 37.3± 15.9 in
D+⇡+⇡�, which indicates that D1(2420) ! D⇡+⇡�

is not the only source for the observed signals.

TABLE I: Event yields and estimated e�ciencies (✏) for
the signal channels. The quoted uncertainties are statis-
tical only. The fourth column gives the statistical signif-
icance, S =

p
2�L, where �L is the di↵erence between

the log-likelihood value of the default fit and a fit with
the signal yield fixed to zero. The last column gives the
total significance, Stot, where systematic uncertainties
are included.

Channel Yield ✏⇥ 104 S Stot

D0`�⌫` 5567± 102 2.73± 0.01 > 40 > 40

D+`�⌫` 3236± 74 1.69± 0.01 > 40 > 40

D⇤0`�⌫` 9987± 126 2.03± 0.01 > 40 > 40

D⇤+`�⌫` 5404± 83 1.14± 0.01 > 40 > 40

D0⇡⇡`�⌫ 171± 30 1.18± 0.03 5.4 5.0

D+⇡⇡`�⌫ 56± 17 0.51± 0.02 3.5 3.0

D⇤0⇡⇡`�⌫ 74± 36 1.11± 0.02 1.8 1.6

D⇤+⇡⇡`�⌫ 65± 18 0.49± 0.02 3.3 3.0
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FIG. 2: Measured U distributions and results of the fit
for the (a) D0⇡⇡`�⌫, (b) D+⇡⇡`�⌫, (c) D⇤0⇡⇡`�⌫, and
(d) D⇤+⇡⇡`�⌫ samples.

Systematic uncertainties arising from limited
knowledge of branching fractions, form factors, and
detector response are evaluated. These impact
the determination of the PDF shapes, fixed back-
grounds, cross-feed contributions, and signal e�-
ciencies. The leading uncertainties arise from ig-
norance of potential resonance structure in the
D(⇤)⇡+⇡� final state, the limited size of MC sam-
ples used to derive PDFs, and the modeling of dis-
tributions of variables used in the Fisher discrim-
inants. The dependence on the D(⇤)⇡⇡ produc-
tion process is investigated by using, in turn, each
of the individual mechanisms listed previously to
model the signal. We assign the maximum deviation

between the branching fraction ratios R(⇤)
⇡+⇡� ob-

tained from the nominal and alternative decay mod-
els as an uncertainty, giving 7.8% for D0⇡+⇡�`�⌫,
10.5% for D+⇡+⇡�`�⌫, 19.2% for D⇤0⇡+⇡�`�⌫,
and 13.4% for D⇤+⇡+⇡�`�⌫. The impact of the
statistical uncertainties of the PDFs are estimated
from fits to 1300 simulated data sets, obtained from

Babar PRL 116, 041801 (2016)
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the primary MC samples using the bootstrapping
method [19], resulting in uncertainties ranging from
6.5% (D0⇡+⇡�`�⌫) to 21.1% (D⇤0⇡+⇡�`�⌫). We
estimate the uncertainty associated with modeling
the Fisher discriminants by using the uncorrected
shape of each simulated input distribution, one at
a time, before imposing the selection requirement.
The systematic uncertainty, given by the sum in
quadrature of the di↵erences with respect to the
nominal analysis, varies from 3.7% (D0⇡+⇡�`�⌫)
to 5.2% (D+⇡+⇡�`�⌫).

The ratios of branching fractions are calculated
from the fitted yields as

R(⇤)
⇡+⇡� =

N (⇤)
⇡+⇡�

N (⇤)
norm

✏(⇤)norm

✏(⇤)⇡+⇡�

, (1)

where ✏ refers to the corresponding e�ciency, which
is calculated from MC for the same type of B meson

(B� or B0) used in the two-pion signal (N (⇤)
⇡+⇡�) and

zero-pion normalization (N (⇤)
norm) yields. The results

are given in Table II. The dependence of the e�cien-
cies on the details of the hadronic B reconstruction
largely cancels in the ratio, as do some other asso-
ciated systematic uncertainties and possible biases.
Since semileptonic B decays proceed via a spectator
diagram, the semileptonic decay widths of neutral
and charged B mesons are expected to be equal.
We therefore determine combined values for the B�

and B0 channels: these are given in Table II. Also
shown are the corresponding B� branching fractions
obtained by using Ref. [4] for the branching fractions
of the normalization modes.

TABLE II: Branching fraction ratios R(⇤)
⇡+⇡� for the

D(⇤)⇡+⇡�`�⌫ channels and corresponding isospin-
averaged values. The first uncertainty is statistical and
the second is systematic. The rightmost column gives
the corresponding branching fractions, where the third
uncertainty comes from the branching fraction of the
normalization mode. The isospin-averaged results are
quoted as B� branching fractions.

Channel R(⇤)
⇡+⇡� ⇥ 103 B ⇥ 105

D0⇡+⇡�`�⌫ 71± 13± 8 161± 30± 18± 8

D+⇡+⇡�`�⌫ 58± 18± 12 127± 39± 26± 7

D⇤0⇡+⇡�`�⌫ 14± 7± 4 80± 40± 23± 3

D⇤+⇡+⇡�`�⌫ 28± 8± 6 138± 39± 30± 3

D⇡+⇡�`�⌫ 67± 10± 8 152± 23± 18± 7

D⇤⇡+⇡�`�⌫ 19± 5± 4 108± 28± 23± 4

In conclusion, the decays B ! D(⇤)(n⇡)`�⌫ with
n = 0 or 2 are studied in events with a fully re-
constructed second B meson. We obtain the first
observation of B ! D0⇡+⇡�`�⌫ decays and first
evidence for B ! D(⇤)+⇡+⇡�`�⌫ decays. The
branching ratios of B ! D(⇤)⇡+⇡�`�⌫ decays
relative to the corresponding B ! D(⇤)`�⌫ de-
cays are measured. To estimate the total B !
D(⇤)⇡⇡`�⌫ branching fraction we use isospin sym-
metry and consider in turn each of the B ! Xc`�⌫
decay models discussed above. We find B(B !
D(⇤)⇡+⇡�`�⌫)/B(B ! D(⇤)⇡⇡`�⌫) = 0.50 ± 0.17,
where the uncertainty is one half the observed spread
from the investigated models, which implies B(B !
D⇡⇡`�⌫) + B(B ! D⇤⇡⇡`�⌫) = (0.52+0.14

�0.07
+0.27
�0.13)%,

where the first uncertainty is the total experimental
uncertainty and the second is due to the unknown
fraction of B ! D(⇤)⇡+⇡�`�⌫ in B ! D(⇤)⇡⇡`�⌫
decays. This corresponds to between one-quarter
and one-half of the di↵erence between the sum of the
previously measured exclusive B meson semileptonic
decays to charm final states and the corresponding
inclusive semileptonic branching fraction.
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further. Charged Btag candidates are required to
have charge opposite that of the lepton candidate.
We calculate Eextra, the energy sum of all calorime-
ter energy clusters with energy greater than 80MeV
that are not used in the reconstruction of the B can-
didates, and require Eextra  0.4GeV. After these
criteria are applied, the remaining events have on
average about two ⌥ (4S) ! BtagB candidates per
signal channel. The candidate in each D(⇤)(n⇡)`�

channel with the smallest |�E| is retained.
Each ⌥ (4S) ! BtagB candidate is fit to the

hypothesized decay topology, imposing vertex and
mass constraints on intermediate states in order to
improve the resolution. The four-momentum of the
BtagD(⇤)(n⇡)`� candidate is subtracted from that
of the initial e+e� state to determine the four-
momentum pmiss = (Emiss, ~pmiss). For events in
which a single neutrino is the only missing parti-
cle, the di↵erence U ⌘ Emiss � |~pmiss|c peaks at zero
with a resolution of ⇡ 0.1GeV; U is used to discrimi-
nate against events with additional missing particles.
In contrast to the commonly used missing-mass-
squared, which is proportional to Emiss + |~pmiss| ⇡
2Emiss, U does not depend directly on the modeling
of Emiss and thus on the decay dynamics. Hadronic
B decays for which all final-state particles are recon-
structed, and in which a hadron is misidentified as
an electron or muon, have Emiss ⇡ |~pmiss| ⇡ 0: we
require |~pmiss| > 0.2GeV/c to suppress these events.
We impose m(D0⇡±) � m(D0) > 0.16GeV/c2 for
the D0⇡+⇡�`�⌫ channel to remove correctly recon-
structed B� ! D⇤+⇡�`�⌫ events with a subsequent
D⇤+ ! D0⇡+ decay.

We use a separate Fisher discriminant [16] in each
signal channel to further reduce the background
from continuum and BB events. The variables used
are Eextra, mES , the number of unused neutral clus-
ters with energy greater than 80MeV, the numbers
of charged tracks and neutral clusters in the Btag

candidate, the second normalized Fox-Wolfram mo-
ment R2 [17], and the CM-frame cosine of the angle
between the thrust axes of the Btag candidate and
of the remaining particles in the event. The discrim-
inants are constructed using simulated events, with
the distribution of each variable reweighted to match
the distribution in data. The selection requirement
on the output variables is optimized assuming a
branching fraction B(B ! D(⇤)⇡+⇡�`�⌫) = 0.12%
in each channel.

At this stage of the analysis an event may be re-
constructed in more than one channel. To obtain
statistically independent samples and to maximize
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FIG. 1: Measured U distributions and results of the fit
for the (a) B� ! D0`�⌫ and (b) B� ! D⇤0`�⌫ sam-
ples.

the sensitivity to D(⇤)⇡+⇡�`�⌫ decays, we select a
unique candidate as follows. Any event found in a
D(⇤)`�⌫ sample is removed from all samples with
one or two signal pions. If an event enters two or
more samples with the same number of signal pions,
candidates are removed from the sample with lower
signal-to-background level. In addition, we remove
from the D(⇤)⇡+⇡�`�⌫ samples any event found in
a D(⇤)⇡`�⌫ sample with |U | < 0.1GeV.

The analysis procedure was developed using sim-
ulated event samples; the data for the two-pion sig-
nal modes were not examined until the selection and
fit procedures were finalized. Event yields are ob-
tained from an unbinned maximum likelihood fit to
the U distribution in the range �1.5 < U < 3.0GeV
for each signal channel. One-dimensional proba-
bility density functions (PDF) for the signal and
background components of each sample are obtained
from MC using parametric kernel estimators with
adaptive widths [18]. Figure 1 shows the results for
the D(⇤)0`�⌫ channels; the results for the D(⇤)+`�⌫
channels are similar. Corresponding yields are pre-
sented in Table I.

The PDFs used in the fit to the D(⇤)`�⌫ chan-
nels include the following components, whose mag-
nitudes are parameters of the fit: B ! D`�⌫,
B ! D⇤`�⌫, B ! D(⇤)⇡`�⌫, other BB events,
and continuum events. Potential contributions from
D(⇤)⇡⇡`�⌫ decays have a similar shape to D(⇤)⇡`�⌫
decays in these channels and are included in the
B ! D(⇤)⇡`�⌫ component. The PDFs used in the fit
to the D(⇤)⇡+⇡�`�⌫ channels include the following
components: B ! D(⇤)`�⌫, B ! D(⇤)⇡�`�⌫, B !
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B-> D* τ ν: τ Polarisation with τ → π ν, hadronic tag
• First measurement, consistent with 

SM.

�25
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FIG. 10. Comparison of our result (star for the best-fit value
and 1�, 2�, 3� contours) with the SM prediction (triangle).
The white region corresponds to > 3�. The shaded vertical
band shows the world average as of early 2016 [20].

R(D*)
0.15 0.2 0.25 0.3 0.35

PRD 92, 072014 (2015)
ννl→τHadronic tag, 

 0.015± 0.038 ±   0.293 

PRD 94, 072007 (2016)
ννl→τSL tag, 

 0.011± 0.030 ±   0.302 

PRL 118. 211801 (2017)
νh→τHadronic tag, 

-0.025
+0.028 0.035 ±   0.270 

Belle Average
 0.012± 0.020 ±   0.292 

FIG. 11. Summary of the R(D⇤) measurements based on the
full data sample of Belle and their average. The inner (outer)
error bars show the statistical (total) uncertainty. The shaded
band is the world average as of early 2016 [20] while the white
band is the SM prediction [23]. On each measurement, the
tagging method and the choice of the ⌧ decay are indicated,
where “SL tag” is the semileptonic tag and h in the ⌧ decay
denotes a hadron h = ⇡ or ⇢.

0.012(syst). In this average, correlation in the uncertain-
ties arising from background semileptonic B decays is
taken into account and other uncertainties are regarded
as independent. The relative error in the average R(D⇤)
is 7.5%, which is the most precise result by a single ex-
periment. Compared to the SM prediction [23], the esti-
mated value is 1.7� higher. Including R(D) measured by
Belle [13], compatibility with the SM predictions is 2.5�,
corresponding to a p-value of 0.042.

IX. CONCLUSION

We report the measurement of R(D⇤) with hadronic ⌧
decay modes ⌧

�
! ⇡

�
⌫⌧ and ⌧

�
! ⇢

�
⌫⌧ , and the first

measurement of P⌧ (D⇤) in the decay B̄ ! D
⇤
⌧
�
⌫̄⌧ , using

772⇥ 106 BB̄ data accumulated with the Belle detector.
Our results are

R(D⇤) = 0.270± 0.035(stat)+0.028
�0.025(syst), (21)

P⌧ (D
⇤) = �0.38± 0.51(stat)+0.21

�0.16(syst), (22)

which are consistent with the SM predictions. The result
excludes P⌧ (D⇤) > +0.5 at 90% C.L. This is the first
measurement of the ⌧ polarization in the semitaounic de-
cays, providing a new dimension in the search for NP in
semitauonic B decays.
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τ cross feed

B→D*ℓνℓ Fake D* and qq
B→D**ℓνℓ  and

Hadronic B Data
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FIG. 8. Fit results to the signal samples. The red-hatched “⌧ cross feed” combines the ⇢ $ ⇡ cross feed and the other ⌧ cross
feed components.

• B± → D* τ+ ν : 
210±27(stat) events 
B± → D* l+ ν: 4711 
±57(stat.) 

• B0 → D* τ+ ν : 
88±11(stat) events 
B0 → D* l+ ν: 2502 ± 52 
(stat.)

� Fit to Signal Mode

• Signal significance of about 7σ
– First observation of the  𝐵 → 𝐷∗𝜏−  𝜈𝜏 signal using only hadronic 𝜏 decays

■  𝐵 → 𝐷∗𝜏−  𝜈𝜏
■  𝐵 → 𝐷∗𝑙−  𝜈𝑙
■  𝐵 → 𝐷∗∗𝑙−  𝜈𝑙

+ had. 𝐵
■ Fake 𝐷∗ etc.
● Data

Sum of all samples

𝑅 𝐷∗ = 0.270 ± 0.035 stat. −0.025
+0.028(syst. )

𝑃𝜏 𝐷∗ = −0.38 ± 0.51 stat. −0.16
+0.21(syst. )

Compatibility with the SM within 0.4σ

Signal events

Belle Collaboration, arXiv:1612.00529 (submitted to Phys. Rev. Lett.)

Mini-workshop on D(*) Tau Nu and Related Topics
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LFUV in e/µ, and Model Independent SL Form 
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d�
dw

(B � D��) � (Phase Space)|Vcb|2G(w)2
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dw
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|Hi(w)|2 w =
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Heavy Quark Limit:
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Finite Masses:
BD* l :

F w=1=AQED⋅10⋅
QCD

mQ

b⋅
QCD

2

mQ
2 ...

BD l :

G w=1=AQED⋅1a⋅
QCD

mQ

b '⋅
QCD

2

mQ
2 ...

Luke's theorem
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Normalisation:
(heavy quark limit)

ℓ
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D*ν

ν

“Isgur-Wise
  function”

 => Idea: extract |V
cb

| ξ (w)  at zero recoil
      

1. Phase space near w=1   
    prefers
    (Actually, why?)

2. For many years:                  preferred due    
                              to smaller FF uncertainties
Situation has changed (Lattice QCD):  

BD* l

G 1=1.074±0.018±0.015
F 1=0.91±0.035

3. Experimental BG: present methods prefer
      

w=1=1

w=v Bv D

BD* l

BGL, Boyd, Grinstein, Lebed Phys.Rev.Lett 74, 4603 
(1995)

CLN, Caprini, Lellouch, Neubert Nucl.Phys.B530, 153 
(1998) 
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Electron identification

�27

• Electrons are light: Final state 
radiation

• Bremsstrahlung recovery 
partial fixes this

• Belle II: TOP, ARICH, dE/dx, ECL-
shower profile  
→ MVA low momentum in progress.

• Material budget in front of 
calorimeter allows good electron 
identification

ECL

CDC

Potential 
electron track
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Muon identification

�28

• Muons are the easiest to identify
• Little to no radiation (heavy)
• Stable within particle 

detectors
• No strong interactions in 

absorber material
• In B-factories, need p > 700 

MeV/c to reach muon 
detectors

30th of April 2018
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Fig. 15: Muon e�ciency (solid, left-axis scale) and pion fake rate (dashed, right-axis scale)

for three values of the log-likelihood-di↵erence cut: �min = 0 (black), 10 (blue), and 20 (red)

as a function of momentum (top left), polar angle (top right), and azimuthal angle (bottom

left). Muon ine�ciency as a function of � vs ✓ (bottom right), illustrating the geometric

ine�ciencies at the sector boundaries (8 horizontal enhancements in the barrel; 4 horizontal

enhancements in each endcap) and in the vicinity of the solenoid chimney.

describe the full-width half-max and the mean of the Gaussian (CB) function, respectively.612

↵ describes the length of the tail, n describes the slope of the tail, and fr is the fraction of613

the convoluted probability distribution function which is taken from the CB function.614

These parameters vary with momentum and polar angle of the ECL shower associated615

with the electron. As such, a data file was created which contains the fit parameters for all616

possible combinations of 39 di↵erent momentum ranges and 4 di↵erent polar angle ranges.617

The closest combinatorial range is chosen by the ECL Electron ID Module and the associated618

stored parameters are used in fitting the E/p distribution of the unknown particle. Finally,619

a fit quality is used to calculate a log likelihood for determining the type of particle cause620

the ECL shower.621

Separation between electrons and muons is quite good for su�ciently energetic parti-622

cles (i.e. muons with p > 0.3 GeV/c which are thus able to reach the KLM). Separation623

between electrons and pions, however, is much more di�cult. This is particularly true for624
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