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Introduction
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• Measurements of sin2ɸ1 in loop-
suppressed b→sqq̄ transitions, probing 
interference with non-SM amplitudes 
‣ Clean theory prediction, only few % 

deviation from tree-level b→scc̄ 
‣ Many final states with neutrals, ideal at 

Belle II 
• Rich program of charm-hadron lifetime 

measurements (D0, D+, Λc+, Ωc0, Ds+) 
‣ Test of non-perturbative QCD (e.g. lifetime 

hierarchy) 
‣ Probing absolute lifetimes with decay-time 

independent selection efficiency, unique 
to e+e- collider
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BABAR

Belle II, 10 𝑓𝑏−1

Belle

Belle II at SuperKEKB
• Asymmetric e+e- collisions at the SuperKEKB 

accelerator complex in Japan 
‣ Achieved world’s highest instantaneous 

luminosity (4.7x1034 cm-2s-1) 
‣ Collected 362 fb-1 at the Y(4S) in 2019-22, 

corresponding to 387M BB̅ pairs 
‣ Additional 42.3 fb-1 off-resonance 

• Almost brand new detector, especially important 
for time-dependent measurements 
‣ x2 better impact parameter resolution wrt Belle 

(radial/longitudinal =10/15 µm), thanks to pixel 
detector closer to interaction region 

‣ Efficient neutrals reconstruction (π0, Ks) and 
charged K/π separation

3

e+e- collision

t<0: detector resolution



Michele Veronesi | Lepton Photon 2023

• Measurement of absolute lifetimes 
‣ Calibration of the position of the 

interaction region (~250 µm in z) 
‣ Distance between e+e- 

interaction point and decay 
vertex (~100 µm) 

• Recent results on charmed baryons 
‣ Most precise measurement of 

the Λc+ lifetime (better than WA) 
‣ Independent Ωc0 lifetime 

measurement, confirmed new 
lifetime hierarchy observed by 
LHCb
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Summary

• Used early Belle II data to measure lifetimes of charm hadrons 

• World-best D0, D+ and Λc+ lifetimes (first Belle II precision measurements) 

• Confirmation of LHCb result indicating that the Ωc0 is not the shortest-lived weakly decaying 
charmed baryon 

• Tiny systematic uncertainties (e.g., 2‰ for D0) demonstrate excellent performance and 
understanding of the Belle II detector, never achieved at previous B factories
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D0 D+ Λc+ Ωc0

•  was believed to be the shortest-lived 
charmed baryon 

• confirmed LHCb  lifetime that challenged 
earlier determinations and HQE expectations 

• independent measurement from Belle II 
• another confirmation of excellent 

performance and alignment of vertex 
detector

Ω0
c

Ωc

One more lifetime

21

PRD 107, L031103
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For both the Λ0 and the Ω− candidates, the angle be-
tween its momentum and its displacement from the IP
must be smaller than 90◦. Candidate Ω0

c → Ω−π+ de-
cays are formed by combining the selected Ω− candidates
with positively charged particles that are consistent with
originating from the e+e− interaction and have momenta
greater than 0.5GeV/c. We require the scaled momentum
of the Ω0

c candidate be larger than 0.6. The scaled mo-
mentum is pcms/

√

s/4−m(Ω−π+)2, where pcms is the
momentum of the Ω0

c candidate in the e+e− center-of-
mass system, s is the squared center-of-mass energy, and
m(Ω−π+) is the reconstructed Ω0

c mass. The scaled
momentum requirement eliminates Ω0

c candidates orig-
inating from decays of B mesons and greatly suppresses
combinatorial background. A decay-chain vertex fit con-
strains the tracks according to the decay topology and
constrains the Ω0

c candidate to originate from the e+e−

interaction region [25]. The interaction region has typi-
cal dimensions of 250µm along the z axis and of 10µm
and 0.3µm in the two directions transverse to the z axis.
Its position and size vary over time and are measured
using e+e− → µ+µ− events. Only candidates with fit
probabilities larger than 0.001 and with σt values smaller
than 1.0 ps are retained for further analysis. The ver-
tex fit updates the track parameters of the final-state
particles, and the updated parameters are used in the
subsequent analysis. The Λ0 and Ω− candidates are re-
quired to have masses within approximately three units of
mass resolution (or standard deviations) of their known
values [7]. The mass of the Ω0

c candidate must be in
the range [2.55, 2.85]GeV/c2. After these requirements,
about 0.5% of events have multiple Ω0

c candidates; for
these events, the candidate with the highest vertex-fit
probability is retained. An unbinned maximum likeli-
hood fit to the m(Ω−π+) distribution is used to deter-
mine the signal purity in the signal region defined by
2.68 < m(Ω−π+) < 2.71GeV/c2 (Fig. 1). In the fit, the
Ω0

c signal is modeled with a Gaussian distribution, and
the background is modeled with a straight line. The sig-
nal region contains approximately 132 candidates with a
signal purity of (66.5± 3.3)%.

The lifetime is determined using a maximum-likelihood
fit to the unbinned (t,σt) distribution of the candidates
populating the signal region. The likelihood is defined as

L(fs, θ) = G(fs|0.665, 0.033)
∏

i

[fsPs(ti,σt i|θ) + (1− fs)Pb(ti,σt i|θ)] ,

where i runs over the candidates and θ is a short-hand
notation for the set of fit parameters, which are specified
in the following. The signal fraction fs is constrained to
the value measured in the m(Ω−π+) fit with the Gaus-
sian distribution G(fs|0.665, 0.033). The signal proba-
bility density function (PDF) is the convolution of an
exponential distribution in t with a Gaussian resolution
function that depends on σt, multiplied by the PDF of
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Figure 1: Mass distribution for Ω0
c
→ Ω

−

π
+ candidates with

fit projections overlaid. The vertical dashed lines enclose the
signal region; the shaded area indicates the sideband.

σt,

Ps(t,σt|τ, b, s) = Ps(t|σt, τ, b, s)Ps(σt)

∝

∫

∞

0

e−t′/τG(t− t′|b, sσt)dt
′ Ps(σt) .

The resolution function’s mean b is a free parameter of
the fit to account for a possible bias in the determination
of the decay time; its width is the per-candidate σt scaled
by a free parameter s to account for a possible misestima-
tion of the decay-time uncertainty. The background in
the signal region is empirically modeled from data with
m(Ω−π+) in the sideband [2.55, 2.65]∪[2.75, 2.85]GeV/c2

(Fig. 1). The sideband is assumed to contain exclu-
sively background candidates and be representative of
the background in the signal region, as verified in sim-
ulation. The background PDF is the conditional PDF
of t given σt multiplied by the PDF of σt, Pb(t,σt|θ) =
Pb(t|σt, θ)Pb(σt). The distribution in t is the sum of a
δ function at zero and an exponential component with
lifetime τb, both convolved with a Gaussian resolution
function having a free mean bb and a width correspond-
ing to σt scaled by a free parameter sb,

Pb(t|σt, τb, fτb , bb, sb) = (1− fτb)G(t|bb, sbσt)

+ fτbPb(t|σt, τb, bb, sb) ,

where fτb is the fraction of the exponential component
relative to the total background and

Pb(t|σt, τb, bb, sb) ∝

∫

∞

0

e−t′/τbG(t− t′|bb, sbσt)dt
′ .

τ(Ω0
c) = (243 ± 48(stat.) ± 11(syst.)) fs

τ(Ξ0
c) < τ(Λ+

c ) < τ(Ω0
c) < τ(Ξ+

c )
new lifetime hierarchy :
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⌧(⌦0
c) = 243± 48± 11 fs
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⌧(⇤+
c ) = 203.20± 0.89± 0.77 fs

PDG: 201.5 ± 2.7 fs LHCb: 274.5 ± 12.4 fs
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https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.071802
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.107.L031103
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Precise Ds+ lifetime
• Reconstructing 116k Ds+→ɸπ+ decays, using 

~half of Belle II dataset 
‣ Secondary Ds+ from B decays efficiently 

rejected with requirement on momentum 
‣ Background decay-time PDF modeled with 

events from the upper Ds+ mass sideband 

• Most precise Ds+ lifetime measurement (~twice 
as precise as world average) 
‣ Leading systematic uncertainties from the 

resolution function and residual misalignment
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! D +
s

= (498.7 ± 1.7+1 .1
! 0.8)fs PDG: ! = 504±4 fs 

(Preliminary)

(Preliminary)

https://arxiv.org/abs/2306.00365
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Charm flavor tagger

6
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A charm event is different

16

c
D0(cøu)

øcøcq

signal decay

signal decay 
products

D*+
! +

sK+

ø# " !
W!

K! ! !

K+e!

! !  two charm hadron s + fragmentation  
! no entanglement, inaccessible strong phase  

! one of main ingredients to any CPV/mixing measurement is ßavor tagging  
! standard approach: exclusive reconstruction  of strong decay  
! a new more inclusive  method is desirable to exploit correlation between 

signal ßavor and charge of tagging particles

e+e!

D*+ " D0! +
s

Þrst usage of opposite-tagging 
in charm decays

same sideopposite side

p

Phys. Rev. D 107, 112010

• Novel flavor-tagging algorithm recovering D0 candidates not tagged by traditional 
approach of reconstructing the D*+→D0π+ decay chain 

• Exploiting charm pair production and charge correlation between signal D flavor 
and the tracks in the rest of the event 

• Effective tagging efficiency calibrated in data with flavor-specific decays, roughly 
doubling the size of tagged D0 sample: εeff = 47.91±0.07 (stat) ±0.51 (syst) %

n

νe

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.107.112010
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Proper-time difference

• Measuring the time difference Δt of coherently produced BB̅ pairs 
from the decay of a Y(4S), boosted along z 

• Improved Δz resolution from pixel detector, in spite of lower boost  

‣ Belle: β�Ä=0.43, Δz≈200μm —> Belle II: β�Ä=0.29, Δz≈130μm 

• Enhanced Δt resolution from the beam spot profile in combination 
with the new nano-beam scheme

7

Time-dependent analyses at Belle II: ßavour oscillations

e! e+

! +

K +

! !

! !
D !

D +

µ!
" µ

B 0
sig

B 0
sig

B
0
tag

! z " ! t á#$

!

"

BB

BB/ BB

Flavor
!"
tagger

Vertex
!"
reso.

8 KEK-FF 2023 Thibaud Humair

Beam spot constraint Tag-side  
vertex

Signal-side 
vertex

Y(4s)

Time-dependentCP-violation at theB factories

Beam Spot

! +

K +

! !

! !
D !

D +

µ!
" µ

B 0
sig

B
0
tag

! z " ! t á#$

New beam scheme means reduced boost wrt Belle:

!" = 0.43 !" !" = 0.29

! z # 200µm !" ! z # 130µm

$ added a pixel detector directly around the beam pipe
(radius # 1.4 cm) to recover precision on! t .

Use beam spot proÞle to increase precision on vertex Þt
$ new beam scheme means smaller beam spot and stronger constraint

9 Moriond EW 2022 Thibaud Humair

Pixel detector radius ≈ 1.4 cm
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q = +1 ( B 0
tag ), ! 1 (B

0
tag )
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P (! t, q) =
e! |! t |/ ! B 0

4! B 0

!
1 + q

"
S sin(! md! t) + A cos(! md! t)

#$
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B→ɸKs
• Sensitive to effective value of sin2ɸ1 

in b→sss! penguin transitions 
‣ Experimentally clean with good Δt 

resolution from 2 prompt tracks 
‣ Main challenge: dilution from non-

resonant decays with opposite CP 

• Quasi-two body analysis of resonant 
B→ɸKs decays 
‣ Non-resonant B→K+K-Ks 

disentangled in cosθH 
‣ Effect of neglecting interference 

estimated with inputs from previous 
Dalitz measurement [PRD 82, 
073011]

8

Cosine of the helicity angle Proper-time difference
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ACP = 0 .31± 0.20± 0.05

SCP = 0 .54± 0.26+0 .06
! 0.08

Similar precision on ACP as previous determinations 
HFLAV: S = 0.74+0.11-0.13, A = -0.01±0.14

162±17 B→! Ks signal 
events with 387M BB̅ pairs

arxiv:2307.02802

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.82.073011
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.82.073011
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.82.073011
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.82.073011
https://arxiv.org/abs/2307.02802
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B→KsKsKs
• Same underlying quark transition as 

B→ɸKs, w/o contributions from 
opposite-CP backgrounds 

• Main challenge: no prompt tracks 
‣ Vertex reconstruction relies on the 

Ks trajectories and profile of the 
interaction point  

• Dataset divided into events with (TD) 
and without (TI) vertex information 
‣ TD events used in the Δt fit for the 

determination of ACP and SCP  
‣ TI events used only to constrain 

ACP 
9
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B→Ksπ0

• Sensitive to effective value of sin2ɸ1  
in b→sdd̄ and limiting the precision 
of the isospin sum-rule in B→hh 
(see Xiaodong’s talk) 

• Requires excellent capabilities with 
neutrals, unique to Belle II 
‣ Ks reconstruction & vertexing 
‣ High purity & efficient π0 selection  

• Validated on B→J/ψKs events 
reconstructed w/o J/ψ vertex 

• Competitive with world’s best results 
using much less luminosity

10

415+26-25 B→Ksπ0 signal 
events with 387M BB̅ pairs
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Summary
• Continuing effort in charm physics 
‣ World’s leading measurements of 

charm-hadron lifetimes 
‣ Expanding effective dataset size with 

novel tagging algorithms 

• Several new results on time-dependent 
CP violation with penguins 
‣ Essential to probe generic BSM 

physics in loops 
‣ Precision on several observables 

already on par with world’s best and 
mostly unique to Belle II
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B-factory 101

Fit variables

Perform Mbc ! ! E Þt to extract signal yields

O" set in ! E is due to the wrong mass hypothesis associated with a
track

(S.Hazra) March 22, 2023 @Moriond EW 6 / 14

Beam-constrained mass [GeV/c2] Energy difference [GeV]

Challenges

Suppress 105! larger qøq (continuum) background
Combine several kinematic,
decay-time and topological
variables in multivariate
techniques

qøq background rejection:
" 99%

(S.Hazra) March 22, 2023 @Moriond EW 5 / 14

Event shape
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Conclusion

¥ Absolute lifetime measurements of charm hadrons from Belle II:

¥ Improved knowledge of D lifetimes, with world-best measurements, after ~20 years 

¥ WorldÕs best      lifetime measurement 

¥ Independent conÞrmation of LHCb's Þnding that      is not the shortest-lived weakly decaying charm baryon    

 11

! (D0) = 410.5± 1.1± 0.8 fs

! (! +
c ) = 203.2± 0.9± 0.8 fs

! +
c

! (" 0
c) = 243± 48± 11 fs

" 0
c

Belle II preliminary, new at ICHEP2022 

Belle II preliminary, arXiv: 2206.15227[hep-ex] 

Phys. Rev. Lett. 127 21801(2021)
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Λc+ Ωc0

D0 D+

PRL130, 071802 (2023) PRD107, L031103 (2023)
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calculated from the sum in quadrature of individual
contributions from the sources listed in TableI and
described below.

The systematic uncertainty due to backgrounds from! c
decays is determined by adding simulated events of this
type to the1 ab! 1 equivalent simulated sample according to
the estimated maximum contamination determined from
the fit to the distribution of the" !

c transverse vertex
displacement in data and repeating the measurement.
The difference between the simulated" !

c lifetime and
the measured value is 0.68 fs. Since this is an estimate of
the maximum effect of remaining! c backgrounds, half the
difference, 0.34 fs, is taken as both a correction to the
lifetime and an associated systematic uncertainty.

The resolution model for the lifetime PDF is complicated
by correlations between the decay time and the decay-time
uncertainty such that it cannot be described by a simple
Gaussian function. We neglect these correlations in our
model, which consists of a! t -dependent Gaussian reso-
lution multiplied by a PDF in! t, and include the impact of
this approximation as a systematic uncertainty. We fit our
model to 1000 sets of signal-only simulated decays, each
with a size equivalent to the data. The sets are produced by
resampling, with repetition, simulated events in an amount
corresponding to an equivalent luminosity of1 ab! 1. The
difference in the mean lifetime determined from these fits
relative to the true value is 0.46 fs, which is taken as a
systematic uncertainty due to the resolution model.

To check the resolution model, the lifetime fit is repeated
with the Gaussian resolution function replaced with a sum
of two Gaussian functions. The difference in the measured
lifetime, 0.36" 0.23 fs, is covered by the corresponding
systematic uncertainty. The bias of the decay-time reso-
lution function for signal events depends on the" !

c
candidate mass, but cancels if the signal range is centered
on the true mass. Differences in the measured lifetime with
the signal region varied are consistent with statistical
fluctuations and are within the systematic uncertainty
due to the resolution model.

Sideband events are included in the lifetime fit to
constrain the background PDF. In simulation, sideband
events describe the background distribution in the signal
region accurately. To account for potential disagreements
between the signal region and sidebands in the data, we

produce 1000 sets of simulated data by resampling from the
1 ab! 1-equivalent simulated sample for events in the signal
region and from the sidebands of the data sample for events
in the sideband region. The mean lifetime residual is
0.20 fs, which is taken as a systematic uncertainty asso-
ciated with background contamination.

To check the signal PDF for theM#pK ! " ! $fit, we replace
the sum of Gaussian and Johnson functions with a sumof two
Gaussian functions. Using the resulting background contri-
bution has a negligible effect on the measured lifetime.

Reconstruction of charged particles at Belle II relies on
periodic calibrations to correct for detector misalignment
and surface deformations of the internal components of
the PXD and SVD, as well as for relative alignments of the
tracking system[30]. Detector misalignment can bias
measured particle-decay lengths and therefore their decay
times. To account for imperfections in the detector align-
ment, sets of signal-only simulated data, each with a size
comparable to the collision data, are produced with
detectors randomly misaligned according to the alignment
precision observed in data. The root mean square
dispersion of the lifetime residuals in these misaligned
simulated datasets is 0.46 fs, which is taken as a systematic
uncertainty due to imperfect detector alignment.

The momenta of charged particles are scaled by a factor,
0.99971, determined by calibrating the peak positions of
abundant charm, strange, and bottom hadron decays. The
uncertainty on this scale factor, 0.0009, results in a
systematic uncertainty on the" !

c lifetime of 0.09 fs.
The uncertainty on the world average of the" !

c mass
results in a negligible systematic uncertainty.

As a check of the internal consistency of the lifetime
measurement, the full analysis is repeated on subsets of data
chosen according to data-collection periods and" !

c momen-
tum ranges, directions, and charge. The result for each subset
is consistent with the full result. The lifetime fit is also
repeated by selecting the candidate with the best vertex fit
probability or randomly selecting a candidate, rather than
rejecting events with multiple candidates. The difference in
lifetime in each case is negligible. Finally, several events in
the data have lifetimes greater than 4 ps, as shown in Fig.2.
Studies of simulated events suggest that these are from long-
lived charm meson decays and show that they do not bias the
lifetime result with the current dataset size.

In conclusion, we measure the" !
c lifetime to be

203.20" 0.89" 0.77 fs where the first uncertainty is
statistical and the second systematic, using data with an
integrated luminosity of207.2 fb! 1 collected by the Belle II
experiment at the SuperKEKB asymmetric-energye! e!

collider. This is consistent with the recent, relative meas-
urement by LHCb[9] and other previous results, though the
mild tension between the measurement by CLEO[14] and
all other measurements remains. The absolute measurement
presented here is the most precise" !

c lifetime measurement
to date and may be useful to test the accuracy of HQE

TABLE I. Systematic uncertainties on the" !
c lifetime.

Source Uncertainty (fs)

! c contamination 0.34
Resolution model 0.46
Non-! c backgrounds 0.20
Detector alignment 0.46
Momentum scale 0.09

Total 0.77

PHYSICAL REVIEW LETTERS130, 071802 (2023)
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model is quantified using one thousand samples of signal-
only simulated decays, each the same size as the data. The
samples are obtained by resampling, with replacement,
from a sample of simulatede! e! collisions corresponding
to five times the data size. For each sample the fit is
performed and the measured lifetime is compared to the
true lifetime of the parent simulation sample. The average
difference between measured and true lifetimes, 2.8 fs, is
corrected for the known fit bias of! 3.4 fs and the resulting
value, 6.2 fs, is assigned as a systematic uncertainty due to
the imperfect resolution model.

For signal decays, the decay-time resolution function has
a mean that depends nearly linearly on the candidate mass,
and is expected to average out for a symmetric range of
candidate masses. We check that the associated uncertainty
in the measured lifetime is negligible by varying the
boundaries of the signal region.

In simulation, the"t; ! t#distribution of the candidates in
the sideband describes the background candidates in the
signal region well. The same might not hold for the data
and this could bias the result. To quantify this bias, we
generate and fit to one thousand pseudoexperiments, each
the same size and with the same signal-to-background
proportion as that of the data. In the generation, signal and
background candidates populating the signal region are
sampled from the fit PDFs, using input parameters equal
to those determined from the fit to the data. Generated
background candidates in the signal region thus feature the
same"t; ! t#distribution as the data. In contrast, candidates
in the sideband are sampled from simulatede! e! colli-
sions. In this manner, the pseudoexperiments feature side-
band data that differ from the background in the signal
region with the same level of disagreement as observed
between data and simulation. The averaged difference
between the measured and generated lifetimes, corrected
for the previously estimated biases due to the fit and to the
resolution model, is6.2 $ 1.9 fs. Various definitions of
the sideband are tried:%2.55; 2.64&" %2.76; 2.85&GeV=c2,
%2.55; 2.66&" %2.74; 2.85&GeV=c2, %2.55; 2.65&GeV=c2,
and %2.75; 2.85&GeV=c2. The latter region shows a sig-
nificant deviation in fitted lifetime from the nominal result.
The deviation, 8.3 fs, is consistent with the pseudoexperi-
ments study and is assigned as a systematic uncertainty due
to the modeling of the background"t; ! t# distribution.

In the lifetime fit, the fraction of background candidates in
the signal region is constrained by the result of the fit to the
m"! ! " ! # distribution. When we change this background
fraction to values obtained from fitting to them"! ! " ! #
distribution with alternative signal and background PDFs,
the change in the measured lifetime is negligible.

In Belle II, track parameters are periodically calibrated to
correct for misalignment and deformation of internal
components of the PXD and SVD, and for the relative
alignments of the PXD, SVD, and CDC. Misalignment can
bias the measurement of the decay lengths and hence of the
decay times. To quantify the effect of possible residual
misalignment on the measured lifetime, large samples of
signal decays are simulated with various misalignment
configurations. Lifetime residuals with respect to perfectly
aligned simulation are estimated, and their root mean
square, 1.6 fs, is assigned as a systematic uncertainty
due to possible detector misalignment.

Uncertainties in the knowledge of the absolute momen-
tum scale and in the world-average value of the! 0

c mass[7]
each result in a 0.2 fs uncertainty in the lifetime.

Consistency of the results is tested by repeating the full
analysis in subsets of the data split according to data-taking
periods and conditions,! 0

c momentum and flight direction,
charm flavor, and! ! flight length. In all cases, the
variations of the results are consistent with statistical
fluctuations. To check that the best-candidate selection
in events with multiple candidates does not affect the result,
the measurement is repeated with randomly selecting a
single candidate, removing all events with multiple candi-
dates, or keeping all candidates. No significant variation in
the measured lifetime is observed. The measurement is also
repeated with the fit range varied to exclude candidates in
the tails of the"t; ! t# distribution, with no significant
deviation in the resulting lifetime from the nominal result.

In conclusion, we report on a measurement of the! 0
c

lifetime usinge! e! ! cøc data collected by the Belle II
experiment corresponding to an integrated luminosity of
207 fb! 1. This measurement,

#"! 0
c# ' 243$ 48"stat# $ 11"syst# fs;

is consistent with the LHCb average of274.5 $ 12.4 fs
[14], and inconsistent at 3.4 standard deviations with the
pre-LHCb world average of69$ 12 fs [10]. The Belle II
result, therefore, confirms that the! 0

c is not the shortest-
lived weakly decaying charmed baryon.

This work, based on data collected using the
Belle II detector, which was built and commissioned
prior to March 2019, was supported by Science
Committee of the Republic of Armenia Grant
No. 20TTCG-1C010; Australian Research Council and
research Grants No. DE220100462, No. DP-
180102629, No. DP170102389, No. DP170102204,

TABLE I. Systematic uncertainties.

Source Uncertainty (fs)

Fit bias 3.4
Resolution model 6.2
Background model 8.3
Detector alignment 1.6
Momentum scale 0.2
Input ! 0

c mass 0.2

Total 11.0

MEASUREMENT OF THE! 0
c LIFETIME AT BELLE II PHYS. REV. D107, L031103 (2023)

L031103-5

Λc+→pKπ Ωc0→Ω-π+

5

sample is equivalent in size to that of the collision data
used. The di! erence between the Þtted value of! and
the result obtained with no misalignment is recorded,
and the root-mean-square (r.m.s.) of the distribution of
di! erences is taken as the systematic uncertainty due to
possible detector misalignment.

There is uncertainty arising from the fraction of signal
candidates (f sig ), which is Þxed in the decay-time Þt to
the value obtained from the Þt to the M ("# + ) distribu-
tion. We vary this parameter by its uncertainty and take
the resulting change in the Þtted lifetime as a systematic
uncertainty.

There is an uncertainty arising from the global mo-
mentum scale of the detector, which is calibrated using
the peak position of D 0 ! K ! #+ decays. We evaluate
this by varying the global scale factor by its uncertainty
(± 0.06%) and assigning the resulting variation in the Þt-
ted lifetime as a systematic uncertainty.

Finally, we include a systematic uncertainty due to un-
certainty in the D +

s mass [17], which is used to calcu-
late the decay time from the displacement vector$d [see
Eq. (1)]. The total systematic uncertainty is obtained
by adding together all individual contributions (listed in
Table I) in quadrature. The result is +1 .14

! 0.76 fs.

Source Uncertainty (fs)
Resolution function +0 .85
Background (t, ! t ) distribution ± 0.40
Binning of ! t histogram PDF ± 0.10
Imperfect detector alignment ± 0.56
Sample purity ± 0.09
Momentum scale factor ± 0.28
D +

s mass ± 0.02
Total +1 .14

! 0.76

TABLE I. Summary of systematic uncertainties.

As a Þnal check of our analysis procedure, we divide the
data sample into subsets based onD +

s (or D !
s ) charge,

D +
s momentum, D +

s polar angle, D +
s azimuthal angle,

and data-collection (run) period, and we measure the
lifetime separately for each subset. All measured val-
ues are consistent with statistical ßuctuations about the
overall result. The Þtted lifetime for di ! erent run periods
is plotted in Fig. 4.

In summary, we have used 116" 103 D +
s ! "# + decays

reconstructed in 207 fb! 1 of data recorded by Belle II in
e+ e! collisions at or near the " (4S) resonance to mea-
sure the D +

s lifetime. The result is

!
D +

s
= (498.7 ± 1.7+1 .1

! 0.8) fs, (4)

where the Þrst uncertainty is statistical and the second
is systematic. This is the most precise measurement to
date. It is consistent with, but has twice the precision of,
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FIG. 4. Fitted lifetime for di ! erent data-collection peri-
ods (c1Ðc15). For these Þts, the parameters of the resolution
function are Þxed to the overall Þtted values. All values are
consistent with the overall result, which is plotted as a red
data point. The red dashed line shows the average of the life-
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the current world-average value of (504± 4) fs [17]. It is
also consistent with theory predictions [3, 6, 8].
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Table 36: Averages of! ! Sb! qqs and Cb! qqs. Where a third source of uncertainty is given, it is
due to model uncertainties arising in Dalitz plot analyses.

Experiment N (BB) ! ! Sb! qqs Cb! qqs Correlation
" K 0

BABAR [262] 470M 0.66± 0.17± 0.07 0.05± 0.18± 0.05 Ð
Belle [261] 657M 0.90+0 .09

" 0.19 ! 0.04± 0.20± 0.10± 0.02 Ð
Average 0.74+0 .11

" 0.13 0.01± 0.14 uncorrelated averages

! #K 0

BABAR [381] 467M 0.57± 0.08± 0.02 ! 0.08± 0.06± 0.02 0.03
Belle [382] 772M 0.68± 0.07± 0.03 ! 0.03± 0.05± 0.03 0.03
Average 0.63± 0.06 ! 0.05± 0.04 0.02
ConÞdence level 0.53 (0.6! )

K 0
S K 0

S K 0
S

BABAR [383] 468M 0.94+0 .21
" 0.24 ± 0.06 ! 0.17± 0.18± 0.04 0.16

Belle [384] 722M 0.71± 0.23± 0.05 ! 0.12± 0.16± 0.05 Ð
Average 0.83± 0.17 ! 0.15± 0.12 0.07
ConÞdence level 0.76 (0.3! )

#0K 0

BABAR [381] 467M 0.55± 0.20± 0.03 0.13± 0.13± 0.03 0.06
Belle [378] 657M 0.67± 0.31± 0.08 ! 0.14± 0.13± 0.06 ! 0.04
Average 0.57± 0.17 0.01± 0.10 0.02
ConÞdence level 0.37 (0.9! )

$0K 0
S

BABAR [265] 383M 0.35+0 .26
" 0.31 ± 0.06± 0.03 ! 0.05± 0.26± 0.10± 0.03 Ð

Belle [266] 657M 0.64+0 .19
" 0.25 ± 0.09± 0.10 ! 0.03+0 .24

" 0.23 ± 0.11± 0.10 Ð
Average 0.54+0 .18

" 0.21 ! 0.06± 0.20 uncorrelated averages

%K 0
S

BABAR [381] 467M 0.55+0 .26
" 0.29 ± 0.02 ! 0.52+0 .22

" 0.20 ± 0.03 0.03
Belle [385] 772M 0.91± 0.32± 0.05 0.36± 0.19± 0.05 ! 0.00
Average 0.71± 0.21 ! 0.04± 0.14 0.01
ConÞdence level 0.007 (2.7! )

f 0K 0

BABAR [262,265] Ð 0.74+0 .12
" 0.15 0.15± 0.16 Ð

Belle [261,266] Ð 0.63+0 .16
" 0.19 0.13± 0.17 Ð

Average 0.69+0 .10
" 0.12 0.14± 0.12 uncorrelated averages

f 2K 0
S

BABAR [265] 383M 0.48± 0.52± 0.06± 0.10 0.28+0 .35
" 0.40 ± 0.08± 0.07 Ð

f X K 0
S

BABAR [265] 383M 0.20± 0.52± 0.07± 0.07 0.13+0 .33
" 0.35 ± 0.04± 0.09 Ð

those presented as "solution 1" in all cases. Results on ßavour-speciÞc amplitudes that may
contribute to these Dalitz plots (such asK $+ #" ) are given in Chapter 9.

For the B 0 " K + K " K 0 decay, bothBABAR and Belle measure theCP violation parameters
for the " K 0, f 0K 0 and ÒotherK + K " K 0Ó amplitudes, where the latter includes all remaining
resonant and nonresonant contributions to the charmless three-body decay. For theB 0 "
#+ #" K 0

S decay,BABAR reports CP violation parameters for all of theCP eigenstate components
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TABLE I: Systematic uncertainties (absolute) contributing to the time-dependent CP asymmetries.

Source ! A ! S
Flavor tagging 0.013 0.011
Resolution function 0.014 0.022
B B background asymmetry 0.030 0.018
qq background asymmetry 0.028 < 0.001
Signal modeling 0.004 0.003
Background modeling 0.006 0.018
Fit bias 0.005 0.011
Best candidate selection 0.005 0.010
"B 0 and ! md < 0.001 < 0.001
Tag-side interference 0.006 0.011
VXD misalignment 0.004 0.005
Total 0.047 0.040

measurement ofCP asymmetries in this decay. Our re-
sults agree with previous determinations [13, 14], and the
precision obtained for S is better than (similar to) that
achieved at Belle (BABAR ), despite using a data sample
only 60Ð80% the size of the samples used in those exper-
iments. The results are consistent with SM predictions
and can provide useful constraints on non-SM physics.
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values. We also check that the relative magnitude of this
systematic uncertainty with respect to the statistical un-
certainty remains constant for larger sample sizes.

We study the e! ect of neglecting interference between
the signal and nonresonant backgrounds using simulated
samples, where theB 0 ! ! K 0

S and B 0 ! K + K ! K 0
S

components are generated coherently using a complete
Dalitz description of the decay [7]. We apply the nom-
inal Þt to these samples, where the nonresonant yields
are determined by the Þt and the CP-asymmetries of
the backgrounds,AK + K ! K 0

S
and SK + K ! K 0

S
, are Þxed to

their generated values, neglecting interference with the
signal. The di! erence between the generated and Þtted
values of theCP-asymmetries of the signal is assigned as
a systematic uncertainty.

The e! ect of Þxing the PDF shapes of theM bc, O
"

CS,
cos"H , and " t distributions in continuum, and O

"

CS dis-
tribution in signal and nonresonant background, is esti-
mated from ensemble data sets. We generate simulated
data sets by varying the shape parameters, in order to
cover for the empirical parametrization and statistical
uncertainty, and Þx them to their nominal values in the
Þt. The resulting spread on the distributions of A and S
is used to estimate the corresponding systematic uncer-
tainty.

The same procedure is applied to estimate the sys-
tematic uncertainty associated with the external inputs
used for the lifetime #B 0 = (1 .519± 0.004) ps, mixing
frequency " md = (0 .507± 0.002) ps! 1, and CP asym-
metries A = " 0.06 ± 0.08 and S = " 0.68+0 .09

! 0.10 of the
nonresonant background.

Simulation shows that the residualB B backgrounds is
at most 2% of the signal yield. We generate ensemble
data sets containing an additional B B background com-
ponent with PDF shapes modeled after theB 0 ! ! K 0

S
or B 0 ! K + K ! K 0

S distributions and by conservatively
varying the B B background CP asymmetries between
+1 and " 1. The B B backgrounds are neglected in the
Þt to these data sets. The corresponding systematic un-
certainty is obtained by taking the largest deviations of
A and S from their generated values.

The time evolution given in Eq. (1) assumes that the
Btag decays in a ßavor-speciÞc Þnal state. We study the
impact of the tag-side interference, i.e., neglecting the
e! ect of CKM-suppressedb ! ucd decays in theBtag in
the model for " t [31]. The observed asymmetries can
be corrected for this e! ect by using the knowledge from
previous measurements [3]. We conservatively assume all
events to be tagged by hadronicB decays, for which the
e! ect is largest, and take the di! erence with respect to
the observed asymmetries as a systematic uncertainty.

The e! ect of multiple candidates is evaluated by re-
peating the analysis with all the candidates and taking
the di! erence with respect to the nominal candidate se-
lection as a systematic uncertainty.

Table II: Summary of systematic uncertainties.

Source ! (A) ! (S)

Calibration with B 0 ! D ( ! ) " " + decays

Calibration sample size ± 0.010 ± 0.009

Calibration sample systematic ± 0.010 ± 0.012

Sample dependence " 0.005 +0.021

Fit model

Fit bias +0 .017
! 0.028

+0 .033
! 0.062

B 0 ! K + K " K 0
S backgrounds " 0.020 " 0.011

Fixed Þt shapes ± 0.009 ± 0.022

#B 0 and ! md uncertainties ± 0.006 ± 0.022

AK + K ! K 0
S

and SK + K ! K 0
S

± 0.014 ± 0.013

B B backgrounds +0 .030
! 0.019

+0 .017
! 0.031

Tag-side interference < 0.001 +0.012

Multiple candidates +0 .032 " 0.002

! t measurement

Detector misalignment +0 .002 " 0.002

Momentum scale ± 0.001 ± 0.001

Beam spot ± 0.002 ± 0.002

! t approximation < 0.001 " 0.018

Total systematic +0 .052
! 0.046

+0 .058
! 0.082

Statistical ± 0.201 ± 0.256

C. ! t measurement

The impact of the detector misalignment is tested on
simulated samples reconstructed with various misalign-
ment conÞgurations.

The uncertainty on the momentum scale of charged
particles due to the imperfect modeling of the magnetic
Þeld has a small impact on theCP asymmetries [29].

Similarly, the uncertainty on the coordinates of the
e+ e! interaction region (beam spot) has a subleading
e! ect [29].

We do not account for the angular distribution of the B
meson pairs in the c.m. frame when calculating" t using
Eq. (2). Therefore, we estimate the e! ect of the " t ap-
proximation on simulated samples, where the generated
and reconstructed time di! erences can be compared.

VI. SUMMARY

A measurement ofCP violation in B 0 ! ! K 0
S decays is

presented using data from the Belle II experiment. We
Þnd 162± 17 signal candidates in a sample containing
(387± 6) # 106 B B events. The values of theCP asym-

B→ɸKs

arxiv:2307.02802

https://arxiv.org/abs/2307.02802


20

10! 8! 6! 4! 2! 0 2 4 6 8 10

CSO'

0

5

10

15

20

25

30

35

40

45

E
ve

nt
s 

/ 0
.4

 

Data

Fit

Signal

Background

Belle II (preliminary)

-1
 L dt = 362 fb" 

 TD0
S K0

S K0
S K# 0 B

5.2 5.21 5.22 5.23 5.24 5.25 5.26 5.27 5.28 5.29

]2 [GeV/cbcM

0

20

40

60

80

100

120

140

160

180

]2
E

ve
nt

s 
/ 0

.0
03

 [G
eV

/c

Data

Fit

Signal

Background

Belle II (preliminary)

-1
 L dt = 362 fb! 

 TD0
S K0

S K0
S K" 0 B

5.2 5.25 5.3 5.35 5.4 5.45

]2) [GeV/c0
SK0

SKS
0KM(

0

20

40

60

80

100

]2
E

ve
nt

s 
/ 0

.0
07

 [G
eV

/c

Data

Fit

Signal

Background

Belle II (preliminary)

-1
 L dt = 362 fb! 

 TD0
S K0

S K0
S K" 0 B

8! 6! 4! 2! 0 2 4 6 8

 t [ps]"

1!

0.5!

0

0.5

1

A
sy

m
m

et
ry

 preliminaryBelle II

-1
 L dt = 362 fb#

 TD0
S K0

S K0
S K$ 0B

B->KsKsKs

15! 10! 5! 0 5 10 15

 t [ps]"

0

10

20

30

40

50

60

70

80

E
ve

nt
s 

/ 1
.0

 [p
s]

Belle II (preliminary)

-1
 L dt = 362 fb# 

+ K0
S K0

S K$ + B

8! 6! 4! 2! 0 2 4 6 8

 t [ps]"

0

10

20

30

40

50

60

E
ve

nt
s 

/ 3
.0

 [p
s] tag

0q = +1, B

tag

0
Bq = -1, 

Belle II (preliminary)

-1
Ldt = 362fb# 

 TD0
SK0

SK0
SK$0 B

8! 6! 4! 2! 0 2 4 6 8

 t [ps]"

1!

0.5!

0

0.5

1

A
sy

m
m

et
ry

Belle II (preliminary)

-1
 L dt = 362fb#

 TD0
S K0

S K0
S K$ 0  B

Figure 3: (left) background-subtracted! t distribution for B + ! K 0
S K 0

S K + candidates,
(center) background-subtracted! t distributions for B 0 ! K 0

S K 0
S K 0

S TD candidates shown
separately forq = ± 1, and (right) their asymmetry. In the center plot, the red solid curve
and Þlled circles represent the Þt result and data forq = +1, while the blue dashed curve
and open circles represent the Þt result and data forq = " 1, respectively. The asymmetry
is deÞned asN+ (! t )! N ! (! t )

N+ (! t )+ N ! (! t ) , whereN± (! t) represent the number of entries withq = ± 1
in the corresponding! t bin. In the asymmetry graph, the points represent data and the
solid curve represents the result of the Þt.

Table 1: Systematic uncertainties
Source ! S ! A
Signal probability 0.014 0.008
Fit bias 0.014 0.004
Flavor tagging 0.013 0.012
Resolution function 0.013 0.008
Tag-side interference 0.011 0.006
Vertex reconstruction 0.011 0.004
Physics parameters 0.009 0.000
Detector misalignment 0.008 0.007
Background! t shape 0.004 0.002
Total 0.032 0.020

7 Systematic uncertainties238

We consider various sources of systematic uncertainties and summarize them in Table 1.239

To evaluate the systematic uncertainties inS and A related to assumptions made on pa-240

rameters of the Þt model, we repeat the Þt on data using alternative values of the param-241

eters randomly sampled based on auxiliary knowledge. This approach is used forw and242

! w (referred to as ßavor tagging in the table), the parameters describing the resolution243

function, "B 0 and ! md (physics parameters), the parameters for theMbc, M (K 0
S K 0

S K 0
S ),244

and O"
CS shapes (signal probability), and the parameters for the background! t shape.245

The widths of the resulting distributions of S and A are taken as contributions to the246

systematic uncertainty. We use the world-average values and uncertainties of theB 0 and247

B + lifetimes and ! md [1]. The systematic uncertainty due to the vertex reconstruction248

is determined by varying the parameters for the IP proÞle and boost vector, track re-249

quirements for theBtag vertex reconstruction, and criteria to select TD events. We use250
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